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Abstract

Few-shot document-level relation extraction
(FSDLRE) aims to develop a model with the
ability to generalize to new categories in the
context of document-level relation extraction,
using a small number of support samples.
Among others, metric based meta-learning
methods are widely used in FSDLRE, which
involve constructing class prototypes using the
contextual representation of the entire docu-
ment and the representation of entity pairs for
relation classification. However, in relation
classification, only a subset of sentences in a
document, known as evidence, is required to de-
termine the relationship category of entity pairs.
In this paper, we propose a prototype learning
method with evidence match (PLEM). By in-
troducing an evidence matching auxiliary task
in the process of relation prototype construc-
tion, the model is guided to focus more on the
semantics of evidence sentences when build-
ing prototypes, thereby enhancing the relation
prototypes. We further design task-specific evi-
dence prototypes, enabling the model to adapt
to the evidence semantic space of different re-
lation categories. Extensive experimental re-
sults demonstrate that PLEM outperforms the
state-of-the-art methods, achieving an average
improvement of 1.23% in Macro F1 across var-
ious settings of two FSDLRE benchmarks.

1 Introduction

Document-level relation extraction (DocRE) is
aimed at classifying the types of relationships be-
tween each pair of entities within a document. This
task is more closely aligned with real-world scenar-
ios of downstream tasks such as knowledge graph
construction and question answering (Zhou et al.,
2021; Zhang et al., 2021; Wei and Li, 2022; Sun
et al., 2023), compared to sentence-level relation
extraction (Zhang et al., 2018; Distiawan et al.,
2019; Hu et al., 2021; Liu et al., 2022). How-
ever, annotating for DocRE is costly and time-
consuming, with data often exhibiting a long-tail
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Figure 1: Description of the FSDLRE Task in the 1-
DOC Setting with Pre-Annotated Entities in Bold and
Colored Triples

distribution, and annotations in many domains are
scarce. As a result, recent studies have been mov-
ing towards the setting of Few-Shot Document-
Level Relation Extraction (FSDLRE), which is a
promising solution for relation extraction at scale.

Previous studies (Popovic and Firber, 2022;
Meng et al., 2023) on FSDLRE primarily adopt
a metric-based meta-learning framework (Vinyals
et al., 2016; Snell et al., 2017), which aims to
learn a metric space where prototypes for each
relation category are constructed based on the in-
formation from support documents. Classification
is performed by calculating the distance from the
entity pair instance representations in the query
documents to the prototype representations of each
category. Through training on a series of sampled
FSDLRE tasks, the model acquires general knowl-
edge of FSDLRE, enabling it to quickly generalize
to new tasks with novel relation types.

We illustrate an example of the FSDLRE task
under the 1-DOC setting in Figure 1, where only a
single support document is given, annotated with
types of relations and evidence statements. In



such an episode, there are two target relation types:
“part of” and “country”. The task requires iden-
tifying the types of relations between predefined
entities within the query document. To predict
the relation between “National League” and “‘the
United States”, we learn from the first sentence that
the “National League” is a part of “Major League
Baseball (MLB)”, and from the third sentence, that
“MLB” is a professional sports league located in
“the United States”. Although the mention “MLB”
also appears in the fifth sentence, this sentence
does not semantically contribute to the prediction
of this relation. For a pair of entities in the support
document, their relation type can be determined
based on a few sentences, and only the semantics
of these sentences hold referential value for the
same relation type in the query document. Includ-
ing the semantics of irrelevant sentences as part
of the representation in constructing relation pro-
totypes and affecting the measurement of distance
between instances from the query document and
prototypes introduces noise into the model, leading
to performance degradation.

Evidence sentences play a crucial role in
document-level relation extraction under super-
vised scenario, where previous methods often
jointly train evidence retrieval task with relation
extraction, allowing both tasks to mutually enhance
each other’s performance (Huang et al., 2021; Xie
et al., 2022; Ma et al., 2023b). However, such
approaches are not suitable for cross-category do-
main few-shot scenarios due to their tendency to
overfit specific categories. Given the effectiveness
of evidence sentences in document-level relation
extraction, it is vital to explore how to emphasize
the semantics of evidence sentences in prototype
learning and reduce the impact of irrelevant sen-
tences. Moreover, the semantic spaces of different
relation categories vary significantly, and applying
the same evidence matching approach to all sce-
narios without considering the influence of relation
categories on evidence matching fails to account
for these differences.

In this paper, we propose an auxiliary task for
prototype construction, evidence match, and pro-
pose a framework, PLEM, that integrates evidence
matching into metric learning. During training, we
first establish two additional base evidence match-
ing prototypes, MATCH and UNMATCH, to repre-
sent whether sentences in a document are evidence
for a triple. Guided by the inherent relational se-
mantics of specific relations, we enhance the rep-

resentation of evidence prototypes using the con-
textual semantics of specific relation pairs in the
supporting documents. By jointly performing re-
lation classification and evidence matching using
multi-task learning, we improve the semantic rep-
resentation in the relation prototype construction
process, highlighting the role of evidence sentences
in FSDLRE.

Contribution. (1) We propose a prototype learn-
ing framework (PLEM) for FSDLRE, which effec-
tively improves the semantic distribution of rela-
tion prototypes by incorporating evidence matching
into the construction process of the relation proto-
types. (2) In PLEM, we introduce two task-specific
learnable prototypes, MATCH and UNMATCH,
for evidence matching, enabling the model to bet-
ter adapt to evidence match in episodes of different
relation categories. (3) We conduct experiments
on two public document-level relation extraction
datasets. The experimental results demonstrate the
effectiveness of our PLEM model, which achieve
state-of-the-art performance across multiple set-
tings of two FSDLRE benchmarks.

2 Problem Formulation

Few-shot document-level relation extraction is con-
ducted under the N-Doc setting (Popovic and Fir-
ber, 2022). In each independent FSDLRE task
(also called an episode), there are N support docu-
ments and one query documents. For each support
document Dg, it contains a set of triples T's which
includes all valid triples (ey,, r, €¢) in the document
and their evidences V}, ; which are the subset of sen-
tences in the document. Here, e;, and e; represent
the head entity and tail entity of a given relation
instance, and r is a member of the set Repisodes
which signifies a specific type of relation. The set
Repisode Includes all types of relations that need to
be discerned as present or not in instances within
the episode. The entity mentions in the query docu-
ment D¢ are pre-annotated. The goal of FSDLRE
is to predict the set of triples T in the query doc-
ument D¢ using the given information as input.
This set includes all valid triples in D¢y, with the re-
lationships being within the scope of the Rpisode-

Our approach adheres to the conventional meta-
learning framework, wherein the relationships en-
compassed within the training and testing phases,
denoted as R¢yqin, and Ryes:, are distinct and non-
overlapping. For each task, the relationships in-
volved, referred to as Rcpisode, are specifically sub-
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Figure 2: The overall architecture of PLEM.

sets of Ryrqin and Ryes during their respective
training and testing stages. The annotations of the
support documents are complete, meaning that any
candidate entity pair for which no relation type has
been assigned can be considered as NOTA (None-
Of-The-Above).

3 Methodology

An illustration of the framework of PLEM is shown
in Figure 2. We first introduce the encoding pro-
cedure for documents and entities in Section 3.1.
In Section 3.2, We describe the process of con-
structing evidence prototypes and relationship pro-
totypes. The training and inference processes are
finally given in Section 3.3.

3.1 Document Encoding

We use a pre-trained language model (Devlin et al.,
2019) to encode the input document. Given a docu-
ment D = [Iy]£_ | containing L tokens, we insert a
special symbol “*” before and after each mention
m; as an entity marker (Zhang et al., 2017), with
each mention m; represented by the embedding
of “*” at the start position. For a pre-trained lan-
guage model with a dimension of d, we input the
document D to obtain token embeddings H and
attention scores A between tokens:

H, A = Encoder([hi,...,h1]) (D)

where H € RE*9 is the last hidden states and
A € RI*E s the average of the attention heads in
the last transformer layer. We apply logsumezxp
pooling (Jia et al., 2019) to obtain representations
for each entity e; from the representations [hml]fvze 1
of their corresponding mentions. Formally, for
each entity e; that occurs N, times in the text, its
representation h. is calculated as follows:

Nl

he = log Z exp(hm,) 2)
i=1

In determining different triples, the model may
need to focus on different parts of the context. We
follow (Meng et al., 2023) to acquire a specific con-
text representation c(""*) for each triple (ej,, ey, )
by incorporating relation label information. We
first obtain the importance scores A" for each
token at the entity pair level (Zhou et al., 2021):

Ap © Ay

A(h,t) _
AT A,

3)

where © is the Hadamard Product, 4;, € R and
A; € RE are attention scores for all tokens in the
document based on ey, and ey, and they are obtained
by averaging the attention scores of the correspond-
ing mentions of e; and e;. Then we use another
pre-trained language model to encode the names
and descriptions of the relation labels and use the



output of the “[CLS]” token as the relation embed-
ding h, € R%:

h, = Encoder(r) 4)

and we calculate the relation-level attention A, as
to represent the degree of attention of the relation
to each token in the text:

HWh,
Vd

where W € R%*4 is a learnable parameter. Based
on A" and A" we get the attention distribu-
tion A1 for each token of a single instance
(en, 7, et).The i-th value of A1) ig obtained as
follows:

A" = softmax(

) (&)

AP — 40D 11 € topk%(APD @ AT)). AT

(6)
where topk% (x) returns the indices of the top k%
largest values in z, and II is the indicator function.
This instance-level attention focuses more on to-
kens related to the entity pair. Then we calculate
specific context embeddings (""" € R? for each
instance by:

C(h,ht) — HTA(h,T‘,t) (7)

3.2 Prototype Construction

We construct multiple prototypes based on the en-
coded representations from the supporting docu-
ments, serving as the basis for calculating the rela-
tional distance of query document instances.

Evidence Prototype. We define two sets of learn-
able vectors Mpgse = {m?ase € Rd}f\[:efi and
Upase = {u?‘lse € Rd}f\fi”' as the base prototypes
for evidence matching across all tasks, where N¢,;
is a hyperparameter. Considering that in differ-
ent episodes, the conceptual representations of evi-
dence matching are not entirely the same due to the
variation in relation types, we propose task-specific
evidence prototypes built upon the base evidence
matching prototypes.

Since the annotations in the supporting docu-
ments are complete, we select instances with re-
lations from these documents to enhance the rep-
resentation of the evidence prototype. We refer
to the method for obtaining the specific context
representation ¢t for each instance, and based
on the label of the evidence, we obtain sentence
representation s for each instance:

S(h,r,t) _ HT

Ms:Me

A(h,r,t) (8)

Mg Me

where ms and m. are the positions of the starting
and ending tokens of the sentence. The instance-
level sentence representations are divided into two
sets, Sinatch aNd Synmateh> Smateh includes repre-
sentations of sentences that serve as evidence for a
specific instance, whereas Sy,match cONtains rep-
resentations of sentences that are not evidence for
that specific instance. For each base evidence proto-
type in Mp,se and Up,se specific evidence support
instances are adaptively selected from S

(ep, T, er, match)

(S(h,r,t) . mbase

= argmax i

(eh ;e 7mat6h)€‘smatch

. max S(h,r,t) . ugmse)
u?aseeUbase
(ep, T, e, unmatch)

(S(h,r,t) . ,ul?ase

)

== argmax

(eh ;1€ 7unmat6h)esunmatch
J— max S(h7r7t7u) .
mgasseMbase

m?ase)

where the selection criteria focuses on the affin-
ity with prototypes sharing similar meanings and
a divergence from those with contrasting mean-
ings. Then, we integrate the selected evidence
sentence prototypes from the support set into the
base evidence prototype to obtain the final evidence

MATCH and UNMATCH prototype m; and u;:
m; = as(h,r,t,m) + (1 . a)mgase

w; = asrbY 4 (1 — )ubese (10)

where « is a hyperparameter that balances the se-
mantics of task-specific evidence matching with
those of the base evidence prototype. By adopting
this approach, we obtain two task-specific evidence
prototype sets, MATCH and UNMATCH. These
sets incorporate both general knowledge from meta-
learning and specific knowledge from evidence la-
bels in the support documents.

Relation Prototype. In the construction of rela-
tion prototypes, we use label information to build
instance-level relation prototypes, enabling each
prototype to more effectively focus on relation-
relevant information in supporting documents. We
first fuse the specific context representation clhorit)
with the original semantic entity representation of
the PLM to obtain the instance-level head and tail
entity representation:

Z}gh,r,t) = tanh(Wi|he, c(h,r,t)] +by) (A1)
z§h’r’t) = tanh(Wilhe,; ™™D) +8;)  (12)



where h., and h,, are entity representations com-
puted by Eq.2, Wy, W; € R¥24 b, b, € R? are
learnable parameters. Then we concatenate the
representations of the head and tail entities to ob-
tain the representation ¢(*"*) = [zf(Lh’T’t), zih’r’t)} €
R?4 of a single triple instance of a specific cate-
gory. Finally, we average the representations of all
triple instances corresponding to the same category
r in the support document, aggregating them into a
prototype representation for 7:

- 1
TP

(eh »Tvet)esr

t(h’T7t)

(13)

where S, is the set of all instances of relation r in
support documents.

NOTA Prototype. In the query documents, most
entities do not have any target relationship, so
NOTA (None Of The Above) is also considered
a category. To address this common scenario
across all tasks, we employ a set of generic NOTA
prototypes. However, similar to the case of evi-
dence matching, the semantics of NOTA can vary
for different episodes. Therefore, we utilize a
task-specific NOTA Prototype construction strat-
egy (Meng et al., 2023). This approach builds upon
the generic NOTA prototype to better capture the
unique NOTA semantics in each individual task.
Specifically, we first construct a set of learn-
able vectors Npgee = {pl®¢ € R2d}Nnote
where V¢, represents the hyperparameter. Then
we reinforce the semantic representation of the
NOTA prototype for a specific task using rep-
resentations of entity pairs without target rela-
tionships from supporting documents. For a
NOTA instance (ep, nota, e;), we use Eq.11 and
Eq.12 for entity representations and combine
them into an instance representation t(-mota:t) —
[z}(lh’mm’t); zt(h’nom’t)] € R??. The set of represen-
tations of all entity pairs without target relation-
ships is defined as T}, We adaptively select a
NOTA instance from a specific task for each base

NOTA prototype:

(eh) nota’ et) — argmax (t(hmota,t) . p?ase
(ehﬂ’LOtCL,et)ETnota
— max t(h,nota,t) . pr)
TeRepisode

(14)

which select the NOTA instances that are closer
to the base NOTA prototype and farther from the

target relationship prototype. Then we fuse the
selected NOTA instance into the base NOTA pro-
totype to obtain the final NOTA prototype p}"*'* €
R2? with the hyperparameter 3:

p?ota _ Bt(h,notu,t) + (1 _ ﬁ)pgase (15)

3.3 Training Object

Building upon the various prototypes from support-
ing documents and meta-learning framework, we
train the model using annotations from the query
document and the model’s predictions. Given
an entity pair (e, e;) in a query document, we
use Eq.3 to obtain attention scores for each to-
ken of the entity pair. We then use the Eq.7 to
obtain an instance-level contextual representation
1) and the instance-level sentence representation
Sq = {sgf’t)}%s:l, where Nj is the number of sen-
tences in the query document. Using Eqs.11 and
12, we compute the representation of the entity pair
gt [zf(bh’t), 2{"")]. For each target relationship
type r in the episode, we compute the probability
of r as follows:

P = sigmoid(¢ ™ p" —maz (g™ -pi**))
1€

(16)
where Y = {1,..., Npota}- We assess the simi-
larity between evidence prototypes and sentence
representations to calculate the probability of each
sentence being evidence for the entity pair:

Pr(rflﬁt) = sigmoid( max (S%L’t) M) —
Sg’t)esq
. (17)
mazx (sﬁn’t) “u;))
Sg:’t)esq

We identify F as the set comprising all entity
pairs within the query document, the relation clas-
sification loss is computed as follows:

=gy X - 3

(eh:et)eE TeRepisode
" Dlog(PMD) + (1 — y"D)log(1 — P1)))
(18)
Where yﬁh’t) is set to 1 if the relationship r is

present between the entity pair (e, e;), and yﬁh’t)

is set to O if it is not. We treat evidence match-
ing as an auxiliary task within the meta-learning



framework, with its loss calculated as follows:

1 N

lev=1g 2. =)

(en,et)€EE  m=1
(yD10g(PIDY 4+ (1 — yD)log(1 — BMD))

(19)

where the value of yy(,]f ) is set to 1 when the sen-

tence s,, serves as evidence for a relationship r
between the entity pair, and yv(jf *) s set to 0 when
the sentence is not evidence for the entity pair. The
overall training loss is computed as follows:

{="Lrg+ Mgm (20)
where ) is a hyperparameter. During inference, we
extract the relation instance (ej, 7, €;) in the query

document if (") . p" > mcg/x(q(h’t) - ppeta),
(S

4 [Experiments

4.1 Datasets and Evaluation

We conduct experiments on two publicly avail-
able FSDLRE benchmarks, FREDo and ReFREDo,
both providing evidence sentence annotations as
additional auxiliary information for each sample.

FREDo benchmark comprises two tasks: in-
domain and cross-domain, each with two sub-tasks,
1-DOC and 3-DOC, designed to measure the scal-
ability of models under different settings. For in-
domain tasks, both training and testing documents
are sourced from DocRED, with a partitioning
scheme ensuring disjoint relation types between
them. The relation type set of DocRED is divided
into three non-overlapping subsets: training (62),
development (16), and in-domain test (18). FREDo
uses the training set of DocRED as training and
development document corpus, and its develop-
ment set as the document corpus for in-domain
testing. For in-domain tasks, a method trained on
documents is evaluated on 15k episodes sampled
from DocRED. In cross-domain tasks, training doc-
uments originate from DocRED, while testing doc-
uments are from SciERC, demonstrating signifi-
cant differences in document themes, relationship
types, and textual styles. FREDo utilizes the entire
SciERC dataset as the cross-domain test document
corpus. A method is first trained on documents sam-
pled from DocRED, then evaluated on 3k episodes
generated from documents in SciERC.

Benchmark Task N K(micro) K(macro)
—
RRED b0 361 es a7
—

Table 1: Average values for N and K across test
episodes in FREDo and ReFREDo. K (micro) denotes
the average across all episodes, K (macro) denotes the
weighted average of mean K for each relation type.

ReFREDo is a revised version of FREDo, where
the training, development, and in-domain test doc-
ument corpus are replaced with Re-DocRED. Re-
DocRED increases the number of relational facts
in DocRED to 119,991. This expansion addresses
the issue of missing labels and offers more com-
prehensive annotations. The division of relation
types for each dataset in ReFREDo mirrors that of
FREDo with 15k episodes sampled for in-domain
evaluation. The cross-domain test episodes are con-
structed based on the entire SciERC dataset, as
same as FREDo.

To better characterize the relationship of FS-
DLRE task to the traditional N-way K-shot format
of few-shot tasks, we present the distribution of N
and K in the test sets in Table 1.we provide detailed
descriptions of the various baselines in Appendix
A. We further elaborate on the application details
of our model in Appendix B. An overview of the re-
lation types and total instance number per relation
of two benchmarks is listed in Appendix C.

4.2 Main Results

Our experimental results on FREDo and ReFREDo
are shown in Table 2. Our PLEM model demon-
strates notable enhancements in terms of macro
F1 score, outperforming the RAPL model by an
average of 1.17% F1 on FREDo and 1.29% F1 on
ReFREDo, showcasing the advantage of our model.
In various sub-settings of both benchmarks, our
model consistently surpasses both the baselines
and the existing state-of-the-art RAPL model, indi-
cating its versatility. PLEM learns during training
to more rationally construct relationship prototypes
based on evidence information. The performance
of relation extraction can be significantly improved
by utilizing a small amount of relation and evi-
dence annotations in a few-shot scenario for spe-
cific episodes. PLEM shows better performance on
3-Doc than on 1-Doc, demonstrating good scalabil-



FREDo ReFREDo
Model In-Domain Cross-Domain In-Domain Cross-Domain
1-Doc F; 3-Doc Fi 1-Doc F} 3-Doc Fy 1-Doc Fy 3-Doc Fy 1-Doc Fy 3-Doc F;

DL-Base 0.60 0.89 1.76 1.98 1.38 1.84 1.76 1.98
DL-MNAV 7.05+0.18 842+0.64 084+0.16 048+021 1297+0.88 1243+0.36 1.12+0.38 2.28+0.19
DL-MNAVgs; g 7.06 £0.15 6.77+021 1.77+£0.60 251+0.66 13.37+0.98 12.00+0.80 1.39+0.74 292+ 041
DL-MNAVs/rpyspny 171 4+£024  279+024 285+0.12 3.72+0.14 459+030 543+024 2.84+024 3.86=+0.27
KDDocRE 2594071 4.66+083 1.03+031 200+046 476+0.55 9.02+0.64 230+£0.59 3.61+043
Eider 275+£077 5.12+0.63 098+023 2.13+0.52 523+058 8.66+0.66 235+055 3.71+0.32
RAPL 8.75+0.80 10.67+0.77 3.33+0.50 5.354+0.72 15.20+0.82 16.35+0.60 3.51+0.79 548 +0.63
PLEM(Ours) 10.04 £ 0.70 11.83 +£0.61 4.52 +0.55 6.36 +£0.64 16.40 +£0.62 17.90 +0.55 4.88 +0.85 6.53 +0.72

Table 2: Results on FREDo and ReFREDo benchmarks. The results reported are macro averages for all types of
relationships. The scores of existing methods are borrowed from corresponding papers. The best performing method

is indicated in bold.

ity. In in-domain settings, PLEM performs signif-
icantly better on ReFREDo compared to FREDo.
However, in cross-domain settings, there is only
a slight performance difference between the two
benchmarks, suggesting that improve relationship
and evidence annotation does not fully address
cross-domain adaptation challenges. Besides, The
performance of two supervised DocRE methods,
KDDocRE and Eider, is not very impressive. This
indicates that supervised methods, whether with ad-
ditional evidence annotation or not, may not adapt
well to few-shot scenarios.

4.3 Ablation Study

Model/ F1 In-Domain Cross-Domain
1-Doc  3-Doc 1-Doc  3-Doc
PLEM 1640 17.90 4.88 6.53
- TSEP 16.10 17.11 4.82 6.46
-EM 142 1545 273 4.72
-EM+ER 1482 1603 3.15 5.01

Table 3: Ablation study on the In-Domain and Cross-
Domain Subtasks of ReFREDo under 1-DOC and 3-
DOC Settings.

To evaluate the impact of our proposed evidence
matching module, we conduct a series of ablation
experiments on the ReFREDo benchmark. The
average results are shown in Table 3. The detailed
analysis is outlined below:

For “- TSEM”, we remove the task-specific evi-
dence prototype construction method and use two
base vector sets as evidence prototypes instead.
This leads to a decrease in performance in In-
Domain tasks, underscoring the effectiveness of
utilizing episode-specific information. In Cross-
Domain tasks, the elimination of this module re-

sults in almost no change in performance. We
attribute this to the lack of participation of task-
specific evidence information in the construction
of relation prototypes during the inference process,
and the model learning less task-specific informa-
tion for cross-domain tasks during training.

For “- EM”, we further eliminate the evidence
matching task, training the model only with re-
lation classification loss. The macro F1 score
demonstrates a decrease of 2.33%, 1.98% in the
In-Domain and Cross-Domain tasks, respectively,
underscoring the efficacy of incorporating instance-
relevant sentence information in the construction
of relation prototypes.

For “- EM + ER”, after removing the evidence
matching task, we integrate the commonly used
auxiliary task of Evidence Retrieval from super-
vised methods into our prototype learning frame-
work. This task utilizes instance-to-sentence at-
tention scores to determine the importance of sen-
tences. We observe a significant decrease in model
performance compared to PLEM, yet an improve-
ment compared to scenarios where no evidence
information is utilized. This finding indicates that
the evidence matching task within the prototype
framework has better generalizability, helping the
model to more effectively focus on evidence infor-
mation in few-shot scenarios, thereby improving
the performance of relation extraction.

4.4 TImpact of Hyperparameters

We explore the impact of different hyperparame-
ters on model performance through experiments
conducted under the 3-Doc task on ReFREDo. As
illustrated in the figure, the evidence assistance co-
efficient A is key in balancing evidence matching
and relation classification losses. As A increases,
the macro F1 score first rises then falls, with the
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Figure 3: Effect of hyperparameters A\, « and N.,; on
PLEM under the 3-Doc task setting in ReFREDo

optimal balance between {rp and {gp near 0.1.
Clearly, the choice of A significantly affects the per-
formance of models on the FSDLRE task. Blindly
increasing the proportion of support instances in
the construction of evidence prototypes, denoted
by a, may undermine the semantic representation
of the evidence prototypes. Regarding the base
number of evidence matching prototypes Ney;, it
is observed that under the integration of the ev-
idence matching task and task-specific evidence
prototypes, its impact on the model is minimal.

5 Related Work

Document-Level Relation Extraction. Most ex-
isting research on document-level relation extrac-
tion is conducted in supervised scenarios. Current
work can be divided into two main categories based
on whether they explicitly model the interaction of
information between entities: graph-based mod-
els and transformer-based models (Vaswani et al.,
2017). Graph-based approaches (Zeng et al., 2020;
Xu et al., 2021b; Duan et al., 2022; Lu et al., 2023)
focus on building a document graph and explicitly
learning the information among entities based on
the constructed graph. Most current studies de-
fine three types of nodes: mentions, entities, and
sentences, and connect these nodes using heuristic
rules. Graph neural networks are employed for in-
ference on the document with this graph-structured
abstraction. Transformer-based methods (Xu et al.,
2021a; Tan et al., 2022; Xiao et al., 2022; Xie
et al., 2022; Ma et al., 2023b) take only the word
sequence as input, implicitly modeling the long-
distance context dependencies. Most approaches
concentrate on extracting more expressive entity
representations from the outputs of Transformers.

Existing methods have achieved impressive results;
however, these approaches rely on large-scale an-
notated relationships in documents, making them
challenging to adapt to low-resource settings.

Few-Shot Document-Level Relation Extraction.
To address the data scarcity issue in real-world
DocRE scenarios, Popovic and Férber(2022) for-
mulate the DocRE problem as a few-shot learning
task and propose multiple metric-based baseline
models. Moreover, Meng et al.(2023) propose a
relation-aware prototype learning menthod , con-
structing prototypes at the instance level to better
capture the semantic relations that prototypes rep-
resent. We note that, in the context of document-
level relations, the process of constructing relation
prototypes does not require attention to all con-
textual information, but rather focuses on context
relevant to the instance. However, existing meth-
ods using attention-based context representation
may introduce noise in the construction of relation
prototypes. In this work, we propose a relation
prototype learning method that integrates evidence
matching, aiming to more effectively capture con-
textually relevant semantics of relation prototypes.

6 Conclusion

In this paper, we propose an evidence-enhanced
prototype learning framework, PLEM, to improve
FSDLRE by jointly extracting relations and ev-
idence within a metric-based approach. During
training, the evidence matching task enhances the
representation of context by emphasizing the role
of evidence sentences. This enhancement improves
ability of model to depict relation prototypes. Ad-
ditionally, it refines the method for measuring the
proximity between instances and relation proto-
types. Experimental results and further analysis
demonstrate that PLEM significantly outperforms
existing methods across various settings on two
public benchmarks FREDo and ReFREDo, high-
lighting the superiority of our method.

Limitations

Our method has certain limitations that must be
acknowledged. Firstly, our approach requires pre-
annotated evidence information and entities in the
training set, which might impact robustness of the
model. Secondly, the addition of evidence instance
construction and evidence matching loss calcula-
tion increases memory and time expenses. Lastly,
PLEM’s performance on cross-domain tasks is



lower, prompting us to continue exploring tech-
niques to enhance performance on cross-domain
tasks.

Large language models (LLM) have shown
promising results in various few-shot tasks (Brown
et al., 2020). Some efforts focus on leveraging
LLM to tackle few-shot information extraction
challenges (Ma et al., 2023a; Wadhwa et al., 2023;
Maetal., 2023c). Compared to the current progress
of LLM in FSDLRE, our method demonstrates
superior performance but necessitates the use of
manually annotated training sets with relation cat-
egories that do not overlap with those of the test
set. We contend that the potential of LLM in FS-
DLRE has not been fully explored. This motivates
our further investigation into FSDLRE methods
based on in-context learning (Rubin et al., 2022)
and chain-of-thought (Wei et al., 2022).
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A Baseline

We compare PLEM with both metric-based and
supervised methods. DL-Base encodes documents
using an unfinetuned bert-base (Devlin et al., 2019),
averages the representations of entity mentions, and
concatenates these representations to obtain embed-
dings for candidate pairs of entities. The similarity
between relation embeddings in a query document
and those in a support document is assessed by
calculating the dot product between them. The rela-
tion type of the support embedding with the highest
dot product is then output as the predicted relation



type. DL-MNAYV (Popovic and Férber, 2022) is
an expansion of the state-of-the-art method (Sabo
et al., 2021) for sentence-level few-shot relation ex-
traction to the document level, and integrates con-
text pooling and adaptive threshold loss from AT-
LOP (Zhou et al., 2021). DL-MNAV g g enhances
cross-domain inference capabilities by using all
individual support instances instead of their aggre-
gated relation prototypes during inference. DL-
MNAVsre+sBN employs NOTA instances from
the support documents as additional NOTA proto-
types during training and exclusively uses NOTA
vectors extracted from the support documents, dis-
regarding the learned NOTA vectors, during cross-
domain inference. RAPL (Meng et al., 2023) re-
frames the construction of relation prototypes at
the instance level and further proposes a relation-
weighted contrastive learning method to refine the
representations of relation prototypes. Addition-
ally, a task-specific NOTA prototype generation
strategy is designed to more effectively capture the
NOTA semantics in each task.

We also conduct comparisons using the super-
vised model KDDocRE (Tan et al., 2022), which
operates without additional information, and the
supervised model Eider (Xie et al., 2022), which
constructs an auxiliary task of Evidence Retrieval
using evidence annotations. The models are first
trained on the entire divided training corpus and
then fine-tuned on the support set to evaluate the
performance of supervised models in few-shot sce-
narios.

B Implementation Details

Our model is implemented using the PyTorch
(Paszke et al., 2019) library and HuggingFace
Transformers (Wolf et al., 2019). All experiments
are conducted with one RTX 4090 GPU. For a fair
comparison, we utilize bert-base as the encoder in
our method. AdamW is employed as the optimizer
with a learning rate of 1e-5. We implement a linear
warmup for the first 4% steps. The batch size is
set to 2. We apply Gradient clipping with a maxi-
mum norm of 1.0. We train our model over 50,000
episodes and employ early stopping based on the
macro F1 values on the development set. The hy-
perparameters k, Ny otq, @, 8, and Ney;, and A are
set to 15, 15, 0.1, 0.1, 20, 0.1 for in-domain tasks,
and 10, 20, 0.05, 0.05, 20, 0.1 for cross-domain
tasks. We report the mean and standard deviation of
the macro F1 scores from training trials conducted
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Figure 4: Performance of PLEM under different number
of support relation instances on in-domain 3-Doc tasks
of ReFREDo.

with five different random seeds.

C Relation Types in benchmarks

In Tables 4 to 8, we list the types of relations
for training, development, in-domain testing, and
cross-domain testing document corpora in FREDo
and ReFREDo. We present the name and descrip-
tion of each relation type.

D Number of Support Relation Instances

We analyze the impact of the number of support
relation instances on PLEM’s performance. We
conduct experiments on the in-domain 3-Doc tasks
in ReFREDo. We tally instances for each relation
type within test episodes and sort them into 10
categories, with the first 9 for 1-9 instances, and the
last for 10 or more. As illustrated in Figure 6. We
observe that PLEM’s performance generally shows
an upward trend as the number of support relation
instances increases, although there are fluctuations
at certain points. This indicates that our method
demonstrates some scalability, but its performance
may not be perfectly positively correlated with the
number of support relation instances.



Wikidata ID

Name

Description

P6

P19

P20

P22
P26
P30
P31

P36
P37
P40

P54

P58
P69
P108
P123

pP127
P131

P155
P156
P159

P161
P162

P166
P170

P171
P172

P175
P178

head of government
place of birth
place of death

father
spouse
continent
instance of

capital
official language
child

member of sports
team

screenwriter
educated at
employer
publisher

owned by

located in the ad-
ministrative territo-
rial entity

follows

followed by
headquarters loca-
tion

cast member
producer

award received
creator

parent taxon

ethnic group

performer
developer

head of the executive power of this town, city, municipality, state, country, or
other governmental body

most specific known (e.g. city instead of country, or hospital instead of city)
birth location of a person, animal or fictional character

most specific known (e.g. city instead of country, or hospital instead of city)
death location of a person, animal or fictional character

male parent of the subject

the subject has the object as their spouse (husband, wife, partner, etc.)
continent of which the subject is a part

that class of which this subject is a particular example and member. (Subject
typically an individual member with Proper Name label.)

primary city of a country, state or other type of administrative territorial entity
language designated as official by this item

subject has the object in their family as their offspring son or daughter (inde-
pendently of their age)

sports teams or clubs that the subject currently represents or formerly repre-
sented

author(s) of the screenplay or script for this work

educational institution attended by the subject

person or organization for which the subject works or worked

organization or person responsible for publishing books, periodicals, games or
software

owner of the subject

the item is located on the territory of the following administrative entity

immediately prior item in some series of which the subject is part
immediately following item in some series of which the subject is part
specific location where an organization’s headquarters is or has been situated

actor performing live for a camera or audience

producer(s) of this film or music work (film: not executive producers, associate
producers, etc.)

award or recognition received by a person, organisation or creative work
maker of a creative work or other object (where no more specific property
exists)

closest parent taxon of the taxon in question

subject’s ethnicity (consensus is that a VERY high standard of proof is needed
for this field to be used. In general this means 1) the subject claims it him/herself,
or 2) it is widely agreed on by scholars, or 3) is fictional and portrayed as such).
performer involved in the performance or the recording of a work
organisation or person that developed this item

Table 4: Relation types and description of training document corpus in FREDo and ReFREDo (continued on next

page).
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Wikidata ID

Name

Description

P190

P205
P206

P241
P264

P276
P400

P403

P449
P527
P551
P569
P570
P576

P577
P580
P585
P607

P676
P706

P710

P737
P740

P749
P800

P8O7
P840
P937
P1198
P1336
P1344
P1365
P1376

P1412

sister city

basin country
located in or next to
body of water
military branch
record label

location
platform

mouth of the water-
course

original network
has part

residence

date of birth

date of death
dissolved, abol-
ished or demolished
publication date
start time

point in time
conflict

lyrics by

located on terrain
feature

participant

influenced by
location of forma-
tion

parent organization
notable work

separated from
narrative location
work location
unemployment rate
territory claimed by
participant of
replaces

capital of

languages spoken,
written or signed

twin towns, sister cities, twinned municipalities and other localities that have a
partnership or cooperative agreement, either legally or informally acknowledged
by their governments

country that have drainage to/from or border the body of water

sea, lake or river

branch to which this military unit, award, office, or person belongs

brand and trademark associated with the marketing of subject music recordings
and music videos

location of the item, physical object or event is within

platform for which a work has been developed or released / specific platform
version of a software developed

the body of water to which the watercourse drains

network(s) the radio or television show was originally aired on, including
part of this subject. Inverse property of "part of"

the place where the person is, or has been, resident

date on which the subject was born

date on which the subject died

date or point in time on which an organisation was dissolved/disappeared or a
building demolished

date or point in time a work is first published or released

indicates the time an item begins to exist or a statement starts being valid
time and date something took place, existed or a statement was true

battles, wars or other military engagements in which the person or item partici-
pated

author of song lyrics

located on the specified landform

person, group of people or organization (object) that actively takes/took part in
the event (subject)

this person, idea, etc. is informed by that other person, idea, etc.

location where a group or organization was formed

parent organization of an organisation, opposite of subsidiaries

notable scientific, artistic or literary work, or other work of significance among
subject’s works

subject was founded or started by separating from identified object

the narrative of the work is set in this location

location where persons were active

portion of a workforce population that is not employed

administrative divisions that claim control of a given area

event a person or an organization was a participant in, inverse of "participant"”
person or item replaced

country, state, department, canton or other administrative division of which the
municipality is the governmental seat

language(s) that a person speaks or writes, including the native language(s)

Table 5: Relation types and description of training document corpus in FREDo and ReFREDo (continued).
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Wikidata ID

Name

Description

P27

P150

P571
P50
P1441
P57
P179
P136
P112
P137
P355
P176
P86
P488
P1056

P1366

country of citizen-
ship

contains administra-
tive territorial entity
inception

author

present in work
director

series

genre

founded by
operator

subsidiary
manufacturer
composer
chairperson
product or material
produced

replaced by

the object is a country that recognizes the subject as its citizen
(list of) direct subdivisions of an administrative territorial entity

date or point in time when the organization/subject was founded/created
main creator(s) of a written work (use on works, not humans)

work in which this fictional entity or historical person is present

director(s) of this motion picture, TV-series, stageplay, video game or similar
subject is part of a series, whose sum constitutes the object

a creative work’s genre or an artist’s field of work

founder or co-founder of this organization, religion or place

person or organization that operates the equipment, facility, or service
subsidiary of a company or organization, opposite of parent company
manufacturer or producer of this product

person(s) who wrote the music

presiding member of an organization, group or body

material or product produced by a government agency, business, industry,
facility, or process

person or item which replaces another

Table 6: Relation types and description of development document corpus in FREDo and ReFREDo.

Wikidata ID | Name Description
P17 country sovereign state of this item; don’t use on humans
P495 country of origin country of origin of the creative work or subject item
P361 part of object of which the subject is a part. Inverse property of "has part"
P3373 sibling the subject has the object as their sibling (brother, sister, etc.)
P463 member of organization or club to which the subject belongs
P102 member of political | the political party of which this politician is or has been a member
party
P1001 applies to jurisdic- | the item (an institution, law, public office ...) belongs to or has power over or
tion applies to the value (a territorial jurisdiction: a country, state, municipality, ...)
P140 religion religion of a person, organization or religious building, or associated with this
subject
P674 characters characters which appear in this item (like plays, operas, operettas, books,
comics, films, TV series, video games)
P194 legislative body legislative body governing this entity; political institution with elected represen-
tatives, such as a parliament/legislature or council
P118 league league in which team or player plays or has played in
P35 head of state official with the highest formal authority in a country/state
pP272 production  com- | company that produced this film, audio or performing arts work
pany
P279 subclass of all instances of these items are instances of those items; this item is a class
(subset) of that item
P364 original language of | language in which a film or a performance work was originally created
work
P582 end time indicates the time an item ceases to exist or a statement stops being valid
P25 mother female parent of the subject
P39 position held subject currently or formerly holds the object position or public office

Table 7: Relation types and description of in-domain test document corpus in FREDo and ReFREDo.
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Wikidata ID Name Description

HYPONYM-OF hyponym of subject is a hyponym of the object; subject is a type of the object.

PART-OF part of subject is a part of the object.

USED-FOR used for subject is used for the object; subject models the object; object is trained on the
subject; subject exploits the object; object is based on the subject.

COMPARE compare compare two models/methods, or listing two opposing entities.

EVALUATE-FOR | evaluate for evaluate for

FEATURE-OF feature of subject belongs to the object; subject is a feature of the object; subject is under
the object domain.

CONJUNCTION conjunction function as similar role or use/incorporate with.

Table 8: Relation types and description of cross-domain test document corpus in SciERC.
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