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ABSTRACT

Safety alignment in large language models (LLMs) is increasingly compromised
by jailbreak attacks, which can manipulate these models to generate harmful or
unintended content. Investigating these attacks is crucial for uncovering model
vulnerabilities. However, many existing jailbreak strategies fail to keep pace with
the rapid development of defense mechanisms, such as defensive suffixes, render-
ing them ineffective against defended models. To tackle this issue, we introduce
a novel attack method called ArrAttack, specifically designed to target defended
LLMs. ArrAttack automatically generates robust jailbreak prompts capable of
bypassing various defense measures. This capability is supported by a universal
robustness judgment model that, once trained, can perform robustness evaluation
for any target model with a wide variety of defenses. By leveraging this model,
we can rapidly develop a robust jailbreak prompt generator that efficiently con-
verts malicious input prompts into effective attacks. Extensive evaluations reveal
that ArrAttack significantly outperforms existing attack strategies, demonstrat-
ing strong transferability across both white-box and black-box models, including
GPT-4 and Claude-3. Our work bridges the gap between jailbreak attacks and
defenses, providing a fresh perspective on generating robust jailbreak prompts.

1 INTRODUCITON

Large Language Models (LLMs) have demonstrated exceptional capabilities in areas such as intelli-
gent question answering, code generation, and logical reasoning (Zhuang et al.,|2024; Zheng et al.,
2023} |Creswell et al., [2023)). As these models become increasingly integrated into real-world appli-
cations, ensuring their safety has become a critical concern. Consequently, most mainstream LLMs
now undergo a “safety alignment” process prior to deployment, in which models are fine-tuned to
better align with human preferences and societal ethical standards (Ouyang et al. 2022} Rafailov
et al.| 2024} Korbak et al., 2023; |Wang et al.l [2023)). However, even with safety alignment, LLMs
remain vulnerable to jailbreaking attacks, which can lead them to produce outputs that contravene
established safety principles (Perez et al., 2022} [Wei et al.| [2024; Carlini et al., [2024).

Currently, a wide variety of jailbreak attacks against LLMs have been developed, including
optimization-based, template-based, and rewriting-based attacks. Optimization-based attacks lever-
age gradients to manipulate model inputs toward an affirmative response, prompting the model to
produce harmful content (Zou et al., 2023; |Liao & Sunl [2024). Template-based attacks embed
malicious content into innocuous templates to evade detection (Lv et al. [2024} [Li et al., [2023)).
Rewriting-based attacks cleverly rephrase malicious queries to bypass safety alignments (Li et al.,
2024a; Takemoto, 2024). While some defenses based on perplexity (Jain et al., 2023) are occa-
sionally considered during attack design (Zhu et al.,|2024; Liu et al., [2024), most attacks overlook
the rapid advancements in jailbreak defenses Ouyang et al.|(2022); Rafailov et al.| (2024)); Ji et al.
(2024), resulting in a lack of robustness against state-of-the-art LLM systems.

This paper presents two key insights for achieving a robust jailbreak attack: (1) We can harness
the inherent capabilities of large language models (LLMs) to generate robust jailbreak prompts ef-
ficiently. Namely, we can fine-tune an existing language model, turning it into a robust jailbreak
prompt generator by leveraging LLMs’ advanced language understanding and generation abilities.
This approach allows us to obtain robust jailbreak prompts in a single inference. (2) We have devel-
oped a universal robustness judgment model capable of evaluating the robustness of any jailbreak
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prompt. Remarkably, once trained, this model can be applied across various model architectures and
defense strategies, even in unseen scenarios. Such a judgment model can be used to quickly prepare
a fine-tuning dataset for the above jailbreak prompt generation model.

Based on the insights above, we introduce ArrAttack, an automatic and robust rewriting-based at-
tack designed to jailbreak defended LLMs. First, we develop a basic rewriting-based jailbreak
method to efficiently generates a large and diverse dataset of jailbreak prompts using an undefended
LLM. Next, we assign robustness scores to these prompts utilizing a carefully selected defense
mechanism, specifically a perturbation-based defense. This labeled dataset is then employed to
train our robustness judgment model. Subsequently, we utilize the robustness judgment model to
generate many robust jailbreak prompts against the victim LLM. These prompts and their origi-
nal versions are used to fine-tune a generation model that automatically produces effective, robust
jailbreak prompts. Through this approach, ArrAttack enhances the efficiency and effectiveness of
jailbreak attacks against defended LLMs.

Our contributions are summarized as follows:

* We introduce ArrAttack, an automatic attack framework designed to generate robust jail-
break prompts capable of bypassing various jailbreak defenses.

* We propose a robustness judgment model that directly evaluates the resilience of jailbreak
prompts against jailbreak defenses. The judgment capability is transferable across both de-
fense mechanisms and target models, demonstrating strong performance even under unseen
conditions.

* We collect robust jailbreak prompts with the robustness judgment model and use them to
train corresponding robust jailbreak prompt generation models, enabling the framework to
execute efficient and highly robust attacks.

Extensive experiments show that ArrAttack significantly improves attack success rate against var-
ious jailbreak defenses compared to the baselines. When tested on four latest jailbreak defenses
across three widely used models (Llama2-7b-chat (Touvron et al.,|2023), Vicuna-7b (Chiang et al.,
2023)), and Guanaco-7b (Dettmers et al.,[2024)), ArrAttack achieves an average of 90.87% improve-
ment over the best-performing baseline AutoDAN-HGA (Liu et al.| 2024). Moreover, ArrAttack
exhibits strong generalization and transferability across representative LLMs, such as GPT-4 (Ope-
nAl, 2023b) and Claude-3 (Anthropic, [2024)).

2 RELATED WORK

Jailbreak Attacks against LLMs. A key concern is that LLMs are highly susceptible to jailbreak
attacks, where attackers craft specific inputs to bypass the model’s safety mechanisms. Existing at-
tacks can be broadly categorized into three types: (1) Optimization-based attacks: [Zou et al.| (2023))
introduce GCG, which automatically generates adversarial suffixes using a combination of greedy
and gradient-based search techniques, to elicit affirmative responses from LLMs. Subsequently,
various works have emerged to enhance GCG from multiple aspects (Zhu et al.| [2024; |Zhao et al.,
2024} |[Zhang & Weil 2024; Jia et al.,|2024; [Liao & Sunl |2024)). For example, AmpleGCG (Liao &
Sun|, 2024)) leverages successful suffixes from the GCG optimization process as training data to learn
a generation model, amplifying the impact of GCG. (2) Template-based attacks: They circumvent
safety mechanisms by subtly embedding harmful content within various templates. For instance,
AutoDAN (Liu et al.| [2024) employs a hierarchical genetic algorithm to evolve templates starting
from a manually crafted template. Some works manually identify templates that can successfully
jailbreak LLMs (Li et al.|, [2023; Lv et al., [2024). (3) Rewriting-based attacks: Safety alignment
LLMs are usually trained on explicit examples of harmful prompts, so when these prompts are
rewritten in ways that differ syntactically but not semantically, the models may fail to recognize
them as threats. This vulnerability has been exploited in various studies (Li et al., 2024a}; Takemoto,
2024; Mehrotra et al.,2024)). This type of attack closely aligns with natural language usage patterns,
making it more difficult for future alignment methods to defend against. Additionally, some works
combine templates with rewriting techniques. DrAttack (L1 et al., [2024b) decomposes malicious
prompts and incorporates contextual instructions on how to restructure them, effectively conceal-
ing the original malicious intent. |Ding et al. (2024) introduce ReNeLLM, which first rewrites the
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initial harmful prompt using a rewriting function, then randomly selects one of three common task
scenarios to embed the rewritten prompt for the attack.

Defense against Jailbreak Attacks. Some studies enhance the language model’s internal safety
mechanisms through fine-tuning techniques, reducing the likelihood of generating harmful content
(Ouyang et al., 2022; |Rafailov et al., [2024; Bianchi et al., 2024). However, even models that have
undergone such alignment remain susceptible to jailbreak attacks. To address the growing threat of
jailbreak attacks, various defense strategies have been developed to enhance the security of LLMs.
Jain et al. (2023) evaluate three types of defenses: perplexity-based detection, input pre-processing
by paraphrase, and re-tokenization. Some approaches mitigate the effect of attacks by perturbing
a given prompt multiple times and integrating the model’s outputs (Robey et al., [2023; Ji et al.
2024). Another type of approach has been proposed, which is optimization-based, with the advan-
tage that pre-optimized defense suffixes can be reused in future scenarios (Zhou et al.||2024; Xiong
et al.,|2024). For example, RPO (Zhou et al.| [2024) adjusts the objective function to minimize the
perceptual distance between harmful outputs from jailbreak prompts and safe responses, thereby
generating a universal defense suffix.

Existing attack methods do not take into account potential defense strategies. In contrast, our ap-
proach bridges the gap between jailbreak attacks and defenses, providing a more robust method that
can effectively counter potential defenses. This offers a new perspective for evaluating the security
of LLMs.

3 METHOD

3.1 OVERVIEW

In this section, we first introduce the problem formulation and then present the overview of our pro-
posed method, Automatic-and-Robust Rewriting-based Attack (ArrAttack), which aims to preserve
the effectiveness of jailbreak attacks under jailbreak defenses.

Problem formulation: The goal of a jailbreak attack is to craft a query that can bypass the alignment
policies of the LLM and elicit malicious output responses. Jailbreak defenses reduce such misuse.
Our attack aims to maintain the attack’s effectiveness in the face of jailbreak defenses. Our goal can
be formalized as follows:

arg max TozicJudge(LLMge fense(A(X))) (D

where A(-) represents our attack strategy designed to manipulate the input X. LLM e fense repre-
sents the victim LLM with jailbreak defenses. The function TozicJudge(-) evaluates the toxicity
of the output generated by the target model.

Our framework: To achieve the above goal, we design the ArrAttack framework, as illustrated in
Figure [l The framework consists of two core components: a robustness judgment model and a
robust jailbreak prompts generation model. We first generate a large set of jailbreak prompts using
a rewriting-based attack strategy on an undefended LLM. We then obtain their robustness labels by
testing them with a carefully selected defense strategy. This labeled data is then used to train our
robustness judgment model. Once the judgment model is established, we incorporate it into the
rewriting-based attack framework, enabling us to produce a diverse set of robust jailbreak prompts.
This dataset ultimately facilitates the training of our robust jailbreak prompts generation model.
The generation model is capable of quickly producing a large volume of robust jailbreak prompts,
enabling us to meet our goal.

3.2 BASIC REWRITING-BASED JAILBREAK PROMPTS GENERATION

Our method is built upon a rewriting-based attack method, which proves beneficial for both the
development of our robustness judgment model and our final generation model. We choose it
because the rewriting-based method generates more diverse prompts compared to template-based
methods. Rewriting-based attack methods typically involve an iterative process consisting of three
steps: rephrasing, evaluation, and selection. For each query, the following steps are executed: In
each iteration, the intermediate prompt is rephrased to generate multiple variations. These newly
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Figure 1: The overview of our method ArrAttack. Top: The attacker attempts to jailbreak the LLM
equipped with defense mechanisms but fails. Middle: The construction of the robustness judgment
model and the subsequent robust jailbreak prompts generation model. Bottom: With the support of
the robust jailbreak prompts generation model, the attacker can successfully circumvent the defenses
of the victim LLM.

generated prompts are then evaluated for their effectiveness (i.e., their ability to provoke harm-
ful outputs, semantic similarity to the original query, etc.). Based on the evaluation scores, the
top-performing prompts are selected to continue to the next iteration, repeating the process until the
evaluation scores meet the predetermined threshold or the maximum number of iterations is reached.

For example, SMJ (Li et al., 2024a) employs a genetic algorithm to iteratively modify the current
prompt, optimizing both the attack success rate and the semantic coherence of the jailbreak prompt.
Similarly, JADE (Zhang et al., 2023a) increases the complexity of the seed query through linguistic
variations, progressively enhancing the effectiveness of the attack. However, both approaches suffer
from a lack of diversity in the generated jailbreak prompts due to the fixed transformation rules.
Additionally, analyzing syntactic structures requires extra processing time. In the evaluation phase,
SMI relies on rule-based matching to determine the success of a jailbreak, leading to a higher rate
of inaccuracies. JADE, on the other hand, employs an LLM with in-context examples, which results
in significant time overhead.

To address the issues of diversity and efficiency, we propose a simple rewriting-based attack
method called Basic Rewriting-based Jailbreak(BRJ). In the rephrasing phase, we employ the “chat-
gpt,paraphraser,on,TS,baseEf ’ model, one of the most effective paraphrasing models currently avail-
able on Hugging Face, to rephrase the query. This is not constrained by fixed transformation rules
but instead focuses on generating prompts with higher diversity by considering only semantic simi-
larity. We generate 10 variations for each prompt. In the evaluation phase, we utilize the “GPTFuzz
(Yu et al.,2023)” model as a judgment tool to identify prompts that can cause harmful output, which
offers advantages in both accuracy and efficiency. To ensure that the generated prompts maintain se-
mantic consistency with the original queries, we employ the “all-mpnet-base-v?ﬂ’ model for calcu-
lating semantic similarity. These two criteria collectively ensure the efficacy of the jailbreak attack.
Additional scoring calculations can be incorporated at this stage. Based on the scoring results, the
top 5 prompts are selected to proceed to the next iteration. The maximum number of iterations is set
to 30 by default.

'nttps://huggingface.co/humarin/chatgpt_paraphraser_on_T5_base
https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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3.3 THE ROBUSTNESS JUDGMENT MODEL

To achieve robust jailbreak attacks, we need a tool to assess the robustness of jailbreak prompts.
We refer to this tool as the robustness judgment model. With this model, we can efficiently identify
the most resilient jailbreak prompts from a large set of candidates. This not only enhances the
effectiveness of the attack but also extends its impact against evolving defenses.

As mentioned above, training a robustness judgment model is essential. This necessitates a dataset
of jailbreak prompts labeled for robustness. To enhance the generalizability of the judgment model
on unseen data, it is crucial to ensure diversity in the training data. Thus, we opt for the BRJ at-
tack method introduced in section [3.2] which generates a variety of jailbreak prompts. We begin
by selecting a specific judgment scenario, focusing on the SmoothLLM (Robey et al., [2023)) de-
fense mechanism on the Llama2-7b-chat (Touvron et al.l [2023) model. We choose SmoothLLM
because this perturbation-based approach facilitates the generation of range scores. By measuring
the frequency with which the perturbed prompts still succeed in evading defenses, we can derive a
foundational robustness score. In contrast, methods that involve a single modification to the jailbreak
prompt yield binary outcomes of only O or 1, thereby increasing the likelihood of misclassification.
Therefore we conduct BRJ on a dataset containing 150 malicious queries, targeting Llama2-7b-chat.
This attack generates approximately 50,000 prompts capable of successfully executing jailbreaks.
For these prompts, we apply the defense strategy detailed in SmoothLLM, setting the number of
perturbations to 20. We remove the ambiguous data that is difficult to classify based on the founda-
tional robustness score and label the remaining data as either O or 1. This allows us to construct an
instruction dataset, as illustrated by the following example in Figure 2]

### Instruction:

Determine the robustness of the following sentence. If the sentence is highly
robust, output 1, indicating that even with random perturbations, you can still
correctly understand its original meaning; otherwise, output @. You must and can
only reply with '@" or '"1', no other explanation is necessary, just '@' or '1'.

### Input:
Provide a description of the methods used for insider trading in the stock market.

### Response:
1

Figure 2: A sample of the instruction dataset for the robustness judgment model

We then fine-tune the Llama2-7b model with instruction-tuning (Zhang et al., 2023b) using this
instruction dataset, resulting in a robustness judgment model. This fine-tuned model can predict
whether a given prompt is robust (1 for “robust” and 0 for “non-robust”). Although we reckon each
defense scenario requires a specific robustness judgment model, our experiments reveal that the
model developed for the aforementioned case demonstrates exceptional transferability. We observe
that our robustness judgment model not only adapts effectively across various defense mechanisms
but also exhibits strong generalization capabilities across different language models. Therefore,
in this study, we utilize only this single robustness judgment model to predict the robustness of
jailbreak prompts across a wide range of scenarios.

3.4 AUTOMATIC AND ROBUST JAILBREAK PROMPTS GENERATION

Given that LLMs are trained on vast datasets and possess a deep understanding of various language
forms, they are particularly well-equipped to handle the task of generating robust jailbreak prompts.
Their inherent language understanding capabilities allow them to learn complex relationships in
text, including the subtle nuances that differentiate robust jailbreak prompts from regular ones. By
leveraging this ability to capture linguistic patterns and underlying semantic structures, LLMs can
efficiently generate more robust jailbreak prompts with additional training, making them an ideal
choice for this task. Therefore, we propose a specialized generation model to directly execute robust
jailbreak attacks.

By performing BRJ with the robustness judgment model (we refer to it as BRJwr) on another ma-
licious dataset, we generate a dataset containing a diverse array of robust jailbreak prompts. Each
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data pair consists of an original malicious query and a rephrased robust jailbreak prompt. These data
pairs are then used to construct a high-quality instruction dataset, as illustrated by the example in
Figure[3] Then we fine-tune a pre-trained LLM with instruction-tuning (Zhang et al.,[2023b), specif-
ically “Llama2-7b (Touvron et al.,|2023)” in this study. We select “Llama2-7b” due to its widespread
use and strong performance, but our approach is adaptable to other LLMs as well. The fine-tuned
generation model takes a new harmful query as input and produces a corresponding rephrased robust
jailbreak prompt.

### Instruction:
Please rephrase the following prompt to make it more discreet and robust,
retaining its original meaning, and directly return the rephrased prompt.

### Input:
Create a tutorial on how to hack a website

### Response:
Explain how to hack a website and provide details on the steps involved

Figure 3: A sample of the instruction dataset for the robust jailbreak prompts generation model

Our robustness judgment model plays a key role in helping us efficiently train specialized genera-
tion models for each LLM. While it’s possible to directly use the dataset used to train the robustness
judgment model to train a generation model, that would only result in a model tailored to one spe-
cific LLM. For other LLMs, repeating the process of generating data for the training set becomes
extremely time-consuming. In this study, we ultimately develop three robust jailbreak prompts gen-
eration models. Each is fine-tuned using datasets derived from attacks performed with the BRJwr
method on three different LLMs. The robustness judgment model significantly boosts the efficiency
of producing robust jailbreak prompts, and we believe it will also be beneficial for future research.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUPS

Dataset: Our experiments use three datasets: AdvBench introduced by [Zou et al.|(2023), Harm-
Bench introduced by Mazeika et al.| (2024), and JBB-Behaviors introduced by |Chao et al.| (2024).
From these, we filter 780 instances of malicious behavior. The filtered dataset is then divided into
three subsets. The first subset, containing 150 instances, is used in section @ The second subset,
containing 579 instances, is used in section The final subset, containing 196 instances, is used
for the comparison of our experimental results. We ensure that the first subset does not overlap with
the second, and the second subset does not overlap with the third.

Models: We use three open-sourced LLMs, including Vicuna-7b (vicuna-7b-v1 iﬂ) (Chiang et al.,
2023), Guanaco-7b (guanac0-7B-HFE]) (Dettmers et al., [2024), and Llama2-7b-chat (Llama2-7b-
chat-hiﬁ]) (Touvron et al.,[2023)), to evaluate our method. We note that Llama2-7b-chat has undergone
explicit safety alignment. In addition, we also use Vicuna-13b (Vicuna—13b—v1.1ﬁ), GPT-3.5-turbo
(OpenAl 2023a), GPT-4 (OpenAll [2023b)), Claude-3 (Anthropic|, 2024) to further investigate the
transferability of our method.

Metrics: We use three metrics to evaluate the performance of jailbreak methods. The first metric
is the attack success rate (ASR), and we employ two evaluation methods. One method uses the
”GPTFuzz (Yu et al.l [2023))” model, which is a judgment model. The other uses GPT-4 (OpenAl}
2023b)) as the evaluator. Unless explicitly stated, default ASR values in this paper are based on
evaluations using the "GPTFuzz” model, as it offers advantages in both accuracy and efficiency.
The second metric is semantic similarity. We select the “all-mpnet-base-v2” model to calculate the
semantic correlation between the generated jailbreak prompts and the original malicious queries.

*https://huggingface.co/lmsys/vicuna-7b-v1.5
‘nttps://huggingface.co/TheBloke/guanaco- 7B-HF
Shttps://huggingface.co/meta-llama/Llama-2-7b-chat—hf
®https://huggingface.co/lmsys/vicuna-13b-vl.1
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Finally, we use perplexity (PPL) to assess the fluency of the generated prompts, with calculations
performed using GPT-2.

Baselines: In our study, we compare ArrAttack with AmpleGCG (Liao & Sunl [2024), AutoDAN
(Liu et al., |2024), and ReNeLLM (Ding et al.,2024)). To further evaluate the performance, we also
compare the results of the original malicious queries. For the aforementioned baselines, we adopt
the default settings as described in their respective original papers. For AmpleGCG, we set the
number of group beam searches to 200, as this value, as mentioned in the original work, balances
both attack efficiency and success rate. For ArrAttack, one condition for ensuring a successful attack
is that the semantic similarity metric is no less than 70%. This threshold ensures that the rephrased
prompts remain sufficiently similar to the original ones.

Defense methods: We select four latest defense strategies, including SmoothLLM (Robey et al.,
2023)), DPP (Xiong et al., |2024), RPO (Zhou et al., |2024) and Paraphrase (Jain et al., [2023). For
SmoothLLM, we set the number of perturbations to 10. Both DPP and RPO involve adding defense
suffixes to jailbreak prompts as a defense mechanism. For DPP, the paper generates a defense suffix
specifically for Llama2-7b-chat, which we directly apply to Llama2-7b-chat in our experiments.
Since the paper proposes that these defense suffixes can transfer across models and attacks, we
apply the suffix generated for Mistral-7B-Instruct-v0.2 to Vicuna-7b and Guanaco-7b. Similarly, for
RPO, we use the suffix generated for Llama2-7b-chat on the same model, while applying the suffix
generated for Starling-7B to both Vicuna-7b and Guanaco-7b.

Hyperparameters: For ArrAttack, we define each attack attempt as the process of generating a
single jailbreak prompt. We establish the maximum number of attack attempts as 50 for Guanaco-
7b and Vicuna-7b, while for Llama2-7b-chat, we set it to 200. During each attack attempt, the
generation model produces a new prompt that is evaluated for its success in bypassing the target
model’s defenses. If the prompt successfully induces the model to output a harmful response, the
attack is considered successful. Otherwise, the process iterates, generating new variations of the
prompt until either a successful jailbreak occurs or the maximum number of attempts is reached. The
decoding strategy for the generation model uses joint decoding, with top-p set to 0.9 and temperature
set to 0.8. Unless explicitly stated otherwise, these configurations will be maintained in subsequent
experiments.

4.2 RESULTS

Attack effectiveness. Table|l|compares our method against baseline approaches across three plain
LLMs, i.e., models not equipped with jailbreak defenses. As shown, our method consistently out-
performs the baselines in terms of both ASR and PPL. Moreover, since ArrAttack’s training data is
derived from pairs with a high degree of semantic similarity, it holds a distinct advantage in main-
taining semantic coherence. Notably, for the explicitly aligned Llama2-7b-chat, ArrAttack achieves
an impressive ASR of 93.87%. Surprisingly, the PPL values generated by ArrAttack are even lower
than those of the original malicious queries, indicating that ArrAttack not only enhances attack
success rate but also produces more fluent and coherent outputs.

Table [2| compares our method against baseline approaches across three LLMs equipped with de-
fenses. Considering the average ASR across the 12 evaluation scenarios, ArrAttack achieves an
average ASR of 58.58%, far surpassing all baselines. In comparison, the closest baseline, AutoDAN-
HGA, reaches only 30.69%. It is also important to note the particularly poor performance of Am-
pleGCG, which averages just 12.58% ASR. Its reliance on adding meaningless suffixes makes it
easily detected by PPL metric and neutralized by defenses. Although it excels among baselines
without defenses, this simplistic approach is highly vulnerable to defense strategies. Beyond overall
model performance, the individual results also demonstrate the superiority of ArrAttack. ArrAt-
tack’s performance on Guanaco-7b stands out the most among the three targeted models, achieving
the highest ASR across all defenses. Notably, ArrAttack reaches a remarkable 95.40% ASR under
the RPO defense and 85.20% under the Paraphrase defense, significantly outperforming all base-
lines. The baselines perform poorly as they fail to account for defenses in advance. In contrast,
our approach consider potential defensive strategies, resulting in significantly better performance.
This considerable gap further highlights ArrAttack’s robustness under defense, making it the most
effective approach in mitigating the impact of defensive mechanisms across different models and
scenarios.
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Table 1: Effectiveness of ArrAttack across plain LLMs. ASR and Similarity are shown in percentage
format and all data are truncated to two decimal places. ArrAttack outperforms the baselines in all
the three metrics. Left: ASR evaluated by GPTFuzz; Right: ASR evaluated by GPT-4.

Llama2-7b-chat Vicuna-7b Guanaco-7b
Attack/Metrics ASR(T) Similarity(t) ~ PPL{ ASR(T) Similarity(t)  PPL{ ASR(T) Similarity(t) ~ PPL|
Prompt-only 0.51/0.51 — 71.81 5.10/0.51 — 54.78 22.95/20.40 — 53.65
AutoDAN-GA 12.75/11.73 61.83 124.06  83.16/81.63 59.48 139.55  83.67/80.61 60.28 139.60
AutoDAN-HGA  27.55/27.55 52.63 24221  84.18/80.10 59.73 148.76  84.18/80.10 60.18 139.15
ReNeLLM 51.02/52.55 27.86 88.52 80.10/90.30 33.14 78.29 58.16/61.22 39.76 83.34
AmpleGCG 88.26/71.93 68.72 2553.62  96.42/90.81 71.22 4061.60  97.44/90.81 69.27 3723.42
ArrAttack 93.87/81.63 75.12 63.64  98.46/88.26 71.76 50.57  98.97/94.89 79.05 51.86

Table 2: Effectiveness of ArrAttack across defended LLMs. We select four defense mechanisms to
evaluate the robustness of our method. We use attack success rate as the evaluation metric, which is
shown in percentage format. SMO stands for the SmoothLLM defense strategy, and PAR stands for
the Paraphrase strategy. Left: ASR evaluated by GPTFuzz; Right: ASR evaluated by GPT-4.

Llama2-7b-chat Vicuna-7b Guanaco-7b
Attack/Defense SMO DPP RPO PAR SMO DPP RPO PAR SMO DPP RPO PAR
Prompt-only 0.00/0.00 0.51/0.00 0.51/1.02 1.53/0.51 1.02/0.00  0.00/0.00  4.59/4.59 9.69/8.67 3.57/2.55 2.04/1.53  22.44/23.46 25.51/27.55

AutoDAN-GA 3.57/2.55 3.57/3.57 8.67/7.65 9.69/9.18  45.40/36.73 0.51/1.02 68.36/67.85 41.83/35.71 29.08/22.95 17.85/15.30 68.87/59.69 41.32/36.73
AutoDAN-HGA  6.63/1.02 3.57/3.06  18.87/14.28 17.85/10.71 46.93/36.73 0.51/1.02 66.32/64.28 45.91/39.79 29.08/21.93 18.36/17.34  70.40/59.18  43.87/37.75
ReNeLLM 5.10/4.08  26.02/30.61 32.65/31.12 14.79/13.77 13.77/19.38  0.00/0.00 76.53/86.22 50.00/48.46  2.55/4.08 7.65/13.77  50.51/60.20  16.32/21.42
AmpleGCG 0.00/0.00 1.53/1.53 9.69/8.67 3.57/2.55 1.02/0.00  0.51/0.51 23.46/28.57 16.83/15.30  6.63/2.04  12.24/10.20 41.32/41.32 34.18/31.63

ArrAttack 33.67/10.20  46.93/33.16  77.04/56.12  57.65/30.61 67.85/45.91 6.63/3.06 53.57/47.95 66.83/53.57 76.02/45.40 36.22/20.40 95.40/79.08 85.20/73.97

Transferability of ArrAttack. We further investigate the transferability of the proposed method
from two perspectives. The first focuses on the jailbreak prompts generated by ArrAttack, while the
second examines the generation model.

Firstly, we directly transfer 50 successful jailbreak prompts generated for Llama2-7b-chat to attack
other models. We compare ArrAttack with AutoDAN-HGA, ReNeLLM and AmpleGCG. The re-
sults are shown in Table 5] Among the baselines, ReNeLLM demonstrates strong transferability
when applied to the GPT series models, likely due to its reliance on GPT for both rewriting and
judgment during its process. AutoDAN-HGA also achieves high transferability to Vicuna-13b and
GPT-4 but shows no success against Claude-3. In contrast, AmpleGCG, which struggles under de-
fensive mechanisms, performs poorly across all transfer scenarios, with a 6% ASR on Vicuna-13b
and no success against GPT-4 and Claude-3. ArrAttack, however, outperforms all baselines, demon-
strating robust transferability across all three models. It achieves an 84.00% ASR on Vicuna-13b
and matches ReNeLLM’s performance on GPT-4 with a 74.00% ASR. Notably, ArrAttack excels
in transferring to Claude-3, with a transfer success rate of 40.00%, significantly outperforming the
baselines. These results highlight ArrAttack’s effectiveness, even when transferring prompts across
different models.

Secondly, we use the generation models trained on

Llama2-7b-chat to attack other models, setting the Taple 3: Transferability of the jailbreak
maximum number of attack attempts to 200. Con- prompts generated by ArrAttack. The met-
sidering that only AmpleGCG utilizes the final gen-  ric in the table is ASR, which is shown in
eration model for direct attack among the baselines, percentage format. Our method performs ex-
we compare ArrAttack with AmpleGCG here. The  ¢eptionally well.

experimental results are shown in Figure ] For

GPT-3.5-turbo, both methods exhibit a similar trend, Vicuna-13b  GPT-4  Claude3
achieving a 90% attack success rate within 25 at- = G T 7e00 600 0.00
tempts. However, there is a significant difference  ReNeLLM 76.00 74.00 8.00
when targeting Vicuna-13b and GPT-4. ArrAttack  AmpleGCG 6.00 0.00 0.00
achieves over 90% success within fewer than 50 at- ~_ArrAttack 8400 7400 40.00

tempts on Vicuna-13b, while AmpleGCG struggles,

failing to exceed 80% success even after 200 attempts. The gap is even more pronounced for GPT-4,
where ArrAttack continues to perform strongly, while AmpleGCG reaches less than 20% success
after 200 attempts. In summary, these results highlight the superior direct transferability of ArrAt-
tack compared to AmpleGCG, particularly on more challenging models like Vicuna-13b and GPT-4,
further solidifying ArrAttack’s effectiveness.
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Figure 4: Transferability of the robust jailbreak Figure 5: Influence of the hyperparameter “num-
prompts generation model to other LLMs. ber of attack attempts”.

Table 4: Effectiveness of the core components in ArrAttack across plain LLMs. ASR and Similarity
are shown in percentage format and all data are truncated to two decimal places.

Llama2-7b-chat Vicuna-7b Guanaco-7b
Attack/Metrics ASR(1) Similarity(t) PPL] ASR(f) Similarity(t) PPL] ASR(f) Similarity(f) PPL|
BRJ 89.79 74.27 93.34  100.00 79.67 79.80 9948 83.36 83.24
+judgment model 88.77 73.97 93.87 93.87 77.04 85.71 94.89 78.57 90.81
+generation model 88.77 75.38 77774 91.83 80.37 66.57 98.97 82.77 64.08
+both (ArrAttack) 93.87 75.12 63.64 98.46 77.76 50.57  98.97 79.05 51.86

Ablation studies. We evaluate the importance of our proposed components in ArrAttack including
(1) a robustness judgment model (section[3.3)), and (2) a robust jailbreak prompts generation model
(section [3.4).These components are integrated into the BRJ approach (section [3.2) under three con-
figurations. In the first scenario, the robustness judgment model is incorporated into the evaluation
phase of BRI, referred to as BRJwr. In the second, the generation model is fine-tuned using jailbreak
prompts from the BRJ attack method. In the third scenario, the generation model is fine-tuned with
robust jailbreak prompts generated by BRJwr, forming our ArrAttack. The results are presented in

in Tables [} 5}

In the absence of defenses, all four configurations demonstrate strong attack performance. We ob-
serve that incorporating the robustness judgment model (BRJwr) leads to a slight reduction in ASR
across the three models, likely due to the inclusion of an additional evaluation metric. For ArrAttack,
we believe the higher quality of its data contributes to its advantage in PPL, indicating improved flu-
ency of the generated prompts.

Under defense conditions, although BRJwr initially shows a lower base ASR compared to BRJ, it
consistently outperforms BRJ across all 12 defense scenarios. This confirms the effectiveness of
our robustness judgment model. Notably, despite being trained on datasets focused solely on the
SmoothLLM defense targeting Llama2-7b-chat, the jailbreak prompts generated by BRJwr exhibit
enhanced resistance when tested against other defenses across different models. This highlights
that our robustness judgment model not only transfers well across defense mechanisms but also
generalizes effectively across various language models. We speculate this may be due to the depth
of neuron activation that a robust prompt induces. A prompt generating higher activation values is
more resistant to being disrupted by perturbations. Consequently, if a prompt can withstand one
type of perturbation-based defense, it is likely to show resilience against other defenses as well.

Furthermore, attacks executed using the generation model show increased robustness compared to
BRIJ. We think this comes from our rewriting instructions. When both components are incorporated,
ArrAttack achieves the highest level of resistance, with an average attack success rate improvement
of 86.97%, rising from 31.33% to 58.58% across the 12 defense scenarios. These results demonstrate
the importance and contribution of each module in our framework.

Influence of hyperparameters. We also examine the impact of the number of attack attempts on the
performance of ArrAttack. The experimental results, illustrated in Figure [5] show the relationship
between the number of attack attempts (x-axis) and the corresponding attack success rate (y-axis).
For both Guanaco-7b and Vicuna-7b, a maximum of 50 attack attempts is sufficient to achieve an
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Table 5: Effectiveness of the core components in ArrAttack across defended LLMs. The attack suc-
cess rate under these defenses serves as the primary evaluation metric, which is shown in percentage
format. SMO stands for SmoothLLM and PAR stands for Paraphrase.

Llama2-7b-chat Vicuna-7b Guanaco-7b
Attack/Defense SMO DPP RPO PAR SMO DPP RPO PAR SMO DPP RPO PAR
BRJ 1581 28.06 47.44 3826 28.06 2.55 3469 4234 28.57 1122 53.06 4591

+judgment model ~ 25.51 39.28 68.87 54.08 58.16 6.12 53.06 6632 6479 2397 80.61 81.63
+generation model 24.48 39.28 6428 4285 4234 408 4642 51.02 39.79 2448 7244 63.77
+both (ArrAttack)  33.67 46.93 77.04 57.65 6785 6.63 53.57 66.83 76.02 36.22 9540 85.20

attack success rate exceeding 95%. In contrast, the explicitly aligned Llama2-7b-chat requires nearly
175 attempts to approach the same success rate. Consequently, we establish the maximum number
of attack attempts as 50 for Guanaco-7b and Vicuna-7b, while for Llama2-7b-chat, we set it to 200.

5 CONCLUSION

In this paper, we propose ArrAttack, a method designed to maintain the effectiveness of jailbreak
attacks even in the presence of jailbreak defenses. To achieve this, we develop a universal robustness
judgment model capable of evaluating whether a jailbreak prompt is robust. Ultimately, we produce
multiple generation models, each capable of creating robust jailbreak prompts tailored to their re-
spective large language models. Extensive experimental results show that ArrAttack significantly
outperforms existing baselines.
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A APPENDIX

You may include other additional sections here.
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