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Abstract

We study the problem of automatically annotat-001
ing relevant numerals (GAAP metrics) occur-002
ring in the financial documents with their cor-003
responding XBRL tags. Different from prior004
works, we investigate the feasibility of solv-005
ing this extreme classification problem using a006
generative paradigm through instruction tuning007
of Large Language Models (LLMs). To this008
end, we leverage metric metadata information009
to frame our target outputs while proposing010
a parameter efficient solution for the task us-011
ing LoRA. We perform experiments on two012
recently released financial numeric labeling013
datasets. Our proposed model, FLAN-FinXC,014
achieves new state-of-the-art performances on015
both the datasets, outperforming several strong016
baselines. We explain the better scores of our017
proposed model by demonstrating its capability018
for zero-shot as well as the least frequently oc-019
curring tags. Also, even when we fail to predict020
the XBRL tags correctly, our generated output021
has substantial overlap with the ground-truth in022
majority of the cases.023

1 Introduction024

The U.S. Securities and Exchange Commission025

(SEC) mandates publicly traded companies to dis-026

close periodic filings such as quarterly 10-Q & an-027

nual 10-K reports. These documents are important028

to finance professionals and investors who rely on029

SEC filings to make informed investment decisions.030

Each company is directed to follow the Generally031

Accepted Accounting Principles (GAAP) to report032

the metrics appearing in these documents and tag033

them using the eXtensive Business Reporting Lan-034

guage (XBRL) according to a well-defined taxon-035

omy consisting of thousands of labels. In a recently036

released FNXL dataset (Sharma et al., 2023), such037

numerals are tagged from a large set of 2,794 labels.038

Implementing XBRL tagging therefore requires039

advanced accounting skills to map financial data040

to the correct XBRL concepts. This requires hir- 041

ing experts to meticulously review each document 042

and assign appropriate labels which is neither a 043

cost-effective nor a scalable solution. Fig. 1 shows 044

various challenges involved with the task. 045

Prior works and their limitations: 046

FiNER (Loukas et al., 2022) formulated the 047

task of identifying relevant numerals from financial 048

texts and labelling them with XBRL tags as an 049

NER problem, and used a BERT-based sequence 050

labelling approach. However, the label-set in 051

FiNER consists of only 139 most frequently 052

occurring XBRL tags. For practical purposes, 053

a much larger number of XBRL tags/labels are 054

needed to effectively annotate the diverse types 055

of numerals present in these documents. More 056

recently, the authors of FNXL dataset (Sharma 057

et al., 2023), demonstrated the poor performance 058

of FiNER when extended to thousands of labels. 059

They also explored an extreme classification 060

methodology, called AttentionXML. None of 061

these methods, however, exploit the rich metadata 062

information available with XBRL tags, to improve 063

the classification performance. Table 1 provides 064

example of XBRL tag documentations that can 065

help with the labelling task. Among recent meth- 066

ods that utilize label metadata for better results, 067

GalaXC (Saini et al., 2021), is a GNN-based 068

extreme classification approach that embeds label 069

metadata information in its document-label graph 070

nodes. Label Semantics (Ma et al., 2022) is another 071

generic approach that leverages entity descriptions 072

to solve the standard NER task. However, none of 073

these methods have been applied in the financial 074

domain. We, therefore, adapt these models to use 075

as additional baselines for our task. 076

Additionally, all the methods stated above lack 077

the capacity to identify unseen labels during in- 078

ference as they follow a discriminative paradigm. 079

Generative models, on the other hand, display in- 080

trinsic zero-shot capabilities if trained efficiently. 081
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Figure 1: Demonstrating the challenges in the Extreme Financial Numeral Labelling (XFNL) task. Within a financial
statement, there are scenarios where every numeral is associated with a distinct XBRL tag, such as in Example 2
(6 distinct tags). Then, there are cases where a mixture of both relevant and irrelevant numerals (tagged ‘Others’)
coexist in the same statement, often within a very limited context, such as in Examples 1 & 3.

Tag Documentation

common stocks shares issued Total number of common shares of an entity that have been sold or granted to shareholders (includes
common shares that were issued, repurchased and remain in the treasury). These shares represent
capital invested by the firm’s shareholders and owners, and may be all or only a portion of the number
of shares authorized.

common stocks shares authorized The maximum number of common shares permitted to be issued by an entity’s charter and bylaws.

Table 1: Examples of (XBRL tag, documentation) pairs. We observe that the two tags differ by a single word only
whereas their corresponding documentations vary significantly. We take advantage of this distinction while training
our FLAN-FinXC variants. More such examples given in the Appendix A.1

In this space, LLMs have achieved impressive per-082

formances for a wide range of NLP tasks across083

several domains (Zhao et al., 2023), including fi-084

nance (Wu et al., 2023; Yang et al., 2023).085

FLAN-FinXC Framework: In this work, we show086

for the first time that generative models (LLMs)087

can achieve impressive results for the XFNL task.088

We systematically explore and propose FLAN-089

FinXC, a framework of Parameter-Efficient Instruc-090

tion Tuning for Extreme Classification.091

Our FLAN-FinXC framework consists of FLAN-092

T5 (Chung et al., 2022) models instruction-tuned093

with carefully-curated task-specific instructions,094

as shown in Fig. 2, to generate the appropriate095

XBRL tag documentations. We then make use of096

an unsupervised Tag Matcher module to predict097

the final XBRL tag for this generated documenta-098

tion. We perform extensive experiments to devise099

a total of five different model variants as part of100

our proposed FLAN-FinXC framework, ranging101

from T5-Base to FLAN-T5-Large, and with vary-102

ing training strategies. We observe that FLAN-T5-103

Large (instruction-tuned) achieves 9.4% Macro-F1104

gains and 3.5% Hits@1 gains, over T5-Large (fine-105

tuned) for FNXL dataset, both models being archi- 106

tecturally same with 780M parameters. The same 107

trend is also observed in FiNER data. This high- 108

lights the advantages of Instruction Tuning similar- 109

sized LLMs over old-fashioned fine-tuning. Given 110

that training larger models is costly, next we exper- 111

iment with parameter-efficient (PEFT) techniques, 112

specifically Prefix Tuning (Li and Liang, 2021) 113

and LoRA (Hu et al., 2021), to instruction-tune 114

our FLAN-T5-Large models. 115

Among these, we observe that FLAN-T5-Large 116

with LoRA outperforms the Prefix-Tuned ver- 117

sion with 2.4% Macro-F1 gains and 5% gains in 118

Hits@1, giving the best performance for both the 119

datasets.1 120

Taking advantage of the generative paradigm, 121

parameter-efficient instruction tuning of LLMs, 122

as well as our financial domain-specific novelty 123

(through the use of XBRL tag documentations to 124

improve extreme classification performance), our 125

best model, FLAN-T5-Large with LoRA, out- 126

performs the state-of-the-art AttentionXML model 127

1Experimenting with 100 NLP tasks, (Ding et al., 2023)
had also made similar observations that LoRA can sometime
even outperform full fine-tuning on certain tasks.
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with 39.3% Macro-F1 gains and 17.2% Hits@1128

gains, thereby achieving new state-of-the-art re-129

sults for the XFNL task. We then present several130

interesting analyses to investigate the reasons for131

its considerably better performances. We find that132

our model achieves impressive zero-shot Macro-F1133

scores of 58.89% for the 67 XBRL tags that were134

unseen during training. Even for tags that appear135

fewer than 5 times in the training data, our model136

is able to achieve 41% Macro-F1 gains and 23%137

Hits@1 gains compared to AttentionXML. Qualita-138

tively, among the instances where we fail to predict139

the correct XBRL tags, in around 60% of the cases,140

our generated tag documentations are very close141

to the ground truth documentations with Jaccard142

Similarity scores ranging between 0.6 and 0.85.143

The proposed model also achieves superior perfor-144

mance (15.22% Macro-F1 gain and 3.3% Hits@1145

gains) in case of FiNER data containing only most146

frequent 139 labels.147

Our contributions can be summarized as follows:148

• We propose FLAN-FinXC, a generative frame-149

work, consisting of a suite of instruction-tuned150

FLAN-T5 models, varying in model sizes and151

training strategies, to tackle the XFNL task,152

which is a practically important problem in the153

finance domain. Different from the prior meth-154

ods for the task, our models utilize the XBRL tag155

documentations, instead of considering the tags156

as just class labels.157

• In addition to comparing with the state-of-the-art158

methods, we adopt several prior works (Label159

Semantics and GalaXC) for the task, along with160

devising our own competitive generative base-161

lines (T5-Base and T5-Large).162

• For both FiNER as well as FNXL datasets,163

our best model, FLAN-T5-Large with LoRA,164

achieves huge improvements over all the base-165

lines. Additional advantages of our best model166

include substantial performance over rare labels,167

and its zero-shot capability to tag numerals with168

labels unseen during training.169

2 Related Works170

One of the (re)emerging applications of NLP is in171

the field of Named Entity Recognition (NER), par-172

ticularly for identifying and categorizing various173

entities within text. The categorization of different174

entities into labels can also be considered as an175

extreme classification task (Dahiya et al., 2021).176

Amount of (unfunded) status of defined benefit plan,
measured as difference between fair value of plan

assets and benefit obligation. Includes,

Amount of funded (unfunded) status of defined benefit
plan, measured as difference between fair value of

plan assets and benefit obligation. includes, but is not
limited to, overfunded (underfunded) status.

First, read the task description. There
could be multiple numerals reported in

a financial statement. Each number
may or may not be associated with a

particular tag. 

Now read the following financial
statement.

At April24, 2020 and April26, 2019, the
net underfunded status of the

Company’s benefit plans was $1.4
billion and $1.1 billion, respectively.

What is the tag associated with the
numeral 1.4?

FLAN - T5
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Figure 2: FLAN-FinXC Architecture. FLAN-T5 takes
as input a task-specific instruction, the financial state-
ment, and a question with a designated target numeral.
FLAN-T5-generated tag documentation subsequently
flows into the Tag Matcher that predicts the final tag for
the given numeral.

In recent years, XBRL tagging has gained a special 177

importance in financial domain, which involves 178

tagging of numeric values. Datasets created for 179

such a task are the FNXL dataset (Sharma et al., 180

2023) and FiNER (Loukas et al., 2022) which have 181

a very large number of entity types compared to 182

standard NER tasks and thus present challenges to 183

the state-of-the-art NER models. (Sharma et al., 184

2023) reformulated this task as an extreme classi- 185

fication (You et al., 2019) problem with a pipeline 186

approach. Financial domain-specific pre-trained 187

language models (Shah et al., 2022) have been 188

developed, which can be repurposed on financial 189

tasks. Among LLMs pre-trained on financial text 190

(FinLLMs), BloombergGPT (Wu et al., 2023) is 191

a proprietary model that suffers from limited ac- 192

cessibility and lack of transparency in their data 193

collections and training protocols. FinGPT (Yang 194

et al., 2023) is an open-source FinLLM but only 195

suitable for financial sentiment analysis, trading, 196

forecasting and fraud detection tasks. 197

3 Problem Formulation 198

We break the task of XFNL into two stages (with 199

only the first stage requiring supervised training 200

of models), as illustrated in Fig.2, in order to take 201

advantage of more elaborate XBRL tag documen- 202

tations. We present a set of diverse annotated ex- 203

amples in Fig. 1. Some tag with documentation 204

examples are shown in Table 1. 205

In the first stage, we formulate the problem as 206

a generative task using LLMs, where given a fi- 207

nancial statement, and a question targeted towards 208
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a specific numeral occurring in the statement, the209

task is to accurately generate its appropriate XBRL210

tag documentation (not the tag) if the numeral is211

relevant and ‘Other’ if the numeral is irrelevant.212

Let Si = (w1
i , ..., w

a
i , ...w

b
i , ..., w

n
i ) be the ith state-213

ment consisting of n tokens, where wa
i and wb

i be214

two different numerals with tagai and tagbi being215

their respective XBRL tag documentations. We216

prepend an instruction prompt IP , containing a217

natural language description of the task, to the state-218

ment Si, as shown in Fig. 2. A question Qa
i is then219

appended to Si asking for the tag to be determined220

for a specific numeral, say wa
i . The modified input221

Sa
i therefore takes the shape IP ||Si||Qa

i , where ||222

is a text concatenation operation. The target answer223

genTagai = LLM(Sa
i ) for the LLM (FLAN-T5224

in our case) therefore becomes: tagai .225

In the second stage, we obtain the final XBRL226

tag through a separate Tag Matcher module, since227

the entire documentation may not be generated ex-228

actly. Specifically, we obtain the embedding for229

genTagai using a pre-trained state-of-the-art sen-230

tence encoder. We obtain the same for the docu-231

mentations corresponding to all the available tags.232

The one having the highest cosine similarity with233

the genTagai embedding is declared to be the pre-234

dicted XBRL tag documentation, predTagai .235

4 Methodology236

Our proposed model framework, FLAN-FinXC,237

for the XFNL task is divided into two phases, as de-238

picted in Fig. 2: a supervised generative phase, and239

an unsupervised documentation-to-tag matching240

phase. In the first phase, given a financial state-241

ment Si, and a question Qa
i asking for the XBRL242

tag (documentation) to be determined for a numeral243

wa
i appearing in the sentence Si, we instruction244

tune FLAN-T5 (Chung et al., 2022; Longpre et al.,245

2023) with carefully-curated task-specific instruc-246

tions as shown in Fig. 2 to generate the tag docu-247

mentation genTagai . The model is trained to con-248

dition on the modified input Sa
i , as described in249

the previous section, to generate the target answer250

one token at a time using auto-regressive decod-251

ing. Cross-entropy loss between the generated and252

true tokens is minimized in the process. Please253

note that our choice for FLAN-T5 is based on the254

observation that FLAN-T5 models are pre-trained255

(using instruction tuning) on more than 1.8K tasks,256

and hence can significantly reduce the amount of257

fine-tuning steps required if adopted as starting258

checkpoints for learning new tasks. Additionally, 259

they achieve strong zero-shot and few-shot perfor- 260

mances in comparison to T5 (Raffel et al., 2020), 261

their non-instruction-tuned counterpart. 262

It is to be noted here that we train FLAN-T5 263

models to generate the XBRL tag documentations 264

instead of the tag themselves (which is the final 265

target) since the more elaborate documentations al- 266

low for a better distinction than their corresponding 267

tags (see Table 1), thereby aiding in the extremely 268

challenging XFNL task (as demonstrated in Fig. 269

1). Generating the lengthy tag documentations 270

exactly is however difficult, and hence the gen- 271

erated documentation genTagai may not exactly 272

match the ground truth. In the second phase of 273

our proposed framework, we therefore leverage a 274

pre-trained state-of-the-art sentence encoder, as the 275

backbone of our Tag Matcher module, as depicted 276

in Fig. 2. More specifically, we use Sentence-T5- 277

XXL (Ni et al., 2021), pre-trained using contrastive 278

loss, to generate 786-dim embeddings for genTagai 279

as well as for each of the ground truth tag documen- 280

tations. The ground truth tag documentation with 281

the highest cosine similarity (between embeddings) 282

with genTagai is considered to be the predicted tag 283

documentation predTagai . Since there exists a 1:1 284

mapping between XBRL tags and their correspond- 285

ing documentations, the final predicted tag can be 286

easily obtained from predTagai . 287

In order to investigate the suitability of a gen- 288

erative paradigm for solving the task, we perform 289

a systematic evaluation of several model variants, 290

varying both model sizes and training strategies. 291

Non-FLAN Model Variants: First, we compare 292

the fine-tuned performances of T5-Base (220M pa- 293

rameters) with T5-Large (780M parameters). Note 294

that for fine-tuning, given a financial statement Si, 295

the modified input now becomes Sa
i = Si||Qa

i , 296

where Qa
i refers to the question targeted towards 297

the numeral wa
i appearing in Si. The target (tag 298

documentation) however remains the same. 299

FLAN-FinXC Model Variants: Next, we com- 300

pare the instruction-tuned performance of FLAN- 301

T5-Large with fine-tuned T5-Large, both models 302

with identical architectures. Next, we instruc- 303

tion tune FLAN-T5-Large with PEFT techniques, 304

namely Prefix Tuning and LoRA, respectively re- 305

quiring only 0.13% and 0.08% of model parameters 306

to be updated. Finally, we instruction-tune FLAN- 307

T5-Large with LoRA to achieve our best results. 308
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5 Baselines309

We compare the performance of our proposed mod-310

els with the following baselines:311

Baselines already applied for XBRL tagging:312

(1) FiNER: (Loukas et al., 2022) solved the task313

as a NER task, but only for top 139 frequent XBRL314

tags. We adapt this method for our use case (large315

number of labels). (2) AttentionXML Pipeline:316

Sharma et al. (2023) tackled this problem using a317

BERT-based sequence-to-sequence tagger.318

New baselines that we adopt for XBRL tagging:319

Additionally, we adopt two diverse methods for the320

task for XBRL tagging, which can utilize the la-321

bel semantics of XBRL tags. (3) GalaXC: (Saini322

et al., 2021) applies collaborative learning over323

document-label graphs that allows additional in-324

formation like label metadata to be incorporated.325

(4) Label Semantics (Ma et al., 2022) leverages326

the entity description to solve a standard NER task.327

Lastly, with the emergence of ChatGPT(OpenAI,328

2022), we were curious to check it’s performance329

for this task using the same instruction prompt for330

500 random samples using gpt-3.5-turbo 2 API.331

6 Dataset & Evaluation Metrics332

Dataset: We perform our experiments on the re-333

cently released FNXL dataset (Sharma et al., 2023)334

containing 10-K documents3 for 2,339 companies335

and FiNER (Loukas et al., 2022) dataset having336

most frequent (at least 1000 appearances) 139 la-337

bels. FNXL dataset contains a total of 79,088338

sentences containing 142,922 annotated numerals,339

with a tag set of 2,794 distinct tags that follows340

a heavy tail distribution. Further, the test set con-341

tains 67 XBRL tags that are not part of the train342

or validation sets. Fig. 1 shows a few annotated343

examples from this dataset. Each tag is associated344

with a pre-defined textual description known as its345

‘tag documentation’ (see Table 1). The tag docu-346

mentations have an average length of 28 words and347

a maximum length of 273 words.348

Metrics: To ensure a comprehensive evaluation349

of all models, we employ the following metrics:350

1) Macro-Precision, 2) Macro-Recall, 3) Macro-F1,351

4) Hits@1. In financial numeral labelling, where352

equal importance is given to all tags, macro based353

metrics (precision, recall, F1) are a good choice as354

it treats all classes equally, irrespective of their fre-355

quency. We report Hits@1 metric to showcase the356

2url https://platform.openai.com/docs/models/gpt-3-5
3https://tinyurl.com/t43mwd5m

usability of this system from business perspective, 357

recommending the top tag to domain experts. 358

7 Experimental Setup 359

For all our model variants ( performed on Tesla 360

V100 32G GPUs), we obtain the pre-trained check- 361

points from the Huggingface Library4. For instruc- 362

tion tuning FLAN-T5-Large with Prefix Tuning, 363

the prefix length was set to 20. For training the mod- 364

els with LoRA, the rank for the trainable decom- 365

position matrices was set to 2. FLAN-T5-Large 366

models were instruction-tuned for 10 epochs with 367

a learning rate (lr) of 1e− 4 (training time: 1hr 22 368

minutes/epoch, inference time: 2 minutes/sample); 369

with an lr of 1e − 2 with Prefix Tuning (training 370

time: 29 minutes/epoch, inference time: 2 min- 371

utes/sample); and with an lr of 5e− 4 with LoRA 372

(training time: 56 minutes/epoch, inference time: 373

2 minutes/sample). These hyperparameters were 374

selected based on the best Macro-F1 results on the 375

validation set. In all experiments, the input length 376

was limited to 128, and the output to be generated 377

was set to 30. 378

8 Main Results 379

We report the results of our proposed model vari- 380

ants and various baselines in Table 2 for both FNXL 381

and FiNER dataset. Among the baselines, FiNER 382

does not perform well for large number of entity 383

labels. On the other hand, while the ‘Label Seman- 384

tics’ method leverages tag words within an NER 385

framework, its scalability is constrained when deal- 386

ing with a large number of entity labels, ultimately 387

leading to poor performance. The AttentionXML 388

pipeline performs better than all other baselines. 389

GalaXC and ‘Label Semantics’ have very simi- 390

lar performance, with GalaXC giving slight edge. 391

ChatGPT’s performance for this complex task is 392

not satisfactory. Further analysis of ChatGPT can 393

be found in Appendix A.2. 394

We also demonstrate the advantage of training 395

bigger models for extreme financial numeral la- 396

belling for FNXL dataset, by comparing the results 397

of T5-Large (780M parameters, Macro-F1 60.11) 398

with T5-Base (220M parameters, Macro-F1 54.21). 399

Note that these baselines that we devise for the task, 400

already outperform the existing state-of-the-art. 401

Next, we turn to different variations of our 402

FLAN-FinXC framework (listed in the lower part 403

of Table 2). First, we demonstrate the advantage 404

4url https://huggingface.co/
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Model Dataset

FNXL(Sharma et al., 2023) FiNER (Loukas et al., 2022)

M-P M-R M-F1 Hits@1 M-P M-R M-F1 Hits@1

FiNER (bert-base) 49.17 49.71 47.13 75.34 72.60 81.10 76.61 81.50
FiNER (sec-base) 47.76 48.87 46.20 74.67 81.11 83.20 82.14 82.30
Label Semantics 46.35 45.12 45.72 71.25 71.50 80.15 75.57 80.25
GalaXC 46.91 44.81 45.81 72.97 72.20 80.95 76.32 81.10
AttentionXML Pipeline 50.69 48.51 47.54 76.76 82.15 82.30 82.22 83.25

ChatGPT (500 samples) 11.13 7.68 9.08 19.6 20.12 15.67 17.61 22.35
T5-Base 59.94 49.48 54.21 79.21 86.92 84.35 85.61 83.45
T5-Large 61.87 58.46 60.11 83.26 88.12 85.10 86.58 84.12

FLAN-T5-Large 66.21 65.34 65.77 86.21 92.10 96.35 94.17 85.89
FLAN-T5-Large with Prefix-Tuning 65.10 64.21 64.65 85.69 90.18 94.35 92.21 85.12
FLAN-T5-Large with LORA 65.14 67.36 66.23 89.98 91.84 97.85 94.74 86.03

Table 2: Performance evaluation based on Macro & Hits@1 metrics for FNXL dataset and FINER dataset. The best
performance is highlighted in bold, and the strongest baseline result is underlined.

of instruction tuning over fine-tuning by the fact405

that FLAN-T5-Large (Macro-F1 65.77) substan-406

tially outperforms T5-Large (Macro-F1 60.11) for407

FNXL dataset. Given that training larger models is408

costly, next we experiment with parameter-efficient409

(PEFT) techniques, specifically Prefix Tuning (Li410

and Liang, 2021) and LoRA (Hu et al., 2021),411

to instruction tune our FLAN-T5-Large models.412

Both techniques require only a small fraction of413

model parameters to be fine-tuned (0.13% with414

Prefix Tuning, and 0.08% with LoRA), thereby415

greatly reducing the computation cost and train-416

ing times. Instruction tuning FLAN-T5-large with417

LoRA (Macro-F1 66.23) outperforms Prefix-Tuned418

version of the same model (Macro-F1 64.65) and419

have slight edge than the model variant instruction-420

tuned without PEFT (Macro-F1 65.77). Our best421

results are obtained by instruction tuning FLAN-422

T5-Large with LoRA (only 0.08% of 780M param-423

eters to be finetuned). This model outperforms the424

state-of-the-art AttentionXML model with 39.3%425

Macro-F1 gains and 17.2% Hits@1 gains, thereby426

achieving new state-of-the-art results for FNXL427

dataset. For FiNER dataset, we achieve 15.22%428

Macro-F1 gain and 3.3% Hits@1 gains.429

9 Analysis430

We now present different analyses of our best431

model (FLAN-T5-Large with LoRA), and the clos-432

est baseline (AttentionXML Pipeline). The follow-433

ing analysis is specific to the FNXL dataset, chosen434

for its more extensive range of labels compared to435
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Figure 3: Relative improvement in performance
achieved by FLAN-T5-Large with LoRA over Atten-
tionXML Pipeline, for the least frequent labels under
various frequency buckets

other datasets, emphasizing its practical relevance. 436

9.1 Performance on least frequently occurring 437

labels 438

Accurate tagging of infrequent labels in XBRL 439

is crucial for reliable financial reporting, yet it 440

presents challenges stemming from imbalanced 441

data, scarce training instances, and sparse data dis- 442

tribution. We observe our FLAN-FinXC performs 443

substantially better than AttentionXML for the rare 444

labels. To demonstrate this, we group the tags 445

into various buckets based on their frequency of 446

occurrence in the training set. Fig. 3 shows the per- 447

centage improvement in Hits@1 and Macro-F1 that 448

is achieved by FLAN-FinXC over AttentionXML 449

Pipeline for the tags in every bucket. We see that 450

our model can effectively identify and tag rare fi- 451
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Sentence Ground truth
tag

AttentionXML
Pipeline prediction

FLAN-T5-
Large with
LoRA

As of December 31,
2019 and 2018, we
had a cumulative
translation loss, net
of tax of $ 617 mil-
lion and $ 466 mil-
lion, respectively.

accumulated
other com-
prehensive
income
loss foreign
currency
translation
adjustment net
of tax

accumulated other
comprehensive
income loss defined
benefit pension and
other postretire-
ment plans net of
tax%

accumulated
other com-
prehensive
income
loss foreign
currency
translation
adjustment
net of tax!

We also have $4.54
billion of non - can-
celable contractual
commitments as of
December 31, 2019
related to network
infrastructure

contractual
obligation

unrecorded uncon-
ditional purchase
obligation balance
sheet amount%

contractual
obligation
!

At April 24, 2020,
plan participants
had approximately
$ 14 million with-
held to purchase the
company’s ordinary
shares

others share based
compensation ar-
rangement by share
based payment
award number of
shares available for
grant%

others!

Table 3: Challenging examples where AttentionXML
predicts a wrong tag, while FLAN-T5-Large with LoRA
predicts correctly.

nancial concepts. Notably, even for tags that appear452

fewer than 10 times in the training data, our model453

is able to achieve 35.3% improvement in Macro-F1454

score and 25% in Hits@1 over the closest baseline.455

9.2 Zero-Shot Capability456

One of the key strength of our proposed model457

is its zero-shot capability, i.e., its ability to gen-458

erate tags/labels for which it has not been explic-459

itly trained. While SOTA discriminative models460

in this domain often require specific fine-tuning or461

retraining to handle new tags, our generative model462

transcends these limitations.463

Recall that the test set included 67 new labels464

that were not present in the train set. We observe465

that our best model achieves a Macro-F1 of 58.89466

over these 67 unseen labels, which is a commend-467

able performance. Table 4 shows the performance468

(F1-score) of our best model for few such tags.469

Tag F1-score
foreign currency transaction gain before tax 0.85
commercial paper at carrying value 0.85
accounts payable other current 0.80
recognition of deferred revenue 0.76
available for sale debt securities gross unre-
alized gain

0.66

Table 4: Zero-Shot Performance of FLAN-T5-Large
with LoRA, for a few XBRL tags absent in the training
set of FNXL dataset.

9.3 Ablation Study 470

We now try out various ablations over our best 471

model to understand the significance of different 472

modules. First, as ablations of our Tag Matcher 473

module, we replace Sentence-T5-XXL (used in our 474

best model) with Sentence-BERT (Reimers and 475

Gurevych, 2019) to generate the embeddings for 476

the XBRL tag documentations. We experiment 477

with two versions of Sentence-BERT, one with 6 478

encoder layers and other with 12 encoder layers, 479

and report our findings in Table 5. We observe a 480

drop in performance (compared to our best model 481

FLAN-FinXC with LoRA) in both cases, thereby 482

showing the better efficacy of Sentence-T5-XXL 483

over Sentence-BERT as sentence encoder. 484

Next, we instruction-tune FLAN-T5-Large (with 485

LoRA) without the instruction prompt containing 486

specific instructions for the XFNL task. Given a 487

financial statement Si, the modified input now be- 488

comes Sa
i = Si||Qa

i , where Qa
i refers to the ques- 489

tion targeted towards the numeral wa
i appearing in 490

Si, and || is a text concatenation operation. From 491

the fourth row in Table 5, we observe a huge drop 492

in performance (e.g., Macro-F1 drops from 66.23 493

to 56.46), thereby demonstrating the importance of 494

aligning FLAN-T5 fine-tuning with task-specific 495

instructions to tackle the challenging extreme clas- 496

sification task at hand. 497

Model Macro-F1 Hits@1

FLAN-T5-Large with LoRA 66.23 89.98
w/ S-BERT-L12 as Tag Matcher 63.11 88.13
w/ S-BERT-L6 as Tag Matcher 62.87 87.72
w/o instruction prompt 56.46 76.55
w/o tag metadata 53.12 73.14

Table 5: Results for our ablation studies of FNXL
dataset

Next, we experiment with setting the XBRL tags, 498

instead of their documentations, as the target for 499

FLAN-T5-Large. In other words, we no longer use 500

the tag metadata. Accordingly, the Tag Matcher 501

module now compares the embeddings of the gen- 502

erated and ground truth tags (and not documen- 503

tations). From the last row in Table 5, we again 504

observe a drop in scores with 19.8% ↓ in Macro- 505

F1 and 18.7% ↓ in Hits@1 compared to our best 506

results. This confirms our hypothesis that the more 507

elaborate tag documentations allow for a clearer 508

distinction than the corresponding tags (possibly 509

differing only in few words) while tackling the 510

challenging extreme classification task. 511
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Qualitative Analysis of predicted labels: Table 3512

shows the predictions made by our best model and513

the closest baseline (AttentionXML) for a few chal-514

lenging instances. Our proposed method classifies515

relevant numerals (first two examples) correctly516

and is able to find irrelevant numerals (the last ex-517

ample) and correctly tag that as ‘Others‘, whereas518

the baseline struggles for each cases.519

Error Analysis: To characterize the errors commit-520

ted by our model, we ask – when a model generates521

a wrong tag, how similar is the generated tag with522

the ground truth tag? We quantify the similarity523

between a generated tag and the ground truth (GT)524

tag by the Jaccard similarity between the tag docu-525

mentation words. Fig. 4 compares the errors by our526

best model and errors by the closest baseline. For527

a majority (60%) of errors by our best model, the528

wrongly predicted tag is very similar to the ground529

truth tag (Jaccard similarity between tags ≥ 0.6).530

Whereas, most of the tags wrongly predicted by531

AttentionXML are very different from the ground532

truth tags (Jaccard similarity between tags ≤ 0.4).533

0-0.2 0.2-0.4 0.4-0.6 0.6-0.8 0.8-1.0
Jaccard Similarity b/w Tags

0

1

2

3

4

5

6

7

Er
ro

r (
%

)

FLAN-T5-Large with LoRA
AttentionXML Pipeline

Figure 4: Comparing errors by best proposed model and
those by the closest baseline. Even when our model
generates incorrect tags, most of them are semantically
very similar to the ground truth tags. But AttentionXML
often generates completely unrelated tags.

Finally, Table 6 demonstrates instances where534

the predicted tag documentation closely resembled535

the ground truth (GT) tag documentation, but even536

minor variations led to a wrong final tag predic-537

tion. As illustrated in Table 6, subtle differences538

between ‘from other party’ (in the GT tag, high-539

lighted in green) and ‘to other party’ (in the pre-540

diction, highlighted in red), or between ‘dividends541

paid’ (in the GT tag, highlighted in green) vs ‘divi-542

dends declared’ (in the prediction, highlighted in543

red) can lead to a wrong final tag prediction. To544

address these complexities, in future we plan to545

incorporate external financial knowledge.546

Sentence: Our Board of Directors declared quarterly divi-
dends per share of $1.45, $1.32 and $1.15, which were paid in
each of the four quarters of 2019, 2018, and 2017.
GT Tag Doc: aggregate dividends paid during the period for
each share of common stock outstanding.
GT Tag: common stock dividends per share cash paid
FLAN-T5-Large with LoRA (Generated, No Tag Matcher):
Aggregate dividends declared during the period for each share
of common stock outstanding.
Predicted Tag: common stock dividends per share declared

Sentence: In fiscal year 2016, Bard paid the Company $121
million towards the settlement of 11,000 of these claims.
GT Tag Doc: amount awarded from other party in judgment
or settlement of litigation.
GT Tag: litigation settlement amount awarded from other
party
FLAN-T5-Large with LoRA (Generated, No Tag Matcher):
Amount awarded to other party in judgment or settlement of
litigation
Predicted Tag: litigation settlement amount awarded to other
party

Table 6: Examples to show that subtle differences be-
tween ground truth tag (GT) and the predicted tag. The
few-word differences between Ground Truth (green)
and predicted text (red) are highlighted. More such ex-
amples are in the Appendix A.3

10 Conclusion 547

This work proposes a generative approach to solve 548

the financial numeric labelling task. We propose a 549

novel FLAN-FinXC framework, that makes use of 550

parameter-efficient instruction tuning of LLMs for 551

this extreme labelling task. While comparing with 552

the state-of-the-art models and various competi- 553

tive baselines that we devise for the task, we find 554

that our best model, Flan-T5-Large with LoRA, 555

achieves huge improvements, providing a Macro- 556

F1 of 66.23% as compared to the previously re- 557

ported best numbers of 47.54% for FNXL dataset 558

with 2794 labels which follow a long-tail distribu- 559

tion. Several analyses and ablations have demon- 560

strated the efficacy of the proposed framework. 561

Though this work focuses on a particular prob- 562

lem in the financial domain, we believe our exper- 563

iments bring out key insights into how generative 564

LLMs can be used with parameter-efficient fine tun- 565

ing approaches for challenging extreme classifica- 566

tion / labelling problems in any domain, especially 567

where the labels have associated semantics. We 568

believe the scope to include more financial knowl- 569

edge and integrate human-AI feedback loop would 570

be the way forward to improve performance of this 571

challenging task. 572
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11 Limitations573

In this work, we have not integrated external finan-574

cial knowledge to address the subtle differences be-575

tween tags as identified in our error analysis. Also,576

we have observed that labeling numerals solely577

based on sentence-level text (as done in this work)578

can be challenging, since the context depends on579

the surrounding paragraph, associated tables, and580

other elements which are not used in this work.581

Incorporating such elements as well as external fi-582

nancial domain knowledge into a financial numeral583

labeling model would be interesting future works.584
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A Appendix 681

In this section, we provide supplementary materials 682

that enhance the content presented in the main pa- 683

per titled "Parameter-Efficient Instruction Tuning 684

of Large Language Models For Extreme Financial 685

Numeral Labelling". We believe that the inclusion 686

of these supplementary materials will facilitate a 687

more comprehensive grasp of our research and find- 688

ings. 689

A.1 XBRL Tag Documentation 690

Each XBRL tag is associated with a pre-defined 691

textual description known as its ‘tag documenta- 692

tion’. Table 7 shows some more examples of XBRL 693

tags and their documentations. Note that, while cer- 694

tain tag-pairs may exhibit subtle distinctions, their 695

accompanying documentations vary significantly. 696

Domain experts leverage the information provided 697

in the documents during manual annotation. Our 698

proposed model is also designed to utilize these 699

documentations. 700

A.2 Comparison with ChatGPT 701

702

With the emergence of ChatGPT, we were cu- 703

rious to check it’s response for this task using the 704

same instruction prompt for few samples. As can 705

be seen from the examples in Table 8, ChatGPT 706

struggles to correctly identify the appropriate tags 707

in the majority of cases, and on occasion, it mis- 708

understands the context entirely. This indicates 709

that it is still very limited in the scope of financial 710

numerical tagging. 711

A.3 Error Analysis 712

Table 9 demonstrates instances where the predicted 713

tag documentation (by our best model) closely re- 714

sembled the ground truth (GT) tag documentation, 715

but even minor variations led to a wrong final tag 716

prediction. In finance, subtle word changes can 717

drastically alter context. As illustrated in Table 6, 718

subtle differences between ‘from other party’ (in 719

the GT tag, highlighted in green) and ‘to other 720

party’ (in the prediction, highlighted in red), or be- 721

tween ‘dividends paid’ (in the GT tag, highlighted 722

in green) vs ‘dividends declared’ (in the predic- 723

tion, highlighted in red), or between ‘cash outflow’ 724

and ‘cash inflow’, ‘loss’ vs ‘damages’ can lead to 725

a wrong final tag prediction. 726
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Tag Documentation

common stocks shares issued Total number of common shares of an entity that have been sold or granted to shareholders
(includes common shares that were issued, repurchased and remain in the treasury). These shares
represent capital invested by the firm’s shareholders and owners, and may be all or only a portion
of the number of shares authorized. Shares issued include shares outstanding and shares held in
the treasury.

common stock shares autho-
rized

The maximum number of common shares permitted to be issued by an entity’s charter and
bylaws.

tax credit carry forward amount The amount of the tax credit carryforward, before tax effects, available to reduce future taxable
income under enacted tax laws.

tax credit carry forward valua-
tion allowance

Amount of valuation allowance pertaining to the deferred tax asset representing potential future
taxable deductions from tax credit carryforwards for which it is more likely than not that a tax
benefit will not be realized.

due to affiliate noncurrent Amount of receivables owed to an entity that is affiliated with the reporting entity by means
of direct or indirect ownership, which are usually due after one year (or one business cycle, if
longer).

due to affiliate current and non
current

Amount of payable due to an entity that is affiliated with the reporting entity by means of direct
or indirect ownership.

notes payable related parties
classified current

The amount for notes payable (written promise to pay), due to related parties. Used to reflect
the current portion of the liabilities (due within one year or within the normal operating cycle if
longer).

notes payable related parties cur-
rent and non current

The amount for notes payable (written promise to pay), due to related parties.

Table 7: Examples of XBRL tag documentations. While some tag-pairs exhibit very subtle distinctions, their
accompanying documentations vary significantly. Our model takes advantage of the distinctions between the tag
documentations.
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Instruction: First, read the task description. There could be multiple numerals reported ....
Sentence: Now read the following financial statement.
At April24, 2020 the estimated fair value was $27.1 billion compared to a principal value of$24.5 billion.
Question: What is the tag associated with the numeral 27.1?
GT Tag: long term debt fair value
ChatGPT: estimated fair value
FLAN-FinXC: long term debt fair value

Sentence: Ordinary shares - par value $0.0001, 2.6 billion shares authorized, 1,345,400,671 and
1,341,074,724 shares issued and outstanding, respectively
Question: What is the tag associated with the numeral 2.6?
GT Tag: common stock shares authorized
ChatGPT tag: ordinary shares authorized
FLAN-FinXC: common stock shares authorized

Sentence: Share Capital Medtronic plc is authorized to issue 2.6 billion Ordinary Shares, $0.0001 par
value; 40 thousand Euro Deferred Shares, C1.00 par value; 127.5 million Preferred Shares, $0.20 par
value; and 500 thousand A Preferred Shares, $1.00 par value.
Question: What is the tag associated with the numeral 500?
GT Tag: preferred stock shares authorized
ChatGPT: a preferred shares authorized
FLAN-FinXC: preferred stock shares authorized

Instruction: ...... Sentence: At April26, 2019, $764 million of rebates were classified as other accrued ex-
penses and $432 million of rebates were classified as a reduction of accounts receivable in the consolidated
balance sheets.
Question: What is the tag associated with the numeral 432?
GT Tag: contract with customer refund liability current
ChatGPT: rebates reduction of accounts receivable
FLAN-FinXC: contract with customer refund liability

Sentence: As of December 31, 2018, we expect to receive total future rental income of $203 million
related to noncancelable subleases for abandoned facilities.
Question: What is the tag associated with the numeral 203?
GT Tag: operating leases future minimum payments receivable
ChatGPT tag: future rental income from noncancelable subleases
FLAN-FinXC: operating leases rent expense sublease rentals 1

Table 8: Comparison between ChatGPT and our best FLAN-FinXC model variant’s prediction
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Instruction: First, read the task description. There could be multiple numerals reported in a financial
statement......Sentence: On January 15, 2020, the parties agreed to a settlement in principle to resolve
the lawsuit, which will require a payment of $550 million by us and is subject to approval by the court.
Question: What is the tag associated with the numeral 550?
GT Tag Doc: amount of loss contingency liability. GT Tag: loss contingency accrual at carrying value
Flan-Large Generated: Amount awarded damages contingency liability.
Flan-Large +Tag Matcher: amount of damages awarded to the plaintiff in the legal matter.
Pred Tag-Words: loss contingency damages awarded value

Sentence: In fiscal year 2016, Bard paid the Company $121 million towards the settlement of 11,000 of
these claims. Question: What is the tag associated with the numeral 121?
GT Tag Doc: amount awarded from other party in judgment or settlement of litigation. GT Tag: litigation
settlement amount awarded from other party
Flan-Large Generated: Amount awarded to other party in judgment or settlement of litigation
Flan-Large +Tag Matcher: amount awarded to other party in judgment or settlement of litigation.
Pred Tag-Words: litigation settlement amount awarded to other party

Sentence: During the year ended December 31, 2017, we issued and repaid an aggregate of $12.3 billion
of commercial paper and had a maximum outstanding balance of $1.5 billion under our commercial paper
program. Question: What is the tag associated with the numeral 12.3?
GT Tag Doc: the cash outflow due to repaying amounts borrowed by issuing commercial paper.GT Tag:
repayments of commercial paper
Flan-Large Generated: The cash inflow during to theing short borrowed under issuing commercial
paper.
Flan-Large +Tag Matcher: the cash inflow from borrowing by issuing commercial paper.
Pred Tag-Words: proceeds from issuance of commercial paper

Sentence: Our Board of Directors declared quarterly dividends per share of $1.45, $1.32 and $1.15, which
were paid in each of the four quarters of 2019, 2018, and 2017, respectively. Question: What is the tag
associated with the numeral 1.45?
GT Tag Doc: aggregate dividends paid during the period for each share of common stock outstanding.
GT Tag: common stock dividends per share cash paid
Flan-Large Generated: Aggregate dividends declared during the period for each share of common stock
outstanding.
Flan-Large +Tag Matcher: aggregate dividends declared during the period for each share of common
stock outstanding.
Pred Tag-Words: common stock dividends per share declared

Instruction: .....Sentence: As of December 31, 2020, Duong met the held-for-sale criteria and loan
receivable balance of $1.3 billion, net of CECL reserve of $32 million was reclassified Question: What is
the tag associated with the numeral 32?
GT Tag Doc: amount of allowance for credit loss on accounts receivable. GT Tag Words: allowance for
doubtful accounts receivable
Flan-Large Generated: othersmount of allowance for credit loss on financing receivable, A
Flan-Large +Tag Matcher: amount of allowance for credit loss on financing receivable, classified as
noncurrent.
Pred Tag-Words: allowance for notes and loans receivable noncurrent

Table 9: Error cases. Examples to show the subtle difference between ground truth (shown in green color) and
generated tag docs (shown in red color) and predicted tag.
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