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ABSTRACT

Visual Question Answering (VQA) enables targeted and context-dependent analysis
of medical images, such as chest X-rays (CXRs). However, existing VQA datasets
for CXRs are typically constrained by simplistic and brief answer formats, lacking
localization annotations (e.g., bounding boxes) and structured tags (e.g., region
or radiological finding/disease tags). To address these limitations, we introduce
MIMIC-Ext-CXR-QBA (abbr. CXR-QBA), a large-scale CXR VQA dataset derived
from MIMIC-CXR, comprising 42 million QA-pairs with multi-granular, multi-part
answers, detailed bounding boxes, and structured tags. We automatically generated
our VQA dataset from scene graphs (also made available), which we constructed
using LLM-based information extraction from radiology reports. After automatic
quality assessment, we identified 31M pre-training and 7.5M fine-tuning grade
QA-pairs, providing the largest and most sophisticated VQA dataset for CXRs
to date. Tools for using our dataset and the construction pipeline are available at
https://anonymous.4open.science/r/mimic-ext-cxr-qba/.

1 INTRODUCTION

With the emergence of Large Language Models (LLMs) and Large Multimodal Models (LMMs),
interactive and conversational tasks have gained popularity in medical image analysis, particularly
in the context of chest X-ray (CXR) interpretation (Chen et al., 2024; Müller et al., 2025; Tu et al.,
2024; Xie et al., 2025). A prominent example of such interactive tasks is Visual Question Answering
(VQA), where a model is presented with an image and a corresponding textual question, and is tasked
with generating an answer. Unlike conventional medical imaging approaches, which always produce
the same output (such as classification labels, bounding boxes, or textual reports) for a given image,
VQA enables users to interactively explore and interpret images in a context-dependent manner.
Training robust VQA models for medical applications requires high-quality, large-scale training
datasets. Existing CXR VQA datasets suffer from several limitations: (i) they often contain only short
and simplistic answers, (ii) they lack localization information (such as bounding boxes), and (iii)
they provide little structured metadata (e.g., region and finding/disease annotations, or uncertainty
estimates). Additionally, their relatively small size constrains their utility for pretraining.

To address these challenges, we propose a pipeline for automatic VQA dataset creation and apply it
to construct a new large-scale CXR VQA dataset. Unlike prior datasets, each question-answer (QA)
pair includes multi-granular, multi-part answers composed of full sentences in the style of radiology
reports. Furthermore, our dataset provides detailed bounding boxes and additional structured tags
(e.g., findings and regions), enhancing interpretability and facilitating the development of more
advanced and transparent medical VQA models. Fig. 1 shows examples of our generated QA-pairs.

Our contributions are as follows:

• We propose a dataset construction pipeline, co-designed with radiologists, for the automatic
generation of large-scale medical VQA datasets, offering structured, tagged, and localized
answers not yet provided in existing datasets.

1

https://anonymous.4open.science/r/mimic-ext-cxr-qba/


054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2026

Q: Status post intubation; the endotracheal tube should be evaluated.

The endotracheal tube is currently 6 cm from the carina and could be advanced 1-2
cm for optimal placement.

POSITIVE CERTAIN

Categories:

DEVICE

Subcategories:

DEVICE PART TUBES LINES PORTS

Findings:

endotracheal tube tip tube

Modifiers:

severity: severe

Regions:

chest trachea tracheal bifurcation

(a) Indication question.

Q: Describe all abnormal findings in the given study.

There is severe cardiomegaly, predominantly right ventricular.

POSITIVE CERTAIN RIGHT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

CARDIAC STRUCTURES CARDIOVASCULAR DISEASES

Findings:

cardiomegaly

Modifiers:

severity: severe

Regions:

heart right

(b) Study abnormality question.

Q: Are there any abnormal findings in the left lung base?

No, there are no abnormal findings in the left lung base.

NEGATIVE CERTAIN LEFT

Categories:

DEVICE ANATOMICAL FINDING DISEASE

Regions:

left lung base

(c) Region abnormality question.

Q: Where is the rib fracture located?

The rib fracture is located in the anterior 6th rib left.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

BONY STRUCTURES FRACTURE BONE

Findings:

rib fracture

Regions:

anterior 6th rib left

(d) Finding question.

Figure 1: Examples of question-answer (QA) pairs for each of our four different types of questions.
For each question (for a given chest X-ray), a detailed answer with sentences in the style of free-text
radiology reports is given, supplemented by bounding boxes (for both positive and negative answers),
and a set of tags (e.g. regions, findings, certainty, etc.). For more examples, we refer to Sec. A.

• To provide a reliable data source for this pipeline, we develop an automatic scene-graph
construction method, leveraging LLMs, semantic entity mapping, and localization models.

• Building on this, we introduce MIMIC-Ext-CXR-QBA (abbr. CXR-QBA), a CXR VQA
dataset of 42M question–answer pairs derived from MIMIC-CXR (Johnson et al., 2024b).

• We automatically assess the quality of the generated QA-pairs, identifying 31.2M pairs as
pre-training grade and 7.5M of these as fine-tuning grade.

• We perform extensive quality controls, including validations against expert annotations and
assessment of the automatic ratings, ensuring the robustness of our pipeline.

• We introduce the structured VQA task for CXRs and provide a baseline model to demonstrate
our dataset’s utility and guide future model development.

2 RELATED WORK

Table 1: Medical VQA dataset compari-
son. Our dataset is the largest to date and
provides localized and tagged answers.

Dataset #QA Boxes Tags Answers

CXR-QBA (Ours) 42.2M ✓ ✓ detailed

↰

fine-tuning grade 7.5M

VQA-RAD 3.5K ✗ ✗ brief
SLAKE 14K ✗ ✗ brief
ImageCLEF 15K ✗ ✗ brief
PMC-VQA 227K ✗ ✗ brief
MIMIC-CXR-VQA 377K ✗ ✗ brief
Medical-CXR-VQA 780K ✗ ✗ brief
CheXinstruct 8.5M ✗ ✗ brief

VQA Datasets for Chest X-Rays VQA datasets
(shown in Tab. 1) are scarce in the medical imaging
domain, with most notable examples being VQA-RAD
(Lau et al., 2018) and SLAKE (Liu et al., 2021), which
are hand-labeled but limited in size. On the other hand,
VQA-Med at ImageCLEF 2019 (Ben Abacha et al.,
2019) was automatically constructed using QA tem-
plates based on image annotations, which may limit
its answer quality. To improve the quality, PMC-VQA
(Zhang et al., 2024) used an LLM to generated QA-pairs
based on provided captions. VQA datasets for chest
X-rays include MIMIC-Ext-MIMIC-CXR-VQA (Bae
et al., 2024) and Medical-CXR-VQA (Hu et al., 2025;
2024), which contain hundreds of thousands of QA-
pairs, derived from MIMIC-CXR. These datasets rely
on templates but use radiology reports as their original
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Clear lungs.

377,110 
chest X-ray images

227,827 free-text 
radiology reports

Extract
sentences

Derive 
257 regions

Localize 
29 regions

Chest 
Imagenome

Extract
indication

Extract
observations

Execute QA
Generation
Strategies

CXAS

Reference 
definitions

Question
templates Fine-tuning Grade

63,869 patients
217,424 studies
7,532,281 QA

Pre-Training Grade
63,883 patients
217,561 studies
31,230,906 QA

Statistics Llama 3.1 8B

Llama 3.1 70B

Llama 3.1 70B

Llama 3.1 70B

Build 
scene graphsMIMIC-CXR

BioLORD-2023-C  

Scene graph construction QA Generation Quality Assessment

Figure 2: Overview of our dataset construction pipeline. First, we construct scene graphs based
on information extracted from the radiology reports and regions localized in the images. Next, we
generate question-answer pairs based on templates and the scene graphs. Finally, we automatically
assess the quality of generated QA-pairs.

information source, where MIMIC-Ext-MIMIC-CXR-VQA leverages Chest ImaGenome’s (Wu et al.,
2021a) scene graphs and Medical-CXR-VQA employs an LLM-based extraction strategy similar to
ours but without semantic entity mapping, localization, and extraction of textual descriptions. The
largest chest X-ray VQA dataset to date, CheXinstruct (Chen et al., 2024), contains 8.5M QA-pairs
with images from multiple data sources. However, compared to our dataset, its questions and answers
are less diverse, being purely template-based and derived from dataset annotations instead of being
directly conditioned on the reports. Additionally, none of the described datasets provide the level of
detail and annotation richness found in our dataset, which includes bounding boxes, tags, and more
detailed, multi-part answers that mirror radiology report sentences.

Grounded Report Generation While localization is not yet common for medical VQA tasks,
grounded report generation, i.e. predicting radiology reports with bounding boxes is gaining popularity.
Notable examples include MAIRA-2 (Bannur et al., 2024), trained on reports manually annotated
with bounding boxes and MedTrinity-25M (Xie et al., 2025), a large-scale public dataset with
automatically generated reports with bounding boxes. ChEX (Müller et al., 2025) is another model
producing textual answers with bounding boxes but does not support VQA tasks.

Scene Graph Construction for Chest X-Rays During our VQA dataset construction, we auto-
matically derive scene graphs from radiology reports. A similar approach is employed by Chest
ImaGenome (Wu et al., 2021a;b), which uses rule-based information extraction, and RadGraph (Jain
et al., 2021), which uses a relation extraction model. We do not rely on any of those scene graphs
but instead leverage LLM-based extraction with semantic entity mapping to extract our own more
comprehensive and reliable scene graphs. Notably, our method defines a larger set of (localized)
regions (257) and findings (221) compared to Chest ImaGenome (29 regions, 53 findings), while
additionally rewriting report sentences to focus on specific aspects related to individual graph nodes.

3 THE CXR-QBA DATASET

We present our dataset CXR-QBA, a large-scale chest X-ray (CXR) VQA dataset derived from MIMIC-
CXR (Johnson et al., 2024b; 2019a), consisting of more than 42M QA-pairs. As shown in Fig. 1, each
QA sample (for a given chest X-ray) consists of a question (Q), a bounding box (B) supplemented
answer (A), and additional tags (regions, findings, certainties, and more). To build our dataset, we
propose an automatic pipeline highlighted in Fig. 2. More specifically, we first construct (visually
grounded) scene graphs based on the MIMIC-CXR radiology reports using LLM-based information
extraction, semantic concept mapping, and localization models (Sec. 3.1). These scene graphs provide
a structured description of the study, including sentences (derived from the report) for individual
observations. They serve as a data source for our question-answer generation, where we utilize both
template-based answers and answers derived from the rewritten report sentences (Sec. 3.2). Finally,
we automatically assess the quality of question-answer pairs using LLM-based evaluations (Sec. 3.3).

3
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3.1 SCENE GRAPH CONSTRUCTION

Given a MIMIC-CXR study with a radiology report and accompanying CXRs, we construct a scene
graph (Sec. D.1) consisting of sentence nodes, observation nodes, region nodes, an indication node,
and edges between them. Sentence nodes are directly extracted from the reports, containing the raw
sentences and their identified section names. Observation nodes represent individual aspects described
in the report’s FINDINGS or IMPRESSION section, containing (i) a textual description, (ii) bounding
boxes for associated CXR images and (iii) additional tags, such as positivity, certainty, laterality,
regions, and finding classes. Region nodes are created for mentioned anatomical structures and key
regions. The indication node contains information from the INDICATION section, including a textual
description and an individual observation node, derived from the FINDINGS and IMPRESSION
sections, that can act as an answer to the indication. We construct these scene graphs in three steps:
(a) region localization, (b) information extraction and (c) building the graphs using entity mapping.
We refer to Sec. E.1 for details.

Region Localization The bounding boxes in our scene graphs (and the derived QA-pairs) are based
on fine-grained anatomical structures, allowing us to localize associated findings very precisely. We
use the CXAS (Seibold et al., 2022; 2023) model to predict segmentation masks of 158 anatomical
structures on the 377 110 CXRs from MIMIC-CXR-JPG (Johnson et al., 2024a; 2019b). Additionally,
we use the bounding boxes provided by the Chest ImaGenome (Wu et al., 2021a;b) dataset, which
are provided for 29 anatomical structures in most frontal images of MIMIC-CXR. Next, we derive a
total of 257 localized anatomical structures based on combinations (e.g. intersections, unions, super
bounding boxes, etc.) of the available masks and bounding boxes. Finally, we discard any masks
or boxes that are too small and derive bounding boxes from the segmentation masks. Note that we
define 53 further regions/structures that are either non-localized (e.g. interstitial) or for which we do
not have bounding boxes, leading to a total of 310 structures/regions.

Information Extraction We use the 227 827 free-text radiology reports provided by MIMIC-CXR
as the main source of information for our scene graphs. Using the Llama 3.1 70B (Grattafiori
et al., 2024) model with few-shot prompting, we extract the relevant information (tags and textual
descriptions) in three steps. First, we extract individual sentences from the reports and detect their
sections. Next, we extract information about the INDICATION section and detect which FINDINGS
or IMPRESSION sentences may provide information related to the indication. Finally, we extract
individual observations described in the FINDING/IMPRESSION sentences.

Building Scene Graphs using Entity Mapping Given the extracted information from the reports
and the computed bounding boxes, we now construct the final scene graph. Therefore, we first map
extracted tags to pre-defined sets of values, our reference definitions. This assures high quality and
consistency of the scene graphs and enables mapping of observations to the extracted bounding boxes.
The reference definitions are based on tags used in other datasets (including PadChest (Bustos et al.,
2020) and Chest ImaGenome (Wu et al., 2021b)) as well as SNOMED-CT (SNOMED International,
2023)) and have been verified by clinical experts. They include synonym lists, hierarchies, and
relationships. For more robust mapping, we utilize the BioLORD (Remy et al., 2024) model as a
sentence transformer and identify the closest matching concept based on their semantic embeddings.
Additionally, we try to fill in missing information where possible, such as inferring the region from
an identified finding. Finally, we build a tree of region nodes (using the reference data) and attach the
indication information extracted from the report.

3.2 QUESTION-ANSWER GENERATION

Based on the information available in the scene graphs, we generate question-answer pairs (Sec. D.2)
using a template-based approach co-designed with radiologists. We incorporate the textual descrip-
tions from the observation nodes – which have been derived directly from the report – to provide
diverse and fine-grained answers. Each answer may consist of multiple answer parts (as shown in
Fig. 3 and Sec. A), each describing an individual aspect of the answer with its own sentence, bounding
boxes, and tags. We categorize answer parts into three types: (i) main-answers, (ii) details, and (iii)
related-information, allowing for controlled answer granularity. Answer parts are generated either
from templates using scene graph information or directly from observation nodes (Sec. E.2). Answer
parts may also be structured hierarchically, where we use parent-child edges from the scene graph.

4
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Q: Describe all abnormal findings in the given study.

There are mild degenerative changes in the thoracic
spine.

POSITIVE CERTAIN

Categories:

ANATOMICAL FINDING

Subcategories:

BONY STRUCTURES

Findings:

spinal degenerative changes

Modifiers:

severity: mild

Regions:

thoracic spine

The lungs are mildly hyperinflated.

POSITIVE CERTAIN

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

lung hyperexpansion

Modifiers:

severity: mild

Regions:

lungs

Figure 3: Answer with multiple
parts for different aspects, each
with a sentence, tags, and boxes.

To generate the question-answer pairs, we employ different
strategies for the four types of questions (shown in Fig. 1):

1. Indication: We use the paraphrased indication as
the question and create the answer based on the in-
dication node in the scene graph, answering the indi-
cation based on information in the FINDINGS and
IMPRESSION sections.

2. Study abnormality: We generate study-level ques-
tions using 13 different templates, with answer parts
(Fig. 3) based on (filtered) observation nodes.

3. Region abnormality: We generate questions about
individual regions using 6 different templates, consid-
ering any region mentioned and additionally randomly
sampling non-mentioned regions for balancing.

4. Finding: We generate questions about individual find-
ings using 7 different templates, considering any find-
ing mentioned and additionally randomly sampling
non-mentioned findings for balancing.

3.3 QUALITY ASSESSMENT

The dataset construction procedure described so far allows us to automatically generate large amounts
of QA-pairs. However, in each of the steps, errors may be introduced, affecting the overall quality of
the dataset. For example, errors during information extraction could lead to incorrect tags, therefore
leading to incorrectly filled answer templates or incorrectly selected observation nodes for answers.

To identify and filter such cases, we employ an automatic quality assessment strategy using an
LLM-as-a-judge. More specifically, we use Llama 3.1 8B (Grattafiori et al., 2024) to rate questions
and answers by the following five criteria: entailment (does the answer factually align with the
original report?), relevance (is the answer relevant to the question?), completeness (is the answer
missing something?), as well as question and answer clarity (is the question/answer clear and
grammatically correct?). Additionally, we assess the quality of the used scene graphs by identifying
missing information (e.g. missing tags or localization) or issues during the construction process.
Finally, we combine these individual assessments to compute an overall quality rating as one of A++,
A+, A, B, C, D, or not rated (see Sec. D.3). Based on these ratings, we propose two subsets, one for
pre-training and one for fine-tuning. We exclude all non-frontal images from these datasets, as the
localization quality on these images is comparatively low due to limitations in the localization models.
All QA-pairs with a grade of A or better are labeled as fine-tuning grade, resulting in 7.5M pairs,
while samples with grade B or better are considered pre-training grade, resulting in 31.2M pairs.

4 EVALUATION AND ANALYSIS

4.1 EVALUATION OF THE SCENE GRAPHS

We evaluate our scene graphs by comparing their tags and bounding boxes to hand-labeled expert
annotations on MIMIC-CXR, using the scene graphs from Chest ImaGenome (Wu et al., 2021a) as a
baseline. First, we evaluate the plausibility of finding tags by comparing study-level labels derived
from our scene graphs to two reference annotation sets: the radiologist annotations in MIMIC-CXR-
JPG v.2.1.0 (Johnson et al., 2024a) with 13 CheXpert (Irvin et al., 2019) classes and the CXR-LT 2024
(Holste et al., 2025; 2024) gold-standard dataset (task 2 test set) with 12 additional rare (long-tail)
classes. As shown in Tab. 2a, our approach (slightly) outperforms Chest ImaGenome, with strong
improvements (20%) on long-tail classes, demonstrating the value of our fine-grained finding tags
(221 classes) in capturing nuanced study details. To evaluate the accuracy of finding bounding boxes,
we compare them with annotations from MS-CXR (Boecking et al., 2024; 2022) (6 classes) and
REFLACX (Bigolin Lanfredi et al., 2021; 2022) (18 classes). We compute study-level pixel masks
for each finding as the union of all bounding boxes from positive observation nodes that contain
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Table 2: Evaluation of our scene graphs, comparing finding tags (a) and associated bounding boxes
(b) to expert annotations on MIMIC-CXR subsets, with 95% confidence intervals (bootstrapping,
n = 1000). Compared to Chest ImaGenome’s (Wu et al., 2021a) scene graphs, we achieve competitive
or superior performance, showing that our construction process yields plausible scene graphs.

(a) Evaluation of finding tags against 13 CheXpert (CXP) classes from the MIMIC-CXR-JPG test set and 25
classes, 13 CXP and 12 long-tail (LT) classes, from the CXR-LT 2024 gold standard dataset (Sec. C.2). We
report the Matthews Correlation Coefficient (MCC) macro-averaged over different finding subsets (CXP-5,
CXP-7, CXP-13, LT) and micro-averaged. Compared to Chest ImaGenome, we produce slightly more accurate
tags, performing especially well on long-tail classes, highlighting the importance of our fine-grained tags.

MIMIC-CXR-JPG Test [MCC] CXR-LT 2024 Gold [MCC]

Classes CXP-5 CXP-7 CXP-13 Micro CXP-7 CXP-13 LT-only CXR-LT Micro

Ours (scene graphs) 0.8
[0.77, 0.82]

0.81
[0.79, 0.84]

0.69
[0.67, 0.71]

0.71
[0.69, 0.73]

0.65
[0.61, 0.69]

0.57
[0.54, 0.6]

0.71
[0.67, 0.74]

0.64
[0.61, 0.66]

0.67
[0.65, 0.69]

Chest ImaGenome 0.78
[0.75, 0.81]

0.8
[0.78, 0.83]

0.66
[0.64, 0.69]

0.67
[0.65, 0.68]

0.65
[0.61, 0.68]

0.56
[0.54, 0.59]

0.59
[0.55, 0.63]

0.58
[0.55, 0.6]

0.64
[0.62, 0.66]

(b) Evaluation of finding bounding boxes against 6 finding classes from MS-CXR and 18 classes from REFLACX
(Sec. C.3). We report the pixel-level Intersection-over-Union (IoU), Intersection-over-Prediction (IoP), and
Intersection-over-Target (IoT), each thresholded at 30%, and micro-averaged. Compared to Chest ImaGenome,
our bounding boxes are better matching the hand-labeled boxes, especially leading to smaller and more precise
boxes (larger IoP), which we assume is due to our more fine-grained region annotations.

MS-CXR REFLACX

[IoU@30] [IoP@30] [IoT@30] [IoU@30] [IoP@30] [IoT@30]

Ours (scene graphs) 0.51
[0.47, 0.54]

0.56
[0.52, 0.6]

0.94
[0.92, 0.96]

0.45
[0.44, 0.47]

0.54
[0.53, 0.56]

0.87
[0.86, 0.88]

Chest ImaGenome 0.45
[0.42, 0.49]

0.48
[0.45, 0.52]

0.98
[0.97, 0.99]

0.42
[0.4, 0.43]

0.46
[0.44, 0.47]

0.95
[0.94, 0.96]

the specific finding tag. We calculate pixel-level Intersection-over-Union (IoU), Intersection-over-
Prediction (IoP), and Intersection-over-Target (IoT) for each finding class, considering only image
pairs with positive predictions and targets. Thresholding at 30% IoU/IoP/IoT, we micro-average
the results, reporting the percentage of accurately localized finding-boxes in Tab. 2b. On the IoU
metric, our scene graphs perform slightly better than the ones from Chest ImaGenome. The low
IoP values indicate that bounding boxes are often too large, but high IoT values suggest that they
generally cover the finding boxes well. This discrepancy arises because bounding boxes are derived
from anatomical regions mentioned in reports, whereas hand-labeled annotations are more precise.
Notably, our approach produces more precise boxes (higher IoP) than Chest ImaGenome, likely due
to our large number of fine-grained region annotations (257 region classes).

Our analysis confirms that our scene graphs contain plausible finding tags and bounding boxes, with
competitive or better quality than Chest ImaGenome. The bounding box quality, in turn, validates the
plausibility of our region tags. Overall, our construction process yields high-quality scene graphs,
making them a reliable foundation for generating QA samples.

4.2 QUALITY OF THE QA-SAMPLES

We assess the quality of our 42.2M QA pairs using an LLM-as-a-judge approach co-designed with
trained radiologists (Sec. 3.3). For quality control, we conducted a human study across the five rating
criteria (entailment, relevance, completeness, question clarity, and answer clarity), sampling 100
cases per criterion and rating them with the same information provided to the LLM. We found that
at most 2% of cases were overrated by the LLM (e.g., assigning fine-tuning instead of pre-training
grade), with high overall agreement (Cohen’s kappa) and a slight tendency of the LLM to be more
critical than human ratings. Details are provided in Sec. C.1.

Quality rating results for our dataset are shown in Fig. 4a. We found that 18.6% were fine-tuning
grade, 58.8% were pre-training grade, and 22.6% were marked for exclusion. Notably, 85% of
individual main answers were rated A or higher. We also analyzed the main causes of ratings (Fig. 4b)
and found that A+ samples were limited by minor incompleteness (minor details missing), A samples
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fine-tuning grade
7,831,370

pre-training grade
24,812,681

exclude
9,528,776 18.6%

58.8%

22.6%

42,172,827
Rating

A++
A+
A
B
C
D
not rated

Scene graph
(boxes & tags)

QA pair
(text)

Main answer
(text)

Details answer
(text)

Related info
(text)

(a) Overall rating (top) and sub-ratings (bottom).
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Figure 4: Results of quality assessment (Sec. 3.3). We identified a significant amount of fine-tuning
grade samples, while even pre-training grade samples provide factually accurate answers, especially
having high quality main answers.
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(b) Finding subcategories in study abnormality an-
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(c) Regions in region abnormality answers.
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Figure 5: Distribution of tags (finding subcategories, regions, findings) mentioned in answers of
different question types (indication, study abnormality, region abnormality, finding). We show their
positive ratios, i.e. how often they are mentioned in positive versus in negative answers (left) and plot
the number of positive and negative mentions of the most frequent tags (right). These fine-grained
tags enable filtering and balancing the dataset or can be used as additional supervision.

by minor entailment aspects (facts not explicitly mentioned in the report), while B samples were
restricted by issues with region/finding/localization extraction, completeness, and text clarity. Ratings
C were caused by major incompleteness or extraction issues, ratings D by contradicting entailments,
while non-rated samples where due to the LLM-judge not producing parsable outputs. Our analysis
shows that even pre-training grade samples provide factually accurate answers with minor flaws,
making them suitable for pre-training purposes.

4.3 FINDING- AND REGION-DISTRIBUTION IN QA-SAMPLES

Our answers include additional tags for findings (and their categories), regions, and answer positivity
(positive or negative finding), enabling filtering and balancing for specific applications. For instance,
undersampling negative answers can help mitigate model biases towards negative predictions. In
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Fig. 5 we analyze the distribution of these tags. We observe that indication questions tend to have
more positive mentions (Fig. 5a) – as there is a specific indication to check for – while study
abnormality questions have more negative ones (Fig. 5b) – as many samples are negative overall. In
region abnormality questions, most regions are mentioned slightly more often with positive than with
negative findings (Fig. 5c), while for finding questions mentions are mostly balanced (Fig. 5d). This
shows the success of our balanced region/finding sampling used for these two question types.

4.4 ANSWER CHARACTERISTICS
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Figure 6: Distribution of answer lengths. We
provide nuanced answers with detailed free-
text finding descriptions.

Our QA-samples provide detailed free-text answers
consisting of one or even multiple sentences (i.e. an-
swer parts). In Fig. 6, we analyze the distribution
of lengths of these answers and study differences be-
tween types of answers or questions. The median
answer length is 14 words, with similar lengths for
most question types except for indication questions,
where answers are much longer (46 words). We also
observe that related information answers are much
longer (22 words) than main answers (9 words) or
details answers (7 words), which is expected as they
can provide a lot additional context to the answers.
Answers describing positive findings are typically
very long (18 words), considerably longer than nega-
tive finding answers (10 words). This highlights that
our dataset provides nuanced finding description in
their answers, following the level of detail typically
present in radiology reports.

5 STRUCTURED VQA TASK

Table 3: Results on the structured VQA task,
with 95% confidence intervals. Compari-
son of our baseline trained on this task and
MAIRA-2 with adapted prompt. Our dataset
enables training vision-language models to
predict logically correct, visually grounded,
and tagged answers.

Ours MAIRA-2

R
ad

St
ru

cV
Q

A
R

ad
Fa

ct

Logical Prec. 0.76
[0.75, 0.76]

0.25
[0.25, 0.26]

Logical Rec. 0.75
[0.74, 0.76]

0.64
[0.63, 0.65]

Grounding Prec. 0.87
[0.87, 0.88]

0.69
[0.67, 0.71]

Grounding Rec. 0.89
[0.88, 0.89]

0.12
[0.11, 0.12]

Ta
gs

Finding Prec. 0.68
[0.67, 0.69]

–

Finding Rec. 0.66
[0.66, 0.67]

–

Finding-pos Prec. 0.41
[0.40, 0.43]

–

Finding-pos Rec. 0.26
[0.25, 0.27]

–

Region Prec. 0.67
[0.66, 0.68]

–

Region Rec. 0.66
[0.65, 0.67]

–

To showcase the utility of our dataset, we introduce
the Structured Visual Question Answering (structured
VQA) task. Given a free-text question, the model
is expected to generate a (multi-part) free-text an-
swer accompanied by bounding boxes and tags (e.g.,
findings, regions). Unlike classical VQA, this task
demands more structured answers, thus improving
interpretability and clinical utility.

Baseline Model We implement a baseline model
based on the Llava architecture (Liu et al., 2023), us-
ing Rad-DINO (Pérez-Garcı́a et al., 2025) for image
encoding and the Llama 3.2 3B (Grattafiori et al.,
2024) language model. Our CXR-QBA dataset pro-
vides the necessary targets, which we format into
sequences using XML-style structures and special
tokens to represent tags and bounding boxes. We
then fine-tune the model for one epoch on 1M QA-
pairs (MIMIC-CXR train split). We provide some
ablations in Sec. F.1. However, our primary goal is
to demonstrate the utility of our dataset and establish
a baseline. Detailed studies of model design choices
and scaling are therefore considered out of scope and
left for future work.

RadStrucVQA Metric For evaluation, we introduce the RadStrucVQA metric, which closely
follows the RadFact (Bannur et al., 2024) metric introduced for radiology report generation but is
generalized to structured VQA. Like RadFact, we identify whether individual predicted answer parts

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

are entailed with target answer parts and vice-versa, in our casing using Llama 3.1 8B. For entailed
pairs, we compute whether they are visually grounded, i.e. whether their bounding boxes are precise
enough considering their references, and whether finding and region tags are correctly reported. This
is conducted bi-directionally, using either the targets as references for the predictions or vice-versa,
resulting in precision or recall scores, respectively. More details can be found in Sec. F.2.

Results We evaluate our baseline model on our fine-tuning grade test set. As the structured VQA
task is newly introduced, no dedicated baselines exist. For comparison, we thus select MAIRA-2
(Bannur et al., 2024), the only publicly available CXR report generation model that supports bounding
box prediction. To partially support the task, we adapt its prompt. However, tag prediction is not
supported. Further details are provided in Sec. F.3.

Results are shown in Tab. 3. Our model achieves high scores in both textual content (logical) and
grounding metrics. As expected, MAIRA-2 performed lower on all metrics, but achieved 85% of
our model’s logical recall, suggesting it captured most relevant information while also including
extraneous details (lower precision). This aligns with its training objective of comprehensive reporting
but also indicates that our dataset’s answers do not contradict with MAIRA-2’s predictions, further
confirming the quality of our dataset. MAIRA-2’s grounding precision significantly exceeded its
recall, because it was trained to predict bounding boxes only for positive findings. Our model
successfully predicts finding and region tags in most cases. However, performance drops when
focusing solely on positive findings (finding-pos), indicating potential underprediction due to
our training procedure or limitations in the pre-trained components. While further analysis would
be required, such problems may also lead to flaws in textual answers. Importantly, our dataset’s
detailed tags enable fine-grained analysis of such issues while also enabling potential solutions like
data filtering or balancing, making it well-suited for complex training scenarios.

6 DISCUSSION

6.1 USE CASES AND IMPACT

We introduced the CXR-QBA dataset, a large-scale, automatically constructed VQA dataset for CXRs
offering structured, tagged, and localized answers. By design, it is particularly well-suited for the
structured VQA task proposed in Sec. 5. Additionally, its large size and detailed answers make it a
valuable resource for pre-training vision-language models. The accompanying tags further enable
filtering and balancing of the dataset to suite specific needs. Furthermore, our fine-grained scene
graphs with bounding boxes, textual descriptions, and tags can serve as a versatile data source for
various purposes. For instance, they can be leveraged to create customized datasets for grounded
report generation or VQA, or even as a direct training source for graph generation models to predict
scene graphs on unseen chest X-rays, enabling the creation of even larger datasets. Moreover, the
bounding boxes and tags provided with the scene graphs can be used for longitudinal analysis,
including region-level examination. They can also be used to train models for pathology localization
or classification, providing fine-grained and long-tail diagnosis targets that are often lacking in
existing datasets. Finally, we release all source code for dataset construction, enabling future work to
transfer our dataset construction framework to other modalities beyond chest X-rays.

6.2 LIMITATIONS

Our dataset was automatically constructed, relying on models and templates instead of human
annotations. While this enables the generation of a large number of QA-pairs, it may also introduce
potential errors and biases. We apply automatic quality assessments and extensive quality controls
to mitigate these risks, but users should still be aware that inaccuracies may remain and exercise
caution in critical applications. We strongly advise against using this dataset as the sole source
for fine-tuning or evaluating models in clinical practice. For such purposes, we recommend using
small-scale, gold-standard (fully human-annotated) datasets, which are, however, beyond the scope
of this work. Furthermore, our template-based approach may also limit diversity and introduce
grammatical errors, though we partially mitigate these issues by incorporating answers from actual
report sentences and through quality assessment. Additionally, the dataset focuses on individual chest
X-ray studies, excluding longitudinal and differential questions as well as other imaging modalities.
Future work could extend our approach to broader question types and modalities.
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ETHICS STATEMENT

This work does not directly involve human subjects and does not collect new human subject data. All
human subject data used (such as chest X-rays or radiology reports) are derived from existing public
datasets, which were collected independently of and prior to this work. We will release the dataset as
a credentialed dataset on the Physionet platform (Goldberger et al., 2000). This ensures compliance
with the license of MIMIC-CXR (Johnson et al., 2024b), from which our dataset is derived. It also
serves to protect the included data, which is indirectly derived from patient health information. While
enabling researcher access, it restricts use for other purposes and requires completion of a privacy
and ethics course. Furthermore, to protect privacy and comply with the MIMIC-CXR license, all data
processing was performed locally, and no data were sent to external services.

REPRODUCIBILITY STATEMENT

We provide full details to ensure reproducibility of our work. The construction of the dataset
is described in Sec. 3, with additional information in Secs. D and E. The structured VQA task
and associated metrics are presented in Sec. 5, with further details in Sec. F. All source code for
dataset construction and the structured VQA task is available at https://anonymous.4open.
science/r/mimic-ext-cxr-qba/ and will be made publicly accessible. The constructed
dataset will be released through the PhysioNet platform (Goldberger et al., 2000), where it will be
accessible to researchers after credentialing by PhysioNet (which requires a short online training).
This hosting is necessary because the dataset is derived from MIMIC-CXR.

REFERENCES

Seongsu Bae, Daeun Kyung, Jaehee Ryu, Eunbyeol Cho, Gyubok Lee, Sunjun Kweon, Jungwoo Oh,
Lei JI, Eric Chang, Tackeun Kim, and Edward Choi. MIMIC-Ext-MIMIC-CXR-VQA: A Complex,
Diverse, And Large-Scale Visual Question Answering Dataset for Chest X-ray Images, 2024. URL
https://physionet.org/content/mimic-ext-mimic-cxr-vqa/1.0.0/.

Shruthi Bannur, Kenza Bouzid, Daniel C. Castro, Anton Schwaighofer, Anja Thieme, Sam Bond-
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A EXAMPLE QA-PAIRS FROM OUR DATASET

Q: Patient with bleach ingestion should be assessed for
free air under the diaphragm.

There is no evidence of free air under the diaphragm.

NEGATIVE CERTAIN

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

ABDOMINAL DISEASE DIAPHRAGM

Findings:

sub-diaphragmatic air

Regions:

diaphragm

Q: Male, post attempted subclavian placement;
pneumothorax should be ruled out.

Pneumothorax is ruled out: there is no evidence of
pneumothorax.

NEGATIVE CERTAIN

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

pneumothorax

Regions:

lungs

(a) Negative.

Q: Follow-up after biopsy.

The follow-up after biopsy shows a small parenchymal
opacity surrounding a clip in the left lower lobe,
indicating a possible post-biopsy change.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DEVICE DISEASE

Subcategories:

LUNG FIELD PROCEDURES

PULMONARY DISEASES

Findings:

lung opacity surgical clips

Modifiers:

severity: small

Regions:

lung lower lobe left

Q: Male with shortness of breath; should be evaluated for
an acute process.

There is evidence of an acute process: a new small left
pleural effusion is present.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

costophrenic angle blunting pleural effusion

Modifiers:

severity: small

Regions:

left costophrenic angle left pleura

(b) Positive.

Figure 7: Examples of indication questions. Questions are based on the paraphrased INDICATION
section while each main answer is generated based on the indication node from the scene graph.

Q: Describe all abnormal findings in the given study.

This study does not show any abnormal findings.

NEGATIVE CERTAIN BILATERAL

Categories:

DEVICE ANATOMICAL FINDING DISEASE

Findings:

normal study

Regions:

chest

Q: Describe all abnormal findings in the given study.

There is mild opacification in the right mid lung.

POSITIVE CERTAIN RIGHT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

lung opacity

Modifiers:

severity: mild

Regions:

right mid zone lung

This is probably atelectasis.

POSITIVE LIKELY RIGHT

Categories:

ANATOMICAL FINDING

Subcategories:

LUNG FIELD

Findings:

atelectasis

Regions:

right mid zone lung

The right hemidiaphragm is elevated.

POSITIVE CERTAIN RIGHT

Categories:

ANATOMICAL FINDING

Subcategories:

DIAPHRAGM

Findings:

elevated hemidiaphragm

Regions:

right hemidiaphragm

Q: Evaluate the mediastinum.

The mediastinumal contours are normal.

NEGATIVE CERTAIN

Subcategories:

MEDIASTINUM

Findings:

normal mediastinum

Regions:

mediastinum

Q: Describe any abnormal findings in the lung fields.

The lungs are relatively hyperinflated.

POSITIVE CERTAIN

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

lung hyperexpansion

Regions:

lungs

(a) Abnormality descriptions (study-level or category-level).

Q: Are the cardiac structures normal?

Yes, the cardiac structures are normal.

NEGATIVE CERTAIN BILATERAL

Subcategories:

CARDIAC STRUCTURES

Findings:

normal cardiac silhouette

Regions:

heart

The heart is at the upper limits of normal size.

NEGATIVE CERTAIN

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

CARDIAC STRUCTURES

CARDIOVASCULAR DISEASES

Findings:

cardiomegaly

Modifiers:

severity: top normal

Regions:

heart

Q: Is the diaphragm normal and is there there no free air
below it?

No, there are abnormalities related to the diaphragm:

POSITIVE CERTAIN BILATERAL

Subcategories:

DIAPHRAGM

Findings:

flattened diaphragm lung hyperexpansion

Regions:

diaphragm lungs

The hemidiaphragms are flattened.

POSITIVE CERTAIN

Categories:

ANATOMICAL FINDING

Subcategories:

DIAPHRAGM

Findings:

flattened diaphragm

Regions:

diaphragm

This is consistent with hyperinflation.

POSITIVE CERTAIN

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

lung hyperexpansion

Regions:

lungs

(b) Abnormality assessment (category-level).

Q: Check for the presence of implants.

A left pectoral pacemaker is in place.

POSITIVE CERTAIN LEFT

Categories:

DEVICE

Subcategories:

IMPLANT

Findings:

pacemaker

Regions:

left chest

The pacemaker has dual leads terminating in the
right atrium and right ventricle.

POSITIVE CERTAIN RIGHT

Categories:

DEVICE

Subcategories:

DEVICE PART

Findings:

lead

Regions:

heart atrium right heart ventricle right

Q: Check for the presence of implants.

There are extensive postoperative changes in the
thoracic spine, with hardware in place.

POSITIVE CERTAIN

Categories:

DEVICE

Subcategories:

PROCEDURES

Findings:

surgery

Regions:

thoracic spine

There is hardware in place in the thoracic spine.

POSITIVE CERTAIN

Categories:

DEVICE

Subcategories:

IMPLANT

Findings:

implant

Regions:

thoracic spine

(c) Device descriptions.

Figure 8: Examples of study abnormality questions. Questions are based on one of 13 templates.
Answers may consist of several answer parts, where each describes an individual aspect (about the
overall study or a finding category). Individual answer parts are constructed based on observation
nodes, filtered based on finding categories relevant to the question, where individual answer parts
may be organized hierarchically (indicated by indentations) based on parent-child edges in the scene
graph. Additionally assessment answers (b) start with a template-based yes/no answer.
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Q: Describe the right hemidiaphragm.

There is no free air below the right hemidiaphragm.

NEGATIVE CERTAIN RIGHT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

DIAPHRAGM ABDOMINAL DISEASE

Findings:

sub-diaphragmatic air

Regions:

right hemidiaphragm

The hemidiaphragms are intact and in normal position.

NEGATIVE CERTAIN BILATERAL

Categories:

ANATOMICAL FINDING

Subcategories:

DIAPHRAGM

Findings:

elevated hemidiaphragm

Regions:

diaphragm

Q: Describe the ribs.

There is a posterior right third rib fracture.

POSITIVE CERTAIN RIGHT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

BONY STRUCTURES FRACTURE BONE

Findings:

rib fracture

Regions:

posterior 3rd rib right

Q: Describe all abnormal findings in the left lung.

There are streaky left basilar opacities.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

lung opacity

Modifiers:

texture: streaky

Regions:

left lung base

Most suggestive of minor atelectasis.

POSITIVE LIKELY LEFT

Categories:

ANATOMICAL FINDING

Subcategories:

LUNG FIELD

Findings:

atelectasis

Modifiers:

severity: small

Regions:

left lung base

Q: Describe the left lower lobe.

There is consolidation/atelectasis in the left lower lobe.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

INFECTION

Findings:

consolidation

Regions:

lung lower lobe left

Additionally, note that further findings are observed in
the left pleura

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

pleural effusion

Regions:

left pleura

There is a moderate left pleural effusion.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

pleural effusion

Modifiers:

severity: moderate

Regions:

left pleura

(a) Region description.

Q: Is the heart normal?

Yes, the heart is normal, there are no abnormal findings
associated with it.

NEGATIVE CERTAIN BILATERAL

Categories:

DEVICE ANATOMICAL FINDING DISEASE

Findings:

normal cardiac silhouette

Regions:

heart

The cardiac silhouette is normal.

NEGATIVE CERTAIN

Categories:

ANATOMICAL FINDING

Subcategories:

CARDIAC STRUCTURES

Findings:

normal cardiac silhouette

Regions:

heart

Q: Is the pulmonary artery normal?

No, the pulmonary artery is associated with the
following abnormal findings:

POSITIVE CERTAIN

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

CARDIOVASCULAR DISEASES

Findings:

vascular redistribution

Regions:

pulmonary artery

There is pulmonary vascular redistribution.

POSITIVE CERTAIN

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

CARDIOVASCULAR DISEASES

Findings:

vascular redistribution

Regions:

pulmonary artery

(b) Region assessment.

Q: Check the right chest for implants.

A right pectoral pacemaker is seen.

POSITIVE CERTAIN RIGHT

Categories:

DEVICE

Subcategories:

IMPLANT

Findings:

pacemaker

Regions:

breast right

Q: Are there any implants in or near the right ventricle?

Yes, visible in or near the right ventricle:

POSITIVE CERTAIN BILATERAL

Subcategories:

IMPLANT DEVICE PART

Findings:

pacemaker lead

Regions:

heart ventricle right heart atrium right left chest

A pulse generator is present in the left chest wall.

POSITIVE CERTAIN LEFT

Categories:

DEVICE

Subcategories:

IMPLANT

Findings:

pacemaker

Regions:

left chest

Pacing leads are terminating in the right atrium and
right ventricle.

POSITIVE CERTAIN RIGHT

Categories:

DEVICE

Subcategories:

DEVICE PART

Findings:

lead

Regions:

heart atrium right heart ventricle right

(c) Region devices.

Figure 9: Examples of region abnormality questions. Questions are based on one of 6 templates.
Answers may consist of several answer parts, where each describes an individual aspect (about
the region). Individual answer parts are constructed based on observation nodes relevant to the
region, where individual answer parts may be organized hierarchically (indicated by indentations)
based on parent-child edges in the scene graph. Additionally assessment answers (b) start with a
template-based yes/no answer. Some templates also ask specifically about devices in the region (c).
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Q: Is there any indication of pneumothorax?

No, there is no indication of pneumothorax.

NEGATIVE CERTAIN BILATERAL

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

pneumothorax

Regions:

lungs

However, note that the following findings are observed:

POSITIVE CERTAIN BILATERAL

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

pleural effusion lung opacity

Regions:

mid zone lung upper zone lung right pleura

There is primarily mid and upper lung zone
opacification.

POSITIVE CERTAIN

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

lung opacity

Regions:

mid zone lung upper zone lung

... and 2 more sub-answers 

Q: Is there any indication of pneumonia?

The presence of pneumonia is uncertain but possible.

POSITIVE UNCERTAIN RIGHT

Categories:

DISEASE

Subcategories:

INFECTION PULMONARY DISEASES

Findings:

pneumonia

Regions:

right lung base

There is peribronchial opacification at the base of the
right lung.

POSITIVE CERTAIN RIGHT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

lung opacity

Regions:

right lung base

It could be due to aspiration.

POSITIVE UNCERTAIN RIGHT

Categories:

DISEASE

Subcategories:

PULMONARY DISEASES

Findings:

aspiration

Regions:

right lung base

... and 2 more sub-answers 

(a) Finding assessment.

Q: How severe is the atelectasis?

There is no atelectasis.

NEGATIVE CERTAIN BILATERAL

Categories:

ANATOMICAL FINDING

Subcategories:

LUNG FIELD

Findings:

atelectasis

Regions:

lungs

Q: How severe is the pleural effusion?

The pleural effusion is small.

POSITIVE CERTAIN BILATERAL

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

pleural effusion

Regions:

pleura

There are small bilateral pleural effusions.

POSITIVE CERTAIN BILATERAL

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

pleural effusion

Modifiers:

severity: small

Regions:

pleura

There is pulmonary edema.

POSITIVE CERTAIN

Categories:

DISEASE

Subcategories:

CARDIOVASCULAR DISEASES

Findings:

pulmonary edema

Regions:

lungs

(b) Finding description.

Q: Where is the rib fracture located?

The rib fracture is located in the anterior 6th rib left.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

BONY STRUCTURES FRACTURE BONE

Findings:

rib fracture

Regions:

anterior 6th rib left

There is an angular appearance to the anterolateral
margin of the left sixth rib, suggesting a non-displaced
fracture.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

BONY STRUCTURES FRACTURE BONE

Findings:

rib fracture

Regions:

anterior 6th rib left

Q: Where is the lung opacity located?

The lung opacity is located in the left lung base.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

lung opacity

Regions:

left lung base

There is patchy opacity within the left lung base.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING DISEASE

Subcategories:

LUNG FIELD PULMONARY DISEASES

Findings:

lung opacity

Modifiers:

texture: patchy

Regions:

left lung base

It may reflect atelectasis.

POSITIVE CERTAIN LEFT

Categories:

ANATOMICAL FINDING

Subcategories:

LUNG FIELD

Findings:

atelectasis

Regions:

left lung base

(c) Finding location.

Q: Is a tube visible in the study?

Yes, there is a tube.

POSITIVE CERTAIN BILATERAL

Categories:

DEVICE

Subcategories:

TUBES LINES PORTS

Findings:

tube

Regions:

esophagus chest

The upper enteric drainage tube is in the lower
esophagus.

POSITIVE CERTAIN

Categories:

DEVICE

Subcategories:

TUBES LINES PORTS

Findings:

nasoenteral tube

Regions:

esophagus

The side ports are not in the stomach.

POSITIVE CERTAIN

Categories:

DEVICE

Subcategories:

TUBES LINES PORTS

Findings:

chest port

Regions:

stomach

... and 1 more sub-answers 

Q: Is a prosthetic heart valve visible in the study?

Yes, there is a prosthetic heart valve.

POSITIVE CERTAIN

Categories:

DEVICE

Subcategories:

IMPLANT

Findings:

prosthetic heart valve

Regions:

mitral valve

The replaced mitral valve appears intact.

POSITIVE CERTAIN

Categories:

DEVICE

Subcategories:

IMPLANT

Findings:

prosthetic heart valve

Regions:

mitral valve

(d) Device.

Figure 10: Examples of finding questions. Questions are based on one of 7 templates. Answers start
with a template-based answer part to identify the finding presence (a), provide a severity summary
(b), describe the location (c), or presence of a device (d). Additional details may be provided in
answer parts based on observation nodes relevant to the finding, where individual answer parts may be
organized hierarchically (indicated by indentations) based on parent-child edges in the scene graph.
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B FINDING- AND REGION-DISTRIBUTION IN QA-SAMPLES
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(b) Finding sub-categories (all samples).
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(c) Regions (all samples).
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(d) Findings (all samples).

Figure 11: Tags (finding main- and sub-categories, regions, findings) mentioned in answers. We show
their positive ratios (top/left), i.e. how often they are mentioned in positive versus in negative answer
parts and plot the number of positive and negative mentions of the most frequent tags (bottom/right).

C EVALUATION DETAILS

C.1 QA EVALUATION: ASSESSMENT OF THE LLM-AS-A-JUDGE

Table 4: Systematic study to reliably quantify the effectiveness of the LLM-as-a-judge. For each of
the five quality criteria (entailment, relevance, completeness, question clarity, answer clarity), we
independently sampled 100 cases (without replacement). Each of these cases was rated by a human
annotator provided with the same information available to the LLM-as-a-judge. We show two metrics:
(i) the percentage of cases where LLM judgment lead to an overrated grade (e.g. fine-tuning instead
of pre-training grade) compared to human judgment and (ii) Cohen’s kappa, a standard metric for
inter-rater reliability. In a maximum of 2% of the cases the LLM judgment lead to an overrated grade
while we found overall high agreement with a tendency of the LLM to be more critical than human
ratings (especially for completeness and clarity).

Metric Entailment Relevance Completeness Question clarity Answer clarity

(7 classes) (4 classes) (5 classes) (6 classes) (5 classes)
% overrated grade 1% 0% 2% 0% 0%

Cohen’s kappa 0.49 0.65 0.41 0.32 0.32
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Figure 12: Confusion matrix comparing the assigned quality ratings between using Llama3.1 8b
(default) and Llama3.1 70b as an LLM-judge (see Secs. 3.3 and 4.2). In most cases, ratings differ
only slightly. Most importantly, low-quality samples (as rated by Llama3.1 70b) are almost never
assigned to fine-tuning grades (A or higher) by Llama3.1 8b. We thus decided to use Llama3.1 8b as
our default rater, as it is much more computationally efficient.

C.2 SCENE GRAPH EVALUATION: FINDING TAGS

Table 5: Evaluation of finding tags against the 13 CheXpert (CXP) classes from the MIMIC-CXR-JPG
test set (Sec. 4.1). We show finding-level scores, macro-averages over subsets and the micro-average,
with 95% confidence intervals (bootstrapping, n = 1000).

MIMIC-CXR-JPG Johnson et al. (2024a) Test

[Precision] [Recall] [F1] [MCC]

Ours Chest ImaG. Ours Chest ImaG. Ours Chest ImaG. Ours Chest ImaG.

Findings in CXP-5, CXP-7, and CXP-13
Atelectasis 0.82

[0.78, 0.87]
0.78

[0.73, 0.83]
0.99

[0.97, 1.0]
0.99

[0.98, 1.0]
0.9

[0.87, 0.93]
0.88

[0.84, 0.9]
0.84

[0.8, 0.88]
0.81

[0.77, 0.85]
Cardiomegaly 0.64

[0.58, 0.7]
0.67

[0.61, 0.74]
0.85

[0.78, 0.9]
0.82

[0.75, 0.87]
0.73

[0.67, 0.78]
0.74

[0.68, 0.79]
0.61

[0.54, 0.68]
0.63

[0.56, 0.69]
Consolidation 0.83

[0.73, 0.91]
0.77

[0.68, 0.86]
0.87

[0.79, 0.94]
0.93

[0.86, 0.99]
0.85

[0.78, 0.91]
0.84

[0.78, 0.9]
0.83

[0.75, 0.9]
0.83

[0.76, 0.89]
Edema 0.94

[0.9, 0.98]
0.9

[0.85, 0.95]
0.8

[0.73, 0.86]
0.8

[0.74, 0.86]
0.86

[0.82, 0.9]
0.85

[0.8, 0.89]
0.83

[0.77, 0.87]
0.8

[0.74, 0.85]
Pleural Effusion 0.9

[0.86, 0.93]
0.86

[0.82, 0.9]
0.98

[0.96, 1.0]
0.97

[0.94, 0.99]
0.94

[0.92, 0.96]
0.91

[0.89, 0.94]
0.89

[0.85, 0.92]
0.85

[0.8, 0.89]

Findings in CXP-7 and CXP-13
Pneumonia 0.92

[0.87, 0.96]
0.89

[0.84, 0.94]
0.94

[0.89, 0.97]
0.95

[0.91, 0.98]
0.93

[0.89, 0.96]
0.92

[0.89, 0.95]
0.91

[0.87, 0.95]
0.9

[0.86, 0.94]
Pneumothorax 0.78

[0.64, 0.89]
0.79

[0.66, 0.91]
0.84

[0.71, 0.95]
0.89

[0.78, 0.98]
0.8

[0.69, 0.89]
0.84

[0.74, 0.92]
0.79

[0.68, 0.88]
0.83

[0.72, 0.91]

Findings in CXP-13
Enlarged Cardiom. 0.51

[0.37, 0.65]
0.61

[0.41, 0.8]
0.39

[0.29, 0.51]
0.23

[0.13, 0.33]
0.44

[0.34, 0.55]
0.33

[0.2, 0.45]
0.39

[0.28, 0.51]
0.33

[0.19, 0.45]
Lung Lesion 0.17

[0.12, 0.22]
0.68

[0.56, 0.79]
0.81

[0.69, 0.91]
0.87

[0.76, 0.95]
0.28

[0.21, 0.35]
0.76

[0.66, 0.84]
0.25

[0.17, 0.32]
0.74

[0.64, 0.83]
Lung Opacity 0.62

[0.56, 0.69]
0.28

[0.24, 0.31]
0.83

[0.77, 0.89]
1.0

[1.0, 1.0]
0.71

[0.65, 0.76]
0.43

[0.39, 0.48]
0.61

[0.54, 0.68]
0.2

[0.17, 0.23]
Pleural Other 0.54

[0.36, 0.71]
0.3

[0.19, 0.42]
0.87

[0.7, 1.0]
0.92

[0.76, 1.0]
0.67

[0.49, 0.8]
0.45

[0.31, 0.58]
0.67

[0.51, 0.79]
0.5

[0.37, 0.6]
Fracture 0.67

[0.54, 0.79]
0.6

[0.47, 0.73]
0.92

[0.82, 1.0]
0.82

[0.68, 0.93]
0.77

[0.67, 0.86]
0.69

[0.58, 0.79]
0.77

[0.67, 0.85]
0.68

[0.56, 0.78]
Support Devices 0.61

[0.56, 0.66]
0.62

[0.56, 0.67]
0.98

[0.96, 1.0]
0.83

[0.77, 0.88]
0.75

[0.71, 0.79]
0.71

[0.66, 0.75]
0.63

[0.59, 0.68]
0.54

[0.48, 0.61]

Macro-averages
CheXpert-5 (CXP-5) 0.83

[0.79, 0.85]
0.8

[0.77, 0.83]
0.9

[0.87, 0.92]
0.9

[0.88, 0.92]
0.85

[0.83, 0.87]
0.84

[0.82, 0.86]
0.8

[0.77, 0.82]
0.78

[0.75, 0.81]
CheXpert-7 (CXP-7) 0.83

[0.8, 0.86]
0.81

[0.78, 0.84]
0.89

[0.87, 0.92]
0.91

[0.88, 0.93]
0.86

[0.83, 0.88]
0.85

[0.83, 0.87]
0.81

[0.79, 0.84]
0.8

[0.78, 0.83]
CheXpert-13 (CXP-13) 0.69

[0.66, 0.71]
0.67

[0.65, 0.7]
0.85

[0.83, 0.87]
0.85

[0.82, 0.87]
0.74

[0.72, 0.76]
0.72

[0.7, 0.74]
0.69

[0.67, 0.71]
0.66

[0.64, 0.69]

Micro 0.68
[0.66, 0.7]

0.63
[0.61, 0.65]

0.89
[0.87, 0.9]

0.88
[0.86, 0.89]

0.77
[0.75, 0.79]

0.73
[0.72, 0.75]

0.71
[0.69, 0.73]

0.67
[0.65, 0.68]
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Table 6: Evaluation of finding tags against the 13 CXP and 12 long-tail (LT) classes from the CXR-LT
2024 gold standard dataset (Sec. 4.1). We show finding-level scores, macro-averages over different
subsets and the micro-average, with 95% confidence intervals (bootstrapping, n = 1000).

CXR-LT 2024 Holste et al. (2025) Gold

[Precision] [Recall] [F1] [MCC]

Ours Chest ImaG. Ours Chest ImaG. Ours Chest ImaG. Ours Chest ImaG.

Findings in CXP-5, CXP-7, CXP-13, and CXR-LT
Atelectasis 0.55

[0.47, 0.62]
0.56

[0.49, 0.61]
0.82

[0.75, 0.88]
0.99

[0.97, 1.0]
0.66

[0.59, 0.71]
0.71

[0.65, 0.76]
0.48

[0.4, 0.57]
0.59

[0.54, 0.65]
Cardiomegaly 0.82

[0.76, 0.88]
0.85

[0.79, 0.91]
0.85

[0.79, 0.91]
0.8

[0.73, 0.86]
0.84

[0.79, 0.88]
0.82

[0.77, 0.87]
0.73

[0.66, 0.79]
0.72

[0.65, 0.79]
Consolidation 0.82

[0.73, 0.91]
0.74

[0.63, 0.83]
0.86

[0.76, 0.93]
0.89

[0.8, 0.95]
0.84

[0.77, 0.9]
0.8

[0.73, 0.87]
0.8

[0.72, 0.87]
0.76

[0.67, 0.83]
Edema 0.73

[0.63, 0.83]
0.69

[0.6, 0.79]
0.64

[0.55, 0.74]
0.71

[0.61, 0.8]
0.68

[0.6, 0.76]
0.7

[0.62, 0.77]
0.59

[0.5, 0.69]
0.6

[0.5, 0.69]
Pleural Effusion 0.82

[0.76, 0.87]
0.78

[0.73, 0.84]
0.93

[0.9, 0.97]
0.97

[0.94, 0.99]
0.87

[0.83, 0.91]
0.87

[0.83, 0.9]
0.77

[0.7, 0.82]
0.76

[0.7, 0.82]

Findings in CXP-7, CXP-13, and CXR-LT
Pneumonia 0.38

[0.19, 0.58]
0.13

[0.07, 0.21]
0.45

[0.25, 0.67]
0.76

[0.55, 0.94]
0.41

[0.22, 0.58]
0.23

[0.13, 0.33]
0.38

[0.19, 0.55]
0.24

[0.13, 0.34]
Pneumothorax 0.85

[0.73, 0.95]
0.8

[0.7, 0.9]
0.85

[0.72, 0.94]
0.96

[0.89, 1.0]
0.85

[0.75, 0.92]
0.87

[0.8, 0.94]
0.83

[0.72, 0.91]
0.86

[0.78, 0.93]

Findings in CXP-13 and CXR-LT
Enlarged Cardiom. 0.78

[0.57, 0.95]
1.0

[1.0, 1.0]
0.13

[0.07, 0.2]
0.1

[0.05, 0.17]
0.22

[0.13, 0.32]
0.18

[0.1, 0.29]
0.24

[0.13, 0.35]
0.27

[0.19, 0.36]
Lung Lesion 0.01

[0.0, 0.03]
0.05

[0.0, 0.12]
0.5

[0.0, 1.0]
0.75

[0.0, 1.0]
0.02

[0.0, 0.06]
0.1

[0.0, 0.22]
0.0

[-0.09, 0.1]
0.18

[-0.02, 0.3]
Lung Opacity 0.92

[0.87, 0.96]
0.54

[0.49, 0.59]
0.77

[0.72, 0.84]
1.0

[1.0, 1.0]
0.84

[0.8, 0.88]
0.7

[0.66, 0.74]
0.73

[0.66, 0.79]
0.35

[0.29, 0.4]
Pleural Other 0.11

[0.0, 0.24]
0.23

[0.13, 0.34]
0.19

[0.0, 0.43]
1.0

[1.0, 1.0]
0.14

[0.0, 0.29]
0.38

[0.23, 0.51]
0.1

[-0.05, 0.26]
0.45

[0.34, 0.55]
Fracture 0.89

[0.78, 0.98]
0.84

[0.72, 0.94]
0.91

[0.81, 0.98]
0.82

[0.69, 0.93]
0.9

[0.82, 0.95]
0.83

[0.73, 0.9]
0.89

[0.8, 0.95]
0.81

[0.69, 0.89]
Support Devices 0.92

[0.88, 0.96]
0.93

[0.9, 0.97]
0.93

[0.89, 0.96]
0.83

[0.77, 0.88]
0.92

[0.9, 0.95]
0.88

[0.84, 0.91]
0.83

[0.77, 0.88]
0.75

[0.68, 0.82]

Findings in LT-only, and CXR-LT
Calcification of Aorta 0.95

[0.83, 1.0]
0.95

[0.88, 1.0]
0.43

[0.28, 0.58]
0.93

[0.85, 1.0]
0.6

[0.43, 0.73]
0.94

[0.89, 0.99]
0.61

[0.48, 0.73]
0.94

[0.87, 0.99]
Emphysema 0.58

[0.41, 0.74]
0.54

[0.38, 0.69]
0.81

[0.63, 0.95]
0.81

[0.63, 0.95]
0.68

[0.52, 0.8]
0.65

[0.49, 0.77]
0.66

[0.5, 0.79]
0.63

[0.47, 0.75]
Fibrosis 0.27

[0.15, 0.43]
0.0

[0.0, 0.0]
0.52

[0.31, 0.74]
0.0

[0.0, 0.0]
0.36

[0.21, 0.52]
0.0

[0.0, 0.0]
0.33

[0.17, 0.5]
0.0

[0.0, 0.0]
Hernia 1.0

[1.0, 1.0]
0.86

[0.68, 1.0]
0.9

[0.73, 1.0]
0.9

[0.73, 1.0]
0.95

[0.85, 1.0]
0.88

[0.74, 0.97]
0.95

[0.85, 1.0]
0.87

[0.73, 0.97]
Infiltration 0.15

[0.03, 0.3]
0.38

[0.16, 0.67]
0.33

[0.08, 0.7]
0.55

[0.21, 0.88]
0.21

[0.05, 0.39]
0.44

[0.18, 0.69]
0.19

[0.01, 0.39]
0.44

[0.17, 0.69]
Mass 0.54

[0.34, 0.74]
0.28

[0.17, 0.4]
0.78

[0.56, 0.94]
0.89

[0.71, 1.0]
0.64

[0.44, 0.78]
0.42

[0.28, 0.56]
0.63

[0.45, 0.77]
0.46

[0.32, 0.58]
Nodule 0.92

[0.79, 1.0]
0.5

[0.36, 0.63]
0.74

[0.57, 0.88]
0.91

[0.78, 1.0]
0.82

[0.68, 0.91]
0.64

[0.51, 0.75]
0.81

[0.68, 0.91]
0.64

[0.51, 0.74]
Pleural Thickening 0.78

[0.62, 0.92]
0.33

[0.22, 0.45]
1.0

[1.0, 1.0]
1.0

[1.0, 1.0]
0.88

[0.77, 0.96]
0.5

[0.36, 0.62]
0.88

[0.78, 0.96]
0.54

[0.43, 0.64]
Pneumomediastinum 0.94

[0.83, 1.0]
0.88

[0.73, 0.97]
0.84

[0.7, 0.96]
0.84

[0.7, 0.96]
0.89

[0.78, 0.96]
0.86

[0.73, 0.94]
0.88

[0.77, 0.95]
0.85

[0.72, 0.93]
Pneumoperitoneum 0.88

[0.72, 1.0]
0.82

[0.65, 0.96]
0.96

[0.85, 1.0]
1.0

[1.0, 1.0]
0.92

[0.81, 1.0]
0.9

[0.79, 0.98]
0.91

[0.8, 1.0]
0.9

[0.8, 0.98]
Subcut. Emphysema 0.97

[0.9, 1.0]
0.0

[0.0, 0.0]
0.8

[0.68, 0.92]
0.0

[0.0, 0.0]
0.88

[0.79, 0.95]
0.0

[0.0, 0.0]
0.87

[0.78, 0.94]
0.0

[0.0, 0.0]
Tortuous Aorta 0.83

[0.69, 0.95]
0.79

[0.64, 0.91]
0.88

[0.75, 0.97]
0.94

[0.84, 1.0]
0.85

[0.75, 0.93]
0.86

[0.75, 0.94]
0.84

[0.73, 0.93]
0.85

[0.74, 0.93]

Macro-averages
CheXpert-5 (CXP-5) 0.75

[0.71, 0.78]
0.72

[0.69, 0.76]
0.82

[0.79, 0.85]
0.87

[0.84, 0.9]
0.78

[0.75, 0.8]
0.78

[0.75, 0.81]
0.67

[0.64, 0.71]
0.69

[0.65, 0.72]
CheXpert-7 (CXP-7) 0.71

[0.66, 0.75]
0.65

[0.62, 0.68]
0.77

[0.73, 0.81]
0.87

[0.83, 0.9]
0.73

[0.7, 0.77]
0.71

[0.69, 0.74]
0.65

[0.61, 0.69]
0.65

[0.61, 0.68]
CheXpert-13 (CXP-13) 0.66

[0.63, 0.69]
0.63

[0.61, 0.65]
0.68

[0.63, 0.73]
0.81

[0.75, 0.85]
0.63

[0.6, 0.65]
0.62

[0.6, 0.64]
0.57

[0.54, 0.6]
0.56

[0.54, 0.59]
LT-only 0.73

[0.69, 0.77]
0.53

[0.48, 0.57]
0.75

[0.7, 0.8]
0.73

[0.69, 0.77]
0.72

[0.68, 0.75]
0.59

[0.55, 0.62]
0.71

[0.67, 0.74]
0.59

[0.55, 0.63]
CXR-LT 0.7

[0.67, 0.72]
0.58

[0.56, 0.6]
0.71

[0.68, 0.75]
0.77

[0.74, 0.8]
0.67

[0.65, 0.69]
0.61

[0.58, 0.62]
0.64

[0.61, 0.66]
0.58

[0.55, 0.6]

Micro 0.69
[0.67, 0.71]

0.62
[0.6, 0.64]

0.76
[0.74, 0.78]

0.8
[0.78, 0.82]

0.72
[0.71, 0.74]

0.7
[0.68, 0.72]

0.67
[0.65, 0.69]

0.64
[0.62, 0.66]
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C.3 SCENE GRAPH EVALUATION: FINDING BOXES

Table 7: Evaluation of finding bounding boxes against 6 finding classes from MS-CXR (see Sec. 4.1).
We show finding-level scores, macro-averages over different subsets and the micro-average, with 95%
confidence intervals (bootstrapping, n = 1000). We excluded 2 of the 8 finding classes, because there
are no samples that have positive annotations from MS-CXR, Chest ImaGenome and our dataset.

MS-CXR Boecking et al. (2024)

[IoU@30] [IoP@30] [IoT@30]

Ours Chest ImaG. Ours Chest ImaG. Ours Chest ImaG.

Atelectasis 0.28
[0.12, 0.42]

0.1
[0.02, 0.2]

0.5
[0.34, 0.66]

0.14
[0.05, 0.28]

0.83
[0.71, 0.93]

0.85
[0.74, 0.94]

Cardiomegaly 0.96
[0.93, 0.98]

0.97
[0.95, 0.99]

1.0
[1.0, 1.0]

1.0
[1.0, 1.0]

0.96
[0.93, 0.98]

0.99
[0.98, 1.0]

Consolidation 0.31
[0.19, 0.45]

0.2
[0.1, 0.31]

0.41
[0.29, 0.54]

0.24
[0.12, 0.35]

0.91
[0.81, 0.98]

0.98
[0.93, 1.0]

Edema 0.52
[0.32, 0.71]

0.52
[0.32, 0.71]

0.52
[0.32, 0.71]

0.52
[0.32, 0.71]

1.0
[1.0, 1.0]

1.0
[1.0, 1.0]

Pneumonia 0.48
[0.41, 0.57]

0.28
[0.21, 0.35]

0.58
[0.5, 0.66]

0.34
[0.26, 0.42]

0.93
[0.88, 0.97]

1.0
[1.0, 1.0]

Pneumothorax 0.14
[0.1, 0.18]

0.15
[0.1, 0.2]

0.14
[0.1, 0.19]

0.15
[0.11, 0.2]

0.96
[0.93, 0.98]

0.98
[0.96, 1.0]

Macro 0.45
[0.4, 0.5]

0.37
[0.33, 0.41]

0.53
[0.48, 0.58]

0.4
[0.36, 0.44]

0.93
[0.9, 0.95]

0.97
[0.95, 0.98]

Micro 0.51
[0.47, 0.54]

0.45
[0.42, 0.49]

0.56
[0.52, 0.6]

0.48
[0.45, 0.52]

0.94
[0.92, 0.96]

0.98
[0.97, 0.99]

Table 8: Evaluation of finding bounding boxes against 18 finding classes from REFLACX (see
Sec. 4.1). We show finding-level scores, macro-averages over different subsets and the micro-average,
with 95% confidence intervals (bootstrapping, n = 1000). Note that we excluded 11 of the 29
finding classes, because there are no samples that have positive annotations from REFLACX, Chest
ImaGenome and our dataset.

REFLACX Bigolin Lanfredi et al. (2021) all phases

[IoU@30] [IoP@30] [IoT@30]

Ours Chest ImaG. Ours Chest ImaG. Ours Chest ImaG.

Abnormal mediastinal contour 0.08
[0.0, 0.31]

0.25
[0.0, 0.57]

0.08
[0.0, 0.31]

0.25
[0.0, 0.57]

1.0
[1.0, 1.0]

1.0
[1.0, 1.0]

Acute fracture 0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

1.0
[1.0, 1.0]

0.0
[0.0, 0.0]

Atelectasis 0.29
[0.26, 0.33]

0.15
[0.12, 0.17]

0.47
[0.44, 0.51]

0.2
[0.17, 0.23]

0.76
[0.73, 0.78]

0.93
[0.91, 0.94]

Consolidation 0.39
[0.33, 0.45]

0.27
[0.22, 0.32]

0.51
[0.45, 0.57]

0.34
[0.28, 0.4]

0.8
[0.74, 0.85]

0.95
[0.92, 0.97]

Emphysema 1.0
[1.0, 1.0]

1.0
[1.0, 1.0]

1.0
[1.0, 1.0]

1.0
[1.0, 1.0]

1.0
[1.0, 1.0]

1.0
[1.0, 1.0]

Enlarged cardiac silhouette 0.96
[0.94, 0.97]

0.96
[0.95, 0.97]

1.0
[0.99, 1.0]

0.99
[0.99, 1.0]

0.96
[0.95, 0.97]

0.98
[0.97, 0.99]

Enlarged hilum 0.5
[0.0, 1.0]

0.5
[0.0, 1.0]

0.5
[0.0, 1.0]

0.8
[0.23, 1.0]

0.5
[0.0, 1.0]

0.5
[0.0, 1.0]

Fracture 0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

Groundglass opacity 0.28
[0.22, 0.34]

0.31
[0.25, 0.38]

0.48
[0.4, 0.54]

0.38
[0.32, 0.45]

0.77
[0.71, 0.83]

0.96
[0.93, 0.99]

Hiatal hernia 0.19
[0.0, 0.43]

0.4
[0.17, 0.67]

0.27
[0.06, 0.5]

0.4
[0.17, 0.67]

0.94
[0.78, 1.0]

1.0
[1.0, 1.0]

High lung volume / emphysema 0.48
[0.25, 0.7]

0.58
[0.35, 0.79]

0.58
[0.35, 0.79]

0.58
[0.35, 0.79]

0.9
[0.75, 1.0]

1.0
[1.0, 1.0]

Interstitial lung disease 0.5
[0.0, 1.0]

0.8
[0.0, 1.0]

0.8
[0.0, 1.0]

0.8
[0.0, 1.0]

0.8
[0.12, 1.0]

1.0
[1.0, 1.0]

Lung nodule or mass 0.18
[0.08, 0.31]

0.09
[0.02, 0.2]

0.21
[0.1, 0.35]

0.09
[0.02, 0.2]

0.89
[0.77, 0.97]

0.91
[0.8, 0.98]

Pleural abnormality 0.16
[0.13, 0.19]

0.14
[0.11, 0.17]

0.2
[0.17, 0.23]

0.17
[0.14, 0.2]

0.91
[0.88, 0.93]

0.92
[0.9, 0.94]

Pleural effusion 0.42
[0.2, 0.65]

0.37
[0.17, 0.6]

0.53
[0.3, 0.75]

0.53
[0.31, 0.75]

1.0
[1.0, 1.0]

0.95
[0.82, 1.0]

Pleural thickening 0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

0.0
[0.0, 0.0]

1.0
[1.0, 1.0]

1.0
[1.0, 1.0]

Pneumothorax 0.04
[0.01, 0.08]

0.13
[0.07, 0.21]

0.04
[0.01, 0.08]

0.13
[0.07, 0.21]

0.9
[0.84, 0.96]

0.96
[0.92, 0.99]

Pulmonary edema 0.51
[0.45, 0.56]

0.58
[0.53, 0.63]

0.55
[0.5, 0.6]

0.58
[0.53, 0.63]

0.95
[0.93, 0.97]

1.0
[1.0, 1.0]

Macro 0.34
[0.27, 0.42]

0.37
[0.3, 0.45]

0.41
[0.34, 0.49]

0.41
[0.33, 0.49]

0.84
[0.78, 0.91]

0.87
[0.8, 0.95]

Micro 0.45
[0.44, 0.47]

0.42
[0.4, 0.43]

0.54
[0.53, 0.56]

0.46
[0.44, 0.47]

0.87
[0.86, 0.88]

0.95
[0.94, 0.96]
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D DATASET STRUCTURE

D.1 SCENE GRAPH STRUCTURE

0..n

located_at Observation

top_level

0..n

0..n ReportGraph

0..1

IndicationRegion

Sentence

obs_relation

0..n

region_region

0..n

child_type

relation_type

distance

0..n

0..1

Figure 13: Scene graph structure overview.

Sentence Nodes Sentence nodes are directly associated with raw sentences in the report, i.e. there
is exactly one sentence node per identified report sentence. They contain the following attributes:

• sent id: Identifier, unique per study.
Example: S01.

• section: Name of the section that the sentence belongs to, as specified in the
report. If the sentence is not part of a section, FINAL REPORT NO SECTION or
PRE FINAL REPORT NO SECTION are used.
Examples: FINDINGS, IMPRESSION, REASON FOR EXAM.

• section type: The identified type of section used for classifying the type of content of
the sentence. IGNORE is used for irrelevant sections.
Examples: FINDINGS, IMPRESSION, INDICATION.

• sentence: The raw sentence as written in the report.

Observation Nodes Observation nodes are created for each individually described aspect (i.e.
observation) in the report’s FINDINGS or IMPRESSION section. Hereby, a single sentence may be
related to several observation nodes and a single observation may be derived from several sentences
(if they describe related aspects). Observation nodes are structured hierarchically, i.e. they may have
other observation nodes as parents. An observation node contains the following attributes:

• obs id: Identifier, unique per study.
Example: O01.
For child nodes this also contains the parent id, e.g. O01.02.

• summary sentence: Textual description of the observation, directly derived from the
associated report sentences. In some cases, this may be an exact copy of the report sentences
but it may also paraphrase parts of it.

• name: Abbreviated version of the summary sentence.
• child level: Hierarchy level, 0 for top-level, larger numbers for deeper hierarchy levels.
• child type: Type of parent-child relation.

Possible options: regional distinction, related region,
associated with, device part, recommendation, comparison only.

• regions: List of associated regions, each paired with an optional list of distance annota-
tions.
Example: [("heart", ["1 cm above"])]

• non resolved regions: Similar to regions but with regions that could not be
semantically mapped to reference definitions.
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• laterality: Laterality of the region.
Possible options: left, right, likely bilateral, bilateral, unknown.

• default regions: List of regions that have been added because they are defaults for
the identified findings (obs entities).

• obs entities: List of (directly) associated findings.
Example: ["pleural effusion"].

• obs entities parents: List of findings that are considered parents of findings in
obs entities.

• non resolved obs entities: Similar to obs entities but with findings that
could not be semantically mapped to reference definitions.

• obs categories: List of associated finding super-categories.
Example: ["ANATOMICAL FINDING"].

• obs subcategories: List of associated finding sub-categories.
Example: ["LUNG FIELD"].

• probability: Likelihood of the observation being positive. Short term, derived from
what is mentioned in the report.

• certainty: How certain is the observation. Derived from probability.
Possible options: certain, likely, uncertain, comparison only,
recommendation.

• positiveness: Whether the observation is positive or negative. Derived from
probability.
Possible options: pos, neg, comparison only, recommendation.

• modifiers: Modifiers of the finding. Dictionary with keys for each type of modifier and
lists of the individual modifier values.
Possible modifier type: severity, texture, spread, temporal.
Example: {"severity": ["mild"], "spread": ["focal"]}.

• change sentence: Optional textual description of any changes to the prior study of the
same patient, if it was mentioned in the report.

• changes: List of change types mentioned in the change sentence.
Example: worsening.

• from report: Whether this observation was explicitly mentioned in the report (true)
or automatically added (false).

• obs quality: Extraction quality of the observation, consisting of several individual
aspects. See Tab. 9.

• localization: Bounding boxes for this observation, for each associated image. Dictio-
nary with keys equaling image ids (each study may correspond to several images). Values
contain:

– image id
– bboxes: List of bounding boxes in the (x1, y1, x2, y2) format in original image-pixel

coordinates.
– localization reference ids: List of region names from which the bounding

boxes are derived.
– missing localization: List of associated region names for which no localiza-

tion is available for this image.
– is fallback: Whether this localization is a fallback, i.e. the original region local-

ization was not available but a more coarse localization was used instead.
– localization quality: Quality of the localization. See Tab. 9.

Region Nodes Region nodes are created for each anatomical structure mentioned in any observation
and for key regions. They contain the following attributes:

• region: Name of the region and unique identifier within each study.
Example: left lung.
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• laterality: Laterality of the region.
Possible options: left, right, bilateral, unknown (i.e. not clearly definable).

• localization: Bounding boxes for this region, for each associated image. Same format
as for observation nodes.

• region localization quality: Quality of the localization attribute. See Tab. 9.

Indication Node Each study contains an optional indication node with information extracted from
the INDICATION section. If present, it contains the following attributes:

• indication summary: Summary of the indication, directly derived from the
INDICATION section of the report, but typically paraphrased.

• patient info: Any information about the patient, if mentioned in the INDICATION
section. A subset of the content in indication summary.

• indication: Indication for the study, if mentioned in the INDICATION section. A
subset of the content in indication summary.

• evaluation: Any required evaluation of the patient (i.e. what should be evaluated
with this study), if mentioned in the INDICATION section. A subset of the content in
indication summary.

• associated sentence ids: List of sent ids from sentence nodes that are related
to the indication.

• associated obs ids: List of obs ids from observation nodes that are related to the
indication.

• answer for indication: A single observation node containing the answer to the
question (implicitly) asked by the provided indication. This is a special observation node
with obs id = OIND. Its textual description is directly derived from the FINDINGS and
IMPRESSION sections but conditioned on the INDICATION section.

Root Node and Relations Each study contains a single root node called the ReportGraph. It
contains general metadata about the study and its scene graphs:

• patient id: Unique patient ID, the subject id from MIMIC-CXR.

• study id: Unique study ID, from MIMIC-CXR. Each patient may have several studies.

• study quality: The overall extraction quality of the scene graph for this study, consist-
ing of several individual aspects. See Tab. 9.

• study img localization quality: Dictionary of localization qualities for each
image with keys corresponding to image IDs. See Tab. 9.

Additionally, it is connected to all other nodes and links to the top-level (root) observations. Thus, it
contains the following:

• sentences: List of all sentence nodes.

• observations: Dictionary of all observation nodes, indexed by their obs id.

• top level obs ids: List of all top-level (root) observation node IDs, i.e. their obs ids.

• regions: Dictionary of all region nodes, indexed by their region attribute.

• indication: The indication node, if it exists.

Nodes can also be connected by the following relations:

• located at relations (observation↔region): Specifies where an observation
is located with the following additional attributes:

– distances: List of distance annotations, e.g. ["3cm above"].
– where specified: How this relation was derived.

Possible options: direct, bilateral, sub region.
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• obs relations (observation↔observation): Specifies a parent-child relation
between two observations, with the following additional attribute:

– child type: Type of parent-child relation.
Possible options: regional distinction, related region,
associated with, device part, recommendation, comparison only.

• obs sent relations (observation↔sentence): Specifies from which sen-
tences an observation was derived.

• region region relations (region↔region): Specifies a relation between two
regions with the following additional attribute:

– relation type: Type of relation.
Possible options: sub region, bilateral (the bilateral version of a region),
left (the left version of a region), right (the right version of a region).

D.2 QUESTION-ANSWER STRUCTURE

QA-Pair Each question-answer pair consists of a free-text question (attribute question), an
answer consisting of structured answer parts (attribute answers). Additionally, it contains the
following metadata:

• question id: Identifier, unique within the associated study.

• question type: The QA-template used to generate this QA-pair.

• question strategy: The strategy used to generate QA-pair. See Secs. 3.2 and E.2.2.

• variables: Key-value pairs of variables (and their values) used during generation, e.g.
to fill the template. See Sec. E.2.1.

• obs ids: List of obs idss of observation nodes (in the scene graph) from which the
answer is derived.

• contains report answers: Whether any of the answer parts was derived from the
report, i.e. from observation nodes.

• contains template answers: Whether any of the answer parts was generated based
on a template.

• extraction quality: The overall extraction quality of the associated observations in
the scene graph, consisting of several individual aspects. See Tab. 9.

• question img localization quality: Quality of the localizations per image. See
Tab. 9.

• question quality: The overall question-answer text quality, consisting of several
individual aspects. See Tab. 10.

• rating: The overall rating of the QA-pair. See Sec. D.3

Answers are structured hierarchically, consisting of a list of answer parts (attribute answers)
and sub-answers (children) of these answers, where there can be several hierarchy levels. The
hierarchy levels are derived from the parent-child structure of associated observation nodes (based on
obs relations, Sec. D.1). Additionally, there are different types of answer parts:

• main answer: Required to answer the question. There is always at least one main-answer
per question.

• details: Providing additional details for the main answer, which are however not manda-
tory to answer the question.

• related information: Not directly answering the question, but may be related and
provides context.

Each individual answer part contains the following attributes:

• answer id: Identifier, unique within each study. Contains the question id.
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• text: The answer text. Either generated from a template or based on
summary sentence in the observation node (Sec. D.1).

• answer level: Hierarchy level, 0 for top-level answer part, larger numbers for deeper
hierarchy levels (sub-answers).

• answer type: Type of answer part.
Possible options: main answer, details, related information.

• name tag: Abbreviated version of the text. Either generated from a template or based
on name in the observation node (Sec. D.1).

• laterality: Laterality of the region. See observation node (Sec. D.1).
Possible options: left, right, likely bilateral, bilateral, unknown.

• regions: List of associated regions. See observation node (Sec. D.1). Distances are not
provided here.
Example: ["heart"]

• obs entities: List of (directly) associated findings. See observation node (Sec. D.1).
Example: ["pleural effusion"].

• obs entities parents: List of findings that are considered parents of findings in
obs entities. See observation node (Sec. D.1).

• obs categories: List of associated finding super-categories. See observation node
(Sec. D.1).
Example: ["ANATOMICAL FINDING"].

• obs subcategories: List of associated finding sub-categories. See observation node
(Sec. D.1).
Example: ["LUNG FIELD"].

• certainty: How certain is the observation. See observation node (Sec. D.1).
Possible options: certain, likely, uncertain, comparison only,
recommendation.

• positiveness: Whether the observation is positive or negative. See observation node
(Sec. D.1).
Possible options: pos, neg, comparison only, recommendation.

• modifiers: Modifiers of the finding. List of pairs of modifier type and value. See
observation node (Sec. D.1).
Possible modifier type: severity, texture, spread, temporal.
Example: [("severity", "mild"), ("spread", "focal")].

• localization: Bounding boxes for this answer part, for each associated image. Dic-
tionary with keys equaling image ids (each study may correspond to several images). See
observation node (Sec. D.1).

• sub answers: List of child answers (deeper in the hierarchy). Each sub-answer is another
answer-part with all attributes and potentially further sub-answers.

• from report: Whether this answer part is derived from the report, i.e. an observation
node (true), or from a template (false).

• extraction quality: The overall extraction quality of the associated observations in
the scene graph, consisting of several individual aspects. See Tab. 9.

• answer quality: The overall answer text quality, consisting of several individual as-
pects. See Tab. 10.

D.3 QUALITY

Ratings We distinguish between the following overall ratings for each QA-pair:

• A++: Perfect and complete content; all information in the answer is explicitly mentioned in
the report.

• A+: Perfect and mostly complete content; all information in the answer is explicitly men-
tioned in the report, but some minor details may be missing or irrelevant.
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• A: Very good content with minor issues not affecting the overall quality; some tags or boxes
may be inferred or minor issues (e.g. grammatical) may be present in the text.

• B: Good content; factually correct answers, which may however be not fully complete or
slightly unclear.

• C: Poor content; answers may be misleading or contain completely unclear information.

• D: Incorrect content; answers may be contradicting the report and are not usable.

• not rated: Quality could not be assessed, e.g. due to invalid LLM-rater outputs.

These ratings are derived based on individual aspects that will be described in the following paragraphs.
Possible quality levels for each aspects and the resulting rating are presented in Tabs. 9 and 10. The
final rating is computed as the minimum (worst) rating over all individual aspects.

Scene Graph Extraction Quality For each scene graph, we provide a quality rating based on how
well it could be constructed/extracted. Tab. 9 shows the considered aspects with their potential quality
levels and resulting ratings.

Table 9: Quality levels for the 6 scene graph quality aspects, with their resulting ratings.

Quality level Value Resulting rating

How well are region tags identified? (attribute regions)

R
eg

io
n

ex
tr

ac
tio

n

NO REGIONS 0 B

DEFAULT REGIONS ONLY 1 B

CONTAINS DEFAULT REGIONS 2 A

CONTAINS NON RESOLVED REGIONS 3 A

RESOLVED REGIONS ONLY 4 A++

How well are finding tags identified? (attribute obs entities)

Fi
nd

in
g

ex
tr

ac
tio

n NO ENTITIES 0 B

CONTAINS NON RESOLVED ENTITIES 1 A

RESOLVED ENTITIES ONLY 2 A++

How well are textual descriptions extracted? (attributes summary sentence and name)

D
es

cr
ip

tio
n

ex
tr

ac
tio

n CHANGE IN SENTENCE OR NAME 0 B

UNDERSCORES IN SENTENCE OR NAME 1 A

NO ISSUES 2 A++

How well are mentions of change extracted? (attributes change sentence and change)

C
ha

ng
e

ex
tr

ac
tio

n CHANGE SENTENCE REMOVED 0 B

UNDERSCORES IN CHANGE SENTENCE 1 A

CONTAINS NON RESOLVED CHANGES 2 A

NO ISSUES 3 A++

Have there been any issues in the extraction and scene graph construction pipeline?

E
xt

ra
ct

io
n

is
su

es

DISCARDED -1 D

NON INTERPRETABLE 0 C

MOSTLY INTERPRETABLE 1 B

IGNORABLE 2 A

FIXABLE 3 A+

NO ISSUES 4 A++

How well could observations/regions be localized? (attribute localization))

L
oc

al
iz

at
io

n

NO LOCALIZATION 0 B

FALLBACK LOCALIZATION 1 B

INCOMPLETE LOCALIZATION 2 A

BBOX LOCALIZATION 3 A++

BBOX AND MASK LOCALIZATION 4 A++

Finding extraction is also referred to as entity extraction, description extraction as sentence/name quality.
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QA Text Quality For each QA-pair, we provide quality rating for its text, i.e. the question text and
the textual descriptions in its answer parts. Tab. 10 shows the considered aspects with their potential
quality levels and resulting ratings.

Table 10: Quality levels for the 5 QA-pair text quality aspects, with their resulting ratings.

Quality level Value Resulting rating

Does the answer factually align with the original report?

(rated per answer-part, given the question and the report)

E
nt

ai
lm

en
t

NON ALIGNED CONTRADICTING -3 D

NON ALIGNED MISLEADING -2 C

NON ALIGNED NON INFERABLE -1 B

ALIGNED GENERAL STATEMENT 0 A

ALIGNED NEGATIVE NOT MENTIONED 1 A+

ALIGNED INFERABLE 2 A++

ALIGNED MENTIONED 3 A++

Is the answer relevant for the given question?

(rated per answer-part, given the question but independent of the report)

R
el

ev
an

ce

IRRELEVANT INFO -2 A

REDUNDANT INFO -1 A

RELATED INFO 0 A+ (A++ for related information answer)

RELEVANT MAIN ANSWER 1 A++ (A for related information answer)

Does the answer cover all aspects in the report that are relevant to the question?

(rated for the full answer, given the question and the report)

C
om

pl
et

en
es

s INCOMPLETE MISLEADING -2 C

INCOMPLETE NON MISLEADING -1 B

NOT ANSWERED 0 B

DETAILS MISSING 1 A+

FULLY COMPLETE 2 A++

Is the generated question clear and grammatically correct?

(rated for the question, given nothing else)

Q
ue

st
io

n
cl

ar
ity

UNANSWERABLE -3 C

UNRELATED TO CHEST XRAY -2 B

UNCLEAR QUESTION -1 B

GRAMMATICAL ERRORS 0 A

UNUSUAL SENTENCE STRUCTURE 1 A

OPTIMAL 2 A++

Is the answer clear and grammatically correct?

(rated per answer-part, given nothing else)

A
ns

w
er

cl
ar

ity

NOT UNDERSTANDABLE -2 C

UNCLEAR ANSWER -1 B

GRAMMATICAL ERRORS 0 A

UNUSUAL SENTENCE STRUCTURE 1 A

OPTIMAL 2 A++
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E DATASET CONSTRUCTION DETAILS

E.1 SCENE GRAPH CONSTRUCTION

E.1.1 REGION LOCALIZATION

We use the CXAS (Seibold et al., 2022; 2023) model to predict segmentation masks of 158 anatomical
structures on the 377,110 CXRs from MIMIC-CXR-JPG (Johnson et al., 2024a; 2019b; Goldberger
et al., 2000). Additionally, we use the bounding boxes provided by the Chest ImaGenome (Wu
et al., 2021a;b; Goldberger et al., 2000) dataset, which are provided for 29 anatomical structures
in most frontal images of MIMIC-CXR. The masks predicted by CXAS are post-processed with
morphological operations to filter out outlier pixels.

We specify 257 localized regions in our reference definitions. For each of these regions, we define
how the bounding boxes are derived. We consider the following options:

• CXAS masks: Some regions are directly associated with one of the 158 anatomical struc-
tures for which the CXAS model predicts segmentation masks. In these cases, we compute
the bounding box around the predicted segmentation mask.

• Chest ImaGenome boxes: Some regions are directly associated with one of the 29 anatom-
ical structures for which Chest ImaGenome provides bounding boxes. In such cases, we use
these provided bounding boxes if no CXAS masks are associated.

• Bilateral regions: Some regions refer to a pair of bilateral regions (e.g. lungs refers to left
lung and right lung). In these cases, we simply use the two bounding boxes of the left and
right versions, but do not fuse them.

• Parent regions: For some regions we do not have exact correspondences to available masks
or boxes but we have available sub-regions. In these cases, we compute the super bounding
box, a single box, around all specified child regions.

• Fusions: In some rare cases, we combine multiple individual masks or bounding boxes. We
compute intersections or unions of boxes or masks, before inferring the final bounding box.

After computing all regions, we filter out regions with a too small bounding box area. For images
where a specific region is not available, we try to use alternative regions as fallbacks instead, e.g.
using a more coarse parent regions as an alternative. Note that this is often the case for lateral images
as there no Chest ImaGenome boxes are available.

E.1.2 INFORMATION EXTRACTION

Extracting the Sentences First, we extract individual sentences from the reports, detect their
sections (e.g. FINDINGS, IMPRESSION, INDICATION, . . . ), discard sentences without relevant
information, and merge sentences containing similar information (e.g. if findings are described in
both the FINDINGS and IMPRESSION section). Therefore, each full report is passed in a single
step to the LLM, which predicts the individually separated sentences as well as their sections and
related sentences. We use the prompt shown in Listing 1 (with few-shot examples similar to Listing
2) and apply it to the full radiology report. After parsing the LLM outputs, we apply the Stanza (Qi
et al., 2020) tokenizer to each identified sentence and try to further split it. The LLM also identified
potentially related sentences. We use this information to identify sentence clusters containing related
information. Such sentence clusters are the basis for the next step, i.e. observation extraction. We
successfully extracted sentence from 227 626 studies (reports) while having parse errors for 209
studies.
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Listing 1: LLM prompt used for sentence extraction.
Extract all sentences from the given textual report.
You will be given a (free-text) medical radiology report describing one

↪→ or more chest X-rays of a single patient.

# Rules :
- Split the report into sentences and extract all sentences in the report

↪→ .
- Do not rewrite the sentences!
- For each sentences, identify the its section name (written in the

↪→ report).
If a sentence is not part of a section but is part of the "FINAL REPORT",

↪→ then use "FINAL\_REPORT\_NO\_SECTION". If a sentence is not part
↪→ of a section but the sentence is before the "FINAL REPORT", use the
↪→ section name "PRE\_FINAL\_REPORT\_NO\_SECTION".

- For each sentence, classify the content written therein into one of the
↪→ following types: [EXAM\_TECHNIQUE, INDICATION, FINDINGS,
↪→ IMPRESSION, PRE\_FINAL\_REPORT, IGNORE]. This is typically inferred
↪→ from the section name but may also be influenced by the content of
↪→ the sentence. Some example sections names for each type are given
↪→ below:
EXAM\_TECHNIQUE: EXAMINATION, EXAM, TECHNIQUE
INDICATION: INDICATION, INDICATIONS, HISTORY, CLINICAL HISTORY,

↪→ CLINICAL, REASON, REASON FOR EXAM
FINDINGS: FINDING, FINDINGS
IMPRESSION: IMPRESSION, IMPRESSIONS, RECOMMENDATION
PRE\_FINAL\_REPORT: WET\_READ, WET\_READ\_VERSION\_# 1 , PRE\ FINAL\

↪→ REPORT\ NO\ SECTION
IGNORE: COMPARISON, COMPARISONS, REFERENCE EXAM, NOTIFICATION

- Split the report into individual sentences and report each sentence in
↪→ its own line, removing any newlines present in the sentence.

- For enumerations: each point is considered an independent sentence!
↪→ Remove the numbering.

- Specify sentence IDs of similar, previous sentences that each sentence
↪→ could be merged with. A sentence should be merged with all previous
↪→ sentences that either describe the same aspect or that refer to
↪→ each other (e.g. if a sentence provides further details to a
↪→ previous one). A bullet point may also be associated with a
↪→ sentence, even if the other sentence has a different bullet number
↪→ or none at all.

- Follow the examples given below!

# Examples :
<FEWSHOT>

# Input Report ( e x t r a c t data from t h i s re p or t ) :
--- START OF REPORT ---
<REPORT>
--- END OF REPORT ---

# Hints :
- Infer the output format from the examples!
- Do not add any explanations or text BEFORE or AFTER the extracted

↪→ sentences, i.e. start with the first sentence!

# Proceed :
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Listing 2: Few-shot example for sentence extraction.

***Example: Report***
--- START OF REPORT ---

FINAL REPORT
PORTABLE CHEST OF \_\_\_

COMPARISON: \_\_\_ radiograph.

FINDINGS: No pleural effusion or pneumothorax.
--- END OF REPORT ---

***Example 5: Output***
[S01] FINAL\_REPORT\_NO\_SECTION(EXAM\_TECHNIQUE) - merge with []:

↪→ PORTABLE CHEST OF \_\_\_
[S02] COMPARISON(IGNORE) - merge with []: \_\_\_ radiograph.
[S03] FINDINGS(FINDINGS) - merge with []: No pleural effusion or

↪→ pneumothorax.

Extracting the Observations In this step, we consider each sentence cluster (as identified during
sentence extraction), in the FINDINGS and IMPRESSION sections. A sentence cluster contains one
or more sentences that describe related aspects and may stretch over one of both of these sections.
From each of these clusters, we now extract mentioned observations using the prompt shown in
Listing 3 with few-shot examples similar to Listing 4. We apply this prompt to each sentence cluster
individually and extract zero, one, or multiple observations each. The output is provided in the
json-format and follows a similar structure as the final observation node, but we optimized it to be
easy to fill by the LLM. The LLM is allowed to freely assign values to each of the json-fields. For
name and summary sentence, we prompt the model to stay close to the original sentence, but it
must remove any mentions of change and only keep the part relevant to the individual observation (if
several observations are mentioned in one sentence). We successfully extracted observations from
227 266 studies (reports) while having parse errors for 360 studies.

Listing 3: LLM prompt used for observation extraction.
Extract structured information from the given textual report.
You will be given sentences from a (free-text) medical radiology report

↪→ describing one or more chest X-rays of a single patient.

# G u i d e l i n e s :
<GUIDE>

# Rules :
- Follow the examples given below!

# Examples :
<FEWSHOT>

# Hints :
- Check for any "change" modifiers (see guidelines).
- If there is a "change" modifier, rewrite the "summary\_sentence" such

↪→ that it describes only what is visible in the current image,
↪→ without any mentions of change or comparisons! Describe the change
↪→ in the "change\_sentence". Do this for all top-level AND child
↪→ observations.

- Make sure to include all children of observations, even if they repeat
↪→ information from the parent!

# Proceed with the Input Sentence :
Sentence(s): <SENT>
Output JSON-List:
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Listing 4: Few-shot example for observation extraction.
Sentence(s): Left more than right basilar atelectasis.
Output JSON-List:
[

{
"name": "bibasilar atelectasis", "entity": "atelectasis",
"probability": "positive", "change": null,
"summary\_sentence": "Bibasilar atelectasis.",
"change\_sentence": null,
"regions": ["bibasilar"],
"children": [

{
"child\_type": "regional\_distinction", "name": "left

↪→ basilar atelectasis", "entity": "atelectasis",
"probability": "positive", "change": null,
"summary\_sentence": "Left more than right basilar

↪→ atelectasis.",
"change\_sentence": null,
"regions": ["left basilar"]

}
]

}
]

Extracting the Indication Next, we extract information about the INDICATION section and detect
which FINDINGS or IMPRESSION sentences may provide information related to the indication.
Therefore, the extracted INDICATION sentences and a list of all FINDINGS and IMPRESSION
sentences are passed to the LLM using the prompt shown in Listing 5 with few-shot examples similar
to Listing 6. The LLM predicts a json-structure containing several text fields for summaries of aspects
in the indication, an answer for indication derived from the FINDINGS and IMPRESSION
section, as well as relevant sentence IDs. We successfully extracted indictions from 227 596 studies
(reports) while having parse errors for 30 studies.

Listing 5: LLM prompt used for indication extraction.
Extract structured information from the given (free-text) medical report.
You will be given the indication sentence from a report and additionally

↪→ the sentences from the findings section.

# Rules :
- Extract / summarize the given indication information. Use only the

↪→ provided indication sentence.
- Additionally, identify the finding sentences associated with the

↪→ indication, i.e. the sentence that answer the quesiton of the
↪→ indication or are highly relevant to it. Based on these finding
↪→ sentences, provide an answer to the question asked in the
↪→ indication.

- Follow the examples given below!

# Examples :
<FEWSHOT>

# Hints :
- For each attribute, write full sentences instead of single terms or

↪→ bullet points.
- In the "answer\_for\_indication", describe in YOUR OWN WORDS how the

↪→ question asked in the evaluation can be answered based on the
↪→ findings. Only include the key information.

- Use the JSON structure from the examples!

# Proceed with the Input :
**Input:**
INDICATION: <IND>
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FINDINGS:
<FIND>

**Output JSON:**

Listing 6: Few-shot example for indication extraction.

**Input:**
INDICATION: \_\_\_F with new onset ascites / / e v a l f o r i n f e c t i o n
FINDINGS:
[S01] There is no focal consolidation, pleural effusion or pneumothorax.
[S02] No acute cardiopulmonary process.

**Output JSON:**
{

"patient\_info": "female",
"indication": "New onset ascites.",
"evaluation": "Evaluate for infection.",
"indication\_summary": "Female with new onset ascites; should be

↪→ evaluated for infection.",
"associated\_findings": ["S02"],
"answer\_for\_indication": "Evaluation for infection is negative:

↪→ There is no acute cardiopulmonary process."
}

E.1.3 BUILDING SCENE GRAPHS

Entity Mapping We apply semantic entity mapping to modifiers (used to fill the at-
tributes probability, certainty, positiveness, and modifiers), regions (attribute
regions), finding entities (attribute obs entities), and changes (attribute changes).

For each of these we consider the associated tags extracted by the LLM during observation extraction
and encode them into text embeddings using the BioLORD (Remy et al., 2024) model. We also
encode all potential tags and their synonyms, defined for each type of tag in our reference definitions.
Then we compute the cosine similarities of each tag with all reference tags of the same type. We pick
the reference tag with the highest cosine similarity but threshold it at 0.5. If no reference tag was
identified with cosine similarity ≥ 0.5, then we mark the tag as non-resolved. For finding entities, we
follow a slightly more complicated matching approach. Instead of only considering the finding entity
tags extracted by the LLM, we also consider pairs of these entities and extracted region tags as well
as the extracted summary sentences and names for matching. We then try to match each of those with
the reference finding tags and pick the ones with the highest cosine similarities.

The matched reference finding tags are stored in the obs entities attribute (non-resolved ones are
kept in non resolved obs entities), matched reference regions are stored in the regions
attribute, where we also store the distance as identified by the LLM (non-resolved regions are kept
in non resolved regions). The matched changes are store in the changes attribute (non-
resolved changes are discarded). For all modifiers, we use the modifier type defined for the matched
reference tag. We matched all modifiers against all types of modifiers, which means that the modifier
type identified by the LLM can be overwritten during matching. Finally, we extract the probability
from the modifiers (this is a special modifier type), store it in the probability attribute and
infer the certainty and positiveness attributes from it (using the reference definitions). The
remaining modifiers are stored in the modifiers attribute (non-matched ones are discarded).

We additionally try to identify the laterality of the observations. Here, we do not use semantic entity
mapping but rely on keywords instead. We consider the raw finding entities, regions, as well as the
summary sentences, and search for any laterality-related mentions such as left, right, bilateral, and
related terms. From this we infer the laterality and store it into the laterality attribute.

Reference Data and Standardization Using the reference definitions, we infer
all obs entities parents, obs categories, obs subcategories, and
default regions from the matched obs entities.
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Next, we inspect the summary sentence and name attributes (extracted by the LLM) for under-
scores or mentions of changes. We track such issues (which are used for quality assessment) but do
not apply any cleanup. Similarly, we check the change sentence for underscores and assert that
it contains mentions of changes.

We further inspect the structure of observations and their children. If an observation mentions multiple
different findings and has one child for each of these findings, then we lift these children to the
top-level and discard the parent. Similarly, we merge multiple duplicate observations into one.

Finally, we try to resolve missing regions or improve their precision. If no regions could be extracted,
we rely on the default regions derived from the obs entities instead, but consider the
identified laterality. We also check whether these default regions are more precise than
extracted ones. Then we check whether any identified region contradicts the identified laterality and
remove them. We then either split or merge bilateral versions of the same region.

Graph Construction Based on the matched regions, we associate bounding boxes with the observa-
tions if available. Additionally, we build a tree of all mentioned regions and fill missing intermediate
regions based on the reference data. This allows us to build a graph of region nodes relevant to the
study.

We construct region region relations based on the reference data alone.
located at relations are constructed based on the regions attribute of observa-
tions (direct specified). Additionally, we infer located at relations relations for sub
regions (sub region) and bilateral versions of regions (bilateral). obs relations are
constructed based on the parent-child structure of observations and their child type, as predicted by
the LLM. obs sent relations are constructed based on the sentences each observation was
derived from.

Finally, we attach the indication information extracted from the report. Therefore, we build an
additional observation node based on the LLM-extracted answer for indication and the
LLM-extracted associated sentences, from which we can infer the associated observations and can
infer all relevant tags.

E.2 QUESTION-ANSWER GENERATION

E.2.1 TEMPLATE ENGINE

To construct QA-pairs, we develop a template-engine that considers the information in the scene
graphs to construct the answers. The template engine generates a QA-pair by running the following
steps:

1. Filter observations and studies based on the template configuration, e.g. only keeping
observations of specific sub-categories.

2. Run a QA-strategy (indication, study abnormality, region abnormality, or finding) on the
remaining scene graph. The strategy provides multiple named subsets of observations,
variables to fill the template, as well as an overall state consisting of multiple tags (e.g. is
the study positive, are there any devices, . . . ).

3. Construct the template-based main answer by selecting and filling the answer-template based
on the state returned by the QA-strategy and the returned variables. Tags and bounding
boxes can be inferred from defined observation subsets. (Not all templates provide such
main answers)

4. Pick observation subsets identified by the QA-strategy and convert the observations into
answer parts. The template configuration defines which subsets are picked and how they are
ordered. Additionally, template-based prefix- or fallback-answers can be defined for each
subset. Some subsets can also be excluded based on the QA-strategy state. These answers
can be main-answers, details, or related information as defined in the configuration.

Additionally, the template engine supports variables, i.e. each template can be used to generate
multiple QA-pairs. Variables can either be defined as lists (configured in the template) or can be
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provided by the QA-strategy (which might infer variables from the current scene graph, e.g. all
mentioned regions). The question may then also contain such template variables.

E.2.2 STRATEGIES AND TEMPLATES

Indication In this strategy, we use the extracted indication (if available) as the question. More
precisely, we use the indication summary attribute from the indication node as the question
text. The main-answer is constructed from the indication observation (i.e. the answer to the indication
based on the finding sentences), while detail answer parts are constructed based on all associated
finding observations. We include this question, if an indication observation is present in the scene
graph.

Study abnormality In this strategy, we generate questions about abnormalities. This includes
descriptions of the full study or specific categories of observations (e.g. devices), description of only
abnormal findings, and yes/no questions of whether there are positive findings (overall or of specific
categories) present in the study. We use the templates defined in Tab. 11.

The strategy identifies five types of observations: (i) finding (positive), (ii) finding (negative), (iii)
device (positive), (iv) device (negative), (v) acquisition. Based on the specific template, these are
selected as main-answers, details, or related information. Additionally, a template answer can be
included, which is selected based on whether the study is abnormal or not. Some templates use
different subcategories as variables, i.e. one question is generated for each of the defined subcategories,
where observations are filtered based on this subcategory.

Table 11: Study abnormality templates.

Template (ID) Question Example Variables Main answer Details Related Inf.

describe all
B01 describe all

Describe the given study. –

finding (positive)
device (positive)
device (negative)
finding (negative)
acquisition

– –

describe abnormal
B02 describe abnormal

Describe all abnormal find-
ings in the given study.

– finding (positive) – device (positive)

is abnormal
B03 is abnormal

Are there any abnormal find-
ings?

– template
finding (positive) finding (negative) device (positive)

finding (negative)

is normal
B04 is normal

Is the study normal? – template finding (positive)
finding (negative)

finding (negative)
device (positive)

describe subcat
B08 describe subcat

Evaluate the cardiac struc-
tures.

subcategory finding (positive)
finding (negative) – –

describe abnormal subcat
B09 describe abnormal subcat

Describe any pulmonary dis-
eases and disorders suggested
by the study.

subcategory finding (positive) – –

is abnormal subcat
B10 is abnormal subcat

Are there any fractures or
bone diseases apparent from
the study?

subcategory template
finding (positive) finding (negative) finding (negative)

is normal subcat
B11 is normal subcat

Are the mediastinal and hilar
contours normal?

subcategory template
finding (positive) finding (negative) finding (negative)

describe device
B12 describe device

Check the presence and posi-
tion of devices, tubes, lines,
and other foreign objects.

subcategory device (positive)
device (negative) – –

has devices
B13 has devices

Are there any signs of prior
surgical procedures?

subcategory template
device (positive) device (negative) device (negative)

describe acquisition
B14 describe acquisition

Assess the image quality and
describe aspects related to im-
age acquisition.

– acquisition – –

describe imaging artifacts
B15 describe imaging artifacts

Describe any apparent imag-
ing artifacts and imaging-
related shadows.

– acquisition – –

has imaging artifacts
B16 has imaging artifacts

Are there any imaging arti-
facts or imaging-related shad-
ows?

– template
acquisition – –
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Region abnormality In this strategy, we generate question about anatomical regions. This includes
describing regions, answering yes/no questions about the abnormality of regions, or describing
specific aspects of regions (e.g. devices). We use the templates defined in Tab. 12.

For a given region, the strategy first identifies observations associated with that region and classifies
them into the five types defined in the study abnormality strategy. Additionally, it identifies observa-
tions in related regions. This includes positive findings in parent regions or the opposite laterality.
Additionally, a template answer can be included, which is selected based on whether the region is
abnormal or not.

Before generating QA-pairs, the strategy first identifies a set of regions. For each of these regions
an individual QA-pair is generated. The set of regions is computed as follows: We always include
a set of pre-defined default regions (the lungs, the heart, . . . ) and include all regions explicitly
mentioned in observations, as well as their parent regions. Additionally, we randomly sample regions.
Their sampling probabilities are computed based on how often they are associated with positive vs.
negative findings, i.e. the more often a region is associated with positive findings and the less often
it is associated with negative findings, the more often we sample it as a question. This assures that
we generate additional negative questions for regions that are only/mostly mentioned with positive
findings.

Table 12: Region templates.

Template (ID) Question Example Variables Main answer Details Related Inf.

describe region
C01 describe region

Describe the left lung. region

finding (positive)
device (positive)
finding (negative)
device (negative)

– related regions

describe abnormal region
C02 describe abnormal region

Describe all abnormal find-
ings in the lung bases.

region finding (positive) – device (positive)
related regions

is abnormal region
C03 is abnormal region

Are there any abnormal find-
ings in the mediastinum?

region template
finding (positive)

device (positive)
finding (negative) related regions

is normal region
C04 is normal region

Is the heart normal? region template
finding (positive) region (positive) finding (negative)

related regions

describe region device
C07 describe region device

Check the right chest for im-
plants.

region
subcategory

device (positive)
device (negative) – related regions

has region device
C08 has region device

Are there any tubes, lines, or
ports in or near the left lung?

region
subcategory

template
device (positive) device (negative) device (negative)

related regions

Finding In this strategy, we generate question about specific findings (radiological findings, diseaes,
devices, . . . ). This includes descriptions of findings, yes/no questions about the presence of findings,
location of findings, and severity of findings. We use the templates defined in Tab. 13.

For a given finding/device entity, the strategy first identifies observations associated with it and
classifies them into the five types defined in the study abnormality strategy. Additionally, it identifies
observations that contain related finding/device entities. This includes parent findings (i.e. findings
that are parents of the current one), same subcat findings (i.e. findings having the same sub-category),
correlated findings (based on statistics computed over the whole scene graph dataset), indications of
the current finding, and findings that are indicative of the current finding. The observation subset can
be selected based on the template configuration. Additionally, a template answer can be included,
which is selected based on whether the finding is present or not and based on severity levels. This
template may also be filled with information about the localization of the finding.

Before generating QA-pairs, the strategy first identifies a set of finding/device entities. For each
of these entities an individual QA-pair is generated. The set of entities is computed as follows:
We always include a set of pre-defined default entities and include all entities explicitly mentioned
in observations, as well as their parent entities. Additionally, we randomly sample entities. Their
sampling probabilities are computed based on how often they are mentioned positively vs. negatively
(over all scene graphs), i.e. the more often a finding is mentioned positively and the less often it
is mentioned negatively, the more often we sample it as a question. This assures that we generate
additional negative questions for findings that are only/mostly mentioned positively.
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Table 13: Finding templates.

Template (ID) Question Example Variables Main answer Details Related Inf.

describe finding
D01 describe finding

Describe the pleural effusion. finding finding (positive)
finding (negative) –

parent findings
indications
indicative of
same subcat
correlated

has finding
D02 has finding

Is there any indication of pneu-
monia?

finding template finding (positive)
finding (negative)

parent findings
indications
same subcat
correlated

where is finding
D03 where is finding

Where is the lung nodule lo-
cated?

finding template finding (positive)
finding (negative)

parent findings
indications

how severe is finding
D04 how severe is finding

How severe is the car-
diomegaly?

finding template finding (positive)
finding (negative)

parent findings
indications

describe device
D05 describe device

Describe the endotracheal
tube.

device device (positive)
device (negative) – parent findings

same subcat

has device
D06 has device

Is a pacemaker visible in the
study?

device template device (positive)
device (negative) same subcat

where is device
D07 where is device

Where are the surgical clips
located?

device template device (positive)
device (negative) same subcat

E.3 QUALITY ASSESSMENT

Scene Graph Quality The scene graph quality aspects are computed by simply inspecting the
observations nodes and checking which fields are set or empty. Additionally, we track issues during
the graph construction procedure and derive quality aspects from them.

QA Quality We automatically assess the quality of the textual content of QA-pairs using Llama 3.1
8B (Grattafiori et al., 2024) as a judge for the five criteria presented in Tab. 10.

For rating entailment (Listing 7), we condition the model on the report, the question, as well as the
answer parts and we rate each answer part individually.

Listing 7: LLM prompt used for entailment evaluation of generated answers.
You will be given a Report (medical report of a chest X-ray study), a

↪→ Question (about the study), and an Answer (to the question)
↪→ consiting of several (numbered) sentences.

Your task is to assess/rate whether each of the answer sentences is true
↪→ or not, given a the reference report about the chest X-ray. This
↪→ task is known as entailment verification.

Assess the quality of each answer sentence independently and use one of
↪→ the rating options provided below to assess how well the facts in
↪→ each sentences align with the report.

# G u i d e l i n e s :
- Rate each sentence in the Answer individually; do NOT use any prior

↪→ answer sentences as context or source
- Provide the rating for each answer sentences in its own line starting

↪→ with the sentence number followed by your rating
- For each sentence, use ONE of the rating options provided below, do NOT

↪→ use any other options
- An example format will be provided
- DO NOT REPEAT the question or answer sentences in your response!

## Rating Options −− ONLY USE ONE OF THE FOLLOWING OPTIONS
- ALIGNED_MENTIONED: Answer aligns with the report (is factually correct)

↪→ and all facts are explicitly stated in the report.
Example: The same finding is described in the answer and the report
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- ALIGNED_INFERABLE: Answer aligns with the report (is factually correct)
↪→ but some facts are NOT explicitly stated in the report, can
↪→ however be derived from what is written there.
Example: The answer provides a more general description of what is

↪→ written in the report.
- ALIGNED_NEGATIVE_NOT_MENTIONED: Answer does NOT contradict the report (

↪→ may factually correct) but some facts (negative findings) cannot be
↪→ derived from the report, are however likely correct because they
↪→ are negative findings and nothing contradictory is mentioned in the
↪→ report.
Example: The answer mentions that a finding is not present but this

↪→ is not explicitly mentioned and does not contradict anything in
↪→ the report.

- ALIGNED_GENERAL_STATEMENT: Answer is a more general statement or
↪→ summary that is not explicitly mentioned but aligns roughly with
↪→ the overall report.
Example: Summaries of whether the study is positive or negative.

- NON_ALIGNED_NON_INFERABLE: Answer does NOT contradict the report but
↪→ the correctneaa of some facts cannot be validated using the report.
Example: The answer mentions that a finding is present but this is

↪→ never mentioned in the report and cannot be concluded from it.
- NON_ALIGNED_MISLEADING: Answer does NOT directly contradict the report

↪→ but the description is highly misleading considering the report.
Example: The answer mentions that a finding is not present, which is

↪→ never mentioned in the report but could likely be present
↪→ considering the report.

- NON_ALIGNED_CONTRADICTING: Answer contradict with the report.
Example: The answer describes that a finding is not present, which is

↪→ however mentioned as present in the report or vice versa.

# Example Format :
Report:
--- START OF REPORT ---
...
--- END OF REPORT ---

Question: ...

Answer (2 sentences to rate):
[01] First answer sentence.
[02] Second answer (last sentence in this example).

Rating (provide 2 ratings):
[01] ALIGNED_MENTIONED
[02] NON_ALIGNED_NON_INFERABLE

# Proceed with the f o l l o w i n g Report , Question , and Answer s e n t e n c e s :
Report:
--- START OF REPORT ---
<REPORT>
--- END OF REPORT ---

Question: <QUEST>

Answer (<NUMANS> sentences to rate):
<ANSWERS>

Rating (provide <NUMANS> ratings):

For rating relevance (Listing 8), we condition the model on the question as well as the answer parts
(but not on the report) and we rate each answer part individually.

Listing 8: LLM prompt used for relevance evaluation of generated answers.
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You will be given a question (about a chest X-ray study), and an answer (
↪→ to the question) consiting of several (numbered) sentences.

Your task is to assess/rate whether each of the answer sentences relevant
↪→ to answer the question or is redundant.

Assess the quality of each answer sentence and use one of the rating
↪→ options provided below.

# G u i d e l i n e s :
- Rate each sentence in the answer individually; but check for redundancy

↪→ with previous sentences.
- Provide the rating for each answer sentences with the sentence number

↪→ followed by your rating.
- For each sentence, use ONE of the rating options provided below, do NOT

↪→ use any other options.
- An example format will be provided.
- DO NOT REPEAT the question or answer sentences in your response!

## Rating Options −− ONLY USE ONE OF THE FOLLOWING OPTIONS
- RELEVANT_MAIN_ANSWER: Fullfill ALL of the following

a) Are relevant to the question
b) Are needed to answer the question or provide details
c) Are not redundant to previous RELEVANT_MAIN_ANSWER sentences

- RELATED_INFO: Fullfill ALL of the following
a) Are NOT needed to answer the question
b) Provide additional context related to the question or other answer

↪→ sentences
c) Are not redundant to any previous sentences

- REDUNDANT_INFO(...): Fullfill ALL of the following
a) Would fullfill criteria a-b) for RELEVANT_MAIN_ANSWER, or

↪→ RELATED_INFO
b) Contains exactly the same information that was already provided in

↪→ a previous sentence of the same type (ONLY consider previous
↪→ sentences here!)

c) Does not provide any additional details or related information
d) Could be removed without changing the content of the answer
Note: replace ... with the sentences IDs OF PREVIOUS SENTENCE with

↪→ which the current sentence is redundant
- IRRELEVANT_INFO: Fullfill ALL of the following

a) Does not classify as any of the above
b) No information in the sentence is relevant or related to the

↪→ question

# Example Format :
Question: ...

Answer (4 sentences to rate):
[01] First answer sentence.
[02] Second answer.
[03] Third answer, containint no additional information, everything was

↪→ already mentioned in 01 and 02.
[04] Fourth sentence.

Rating (provide 4 ratings):
[01] RELEVANT_MAIN_ANSWER
[02] IRRELEVANT_INFO
[03] REDUNDANT_INFO(01,02)
[04] RELATED_INFO

# Proceed with the f o l l o w i n g Quest ion and Answer s e n t e n c e s :
Question: <QUEST>

Answer (<NUMANS> sentences to rate):

39



2106
2107
2108
2109
2110
2111
2112
2113
2114
2115
2116
2117
2118
2119
2120
2121
2122
2123
2124
2125
2126
2127
2128
2129
2130
2131
2132
2133
2134
2135
2136
2137
2138
2139
2140
2141
2142
2143
2144
2145
2146
2147
2148
2149
2150
2151
2152
2153
2154
2155
2156
2157
2158
2159

Under review as a conference paper at ICLR 2026

<ANSWERS>

Rating (provide <NUMANS> ratings):

For rating completeness (Listing 9), we condition the model on the report, the question, as well as the
full answer and we rate the full answer as a whole.

Listing 9: LLM prompt used for completeness evaluation of generated answers.
You will be given a Report (medical report of a chest X-ray study), a

↪→ Question (about the study), and an Answer (to the question) .

Your task is to assess/rate whether the provided Answer contains all the
↪→ necessary information to answer the Question, considering the
↪→ Report as the source of truth.

# G u i d e l i n e s :
- Do not assess whether the answer is correct but whether it is contains

↪→ all relevant information from the Report to answer the Question.
- Use ONE of the rating options provided below, do NOT use any other

↪→ options.
- Answer with a short explanation (a few words) followed by "->" and the

↪→ rating option.
- An example format will be provided.
- DO NOT REPEAT the report, question, or answer sentences in your

↪→ response!

## Rating Options −− ONLY USE ONE OF THE FOLLOWING OPTIONS
- FULLY_COMPLETE: All facts from the report that are relevant to the

↪→ question are included and the question is answered.
- DETAILS_MISSING: The main facts from the report that are relevant to

↪→ the question are included BUT some details are missing.
- NOT_ANSWERED: While facts from the report may be contained, the answer

↪→ does not relate to the question at all.
- INCOMPLETE_NON_MISLEADING: Main facts are missing, but these should not

↪→ lead to a misrepresentation of the facts (e.g. only some negative
↪→ findings are not mentioned).

- INCOMPLETE_MISLEADING: Important facts are missing, such that the
↪→ answer may mislead the reader.

# Example Format :
Report:
--- START OF REPORT ---
...
--- END OF REPORT ---

Question: ...

Answer (to rate):
...

Rating (your task):
severity is missing -> DETAILS_MISSING

# Proceed with the f o l l o w i n g Report , Question , and Answer :
Report:
--- START OF REPORT ---
<REPORT>
--- END OF REPORT ---

Question: <QUEST>

Answer (to rate):
<ANSWERS>
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Rating (your task):

For rating question clarity (Listing 10), we condition the model on the question only and rate it.

Listing 10: LLM prompt used for question clarity evaluation of generated questions.
You will be given a medical Question about a radiological chest X-ray

↪→ study (which is not provided).
Your task is to assess/rate the clarity of the Question, i.e. whether its

↪→ wording is clear and unambiguous, and whether it is easy to
↪→ understand and answer.

# G u i d e l i n e s :
- Use ONE of the rating options provided below, do NOT use any other

↪→ options
- Answer with a short explanation (a few words) followed by "->" and the

↪→ rating option
- An example format will be provided
- DO NOT REPEAT any part of the question or answer sentences in your

↪→ response!

## Rating Options −− ONLY USE ONE OF THE FOLLOWING OPTIONS
- OPTIMAL: The question is mostly clear, unambiguous, and can be answered

↪→ . It is well-structured and concise without grammatical errors.
- UNUSUAL_SENTENCE_STRUCTURE: The question is mostly clear, unambiguous,

↪→ and can be answered. However, the sentence structure is unusual or
↪→ complex. There are no grammatical errors.

- GRAMMATICAL_ERRORS: The question is mostly clear, unambiguous, and can
↪→ be answered. However, there are grammatical errors that may affect
↪→ the clarity. The sentence may or may not be well-structured.

- UNRELATED_TO_CHEST_XRAY: The question is mostly clear and unambiguous.
↪→ However, it does not make sense to ask this question about a chest
↪→ X-ray study, because it does not relate to the content that can be
↪→ observed in a chest X-ray. There may or may not be grammatical
↪→ errors or unusual sentence structure.

- UNCLEAR_QUESTION: The question may be misunderstood, is ambiguous, or
↪→ otherwise unclear. Any answer could be misleading or incorrect,
↪→ even with proper medical knowledge and context. There may or may
↪→ not be grammatical errors or unusual sentence structure.

Note that simply stating the indication/history motivating the study is
↪→ considered a valid question (and should not be rated as
↪→ UNCLEAR_QUESTION solely for not being an explicit question)!

# Example Format :
Question (to rate): ...

Rating (your task):
The question is unrelated to chest X-rays -> UNRELATED_TO_CHEST_XRAY

# Proceed with the f o l l o w i n g Quest ion :
Question (to rate): <QUEST>

Rating (your task):

For rating answer clarity (Listing 11), we condition the answer parts only (but not on the report or
question) and we rate each answer part individually.

Listing 11: LLM prompt used for answer clarity evaluation of generated answers.
You will be given a medical Answer to an unknown question about a

↪→ radiological chest X-ray study (which is not provided).
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Your task is to assess/rate the clarity of each sentence of the Answer, i
↪→ .e. whether its wording is clear and unambiguous, and whether it is
↪→ easy to understand.

# G u i d e l i n e s :
- Rate each sentence in the Answer individually; do NOT use any prior

↪→ answer sentences as context or source
- Provide the rating for each answer sentences in its own line starting

↪→ with the sentence number followed by your rating
- For each sentence, use ONE of the rating options provided below, do NOT

↪→ use any other options
- An example format will be provided
- DO NOT REPEAT the question or answer sentences in your response!

## Rating Options −− ONLY USE ONE OF THE FOLLOWING OPTIONS
- OPTIMAL: The answer sentence is mostly clear and unambiguous. It is

↪→ well-structured and concise without grammatical errors.
- UNUSUAL_SENTENCE_STRUCTURE: The answer sentence is mostly clear and

↪→ unambiguous. However, the sentence structure is unusual or complex.
↪→ There are no grammatical errors.

- GRAMMATICAL_ERRORS: The answer sentence is mostly clear and unambiguous
↪→ . However, there are (severe) grammatical errors that affect the
↪→ clarity. The sentence may or may not be well-structured.

- UNCLEAR_ANSWER: The answer sentence may be misunderstood, is ambiguous,
↪→ or otherwise unclear. There may or may not be grammatical errors
↪→ or unusual sentence structure.

- NOT_UNDERSTANDABLE: The answer sentence cannot be understood at all. It
↪→ is completely unclear, nonsensical, gibberish, or contradictory in
↪→ itself. There may or may not be grammatical errors or unusual
↪→ sentence structure.

# Example Format :
Answer (4 sentences to rate):
[01] This first sentence.
[02] This is the second answer sentence.
[03] Some text where it is unclear what is meant.
[04] This is the last answer sentence.

Rating (provide 4 ratings):
[01] GRAMMATICAL_ERRORS
[02] OPTIMAL
[03] UNCLEAR_ANSWER
[04] OPTIMAL

# Proceed with the f o l l o w i n g Answer s e n t e n c e s :
Answer (<NUMANS> sentences to rate):
<ANSWERS>

Rating (provide <NUMANS> ratings):

E.4 RESOURCES FOR DATASET CONSTRUCTION AND EVALUATION

E.4.1 SOURCE DATASETS

MIMIC-CXR (Johnson et al., 2024b; 2019a; Goldberger et al., 2000) We use the MIMIC-CXR
dataset version 2.1.0 (https://physionet.org/content/mimic-cxr/2.1.0/ as the
source of radiology reports from which we extract the scene graphs. It contains 227 835 radiographic
(chest X-ray) studies performed at the Beth Israel Deaconess Medical Center in Boston, MA, USA. It
is licensed under the PhysioNet Credentialed Health Data License 1.5.0.

MIMIC-CXR-JPG (Johnson et al., 2024a; 2019b; Goldberger et al., 2000) We use the MIMIC-
CXR-JPG dataset version 2.1.0 (https://physionet.org/content/mimic-cxr-jpg/
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2.1.0/) as the source of images for localization (the CXAS segmntation model is
applied on these images). Additionally, we use the provided radiologist annotations
(mimic-cxr-2.1.0-test-set-labeled.csv) as targets to evaluate the quality of extracted
finding tags (Tabs. 2a and 5). The dataset is derived from MIMIC-CXR and is licensed under the
PhysioNet Credentialed Health Data License 1.5.0.

Chest ImaGenome (Wu et al., 2021a;b; Goldberger et al., 2000) We use the Chest ImaGenome
Dataset version 1.0.0 (https://physionet.org/content/chest-imagenome/1.0.
0/) as a source of anatomical region bounding boxes for localization. Additionally, we use their
provided scene graphs as a baseline for the evaluations of our scene graphs (Tabs. 2 and 5 to 8). It
contains scene graphs for 242 072 frontal images from MIMIC-CXR that have been created using
rule-based natural language processing and CXR atlas-based bounding box detection. The dataset is
derived from MIMIC-CXR and is licensed under the PhysioNet Credentialed Health Data License
1.5.0.

CXR-LT 2024 (Holste et al., 2025; 2024; Goldberger et al., 2000) We use
the CXR-LT 2024 dataset version 2.0.0 (https://physionet.org/content/
cxr-lt-iccv-workshop-cvamd/2.0.0/) as targets to evaluate the quality of ex-
tracted finding tags (Tabs. 2a and 6). More precisely, we use the gold standard dataset provided
for Task 2 in the CXR-LT 2024 challenge tasks (406 reports, 26 classes). The dataset is derived
from a small subset of MIMIC-CXR and was hand-labeled by radiologists. It is licensed under the
PhysioNet Credentialed Health Data License 1.5.0.

MS-CXR (Boecking et al., 2024; 2022; Goldberger et al., 2000) We use the MS-CXR dataset
version 1.1.0 (https://physionet.org/content/ms-cxr/1.1.0/) as targets to evalu-
ate the quality of extracted finding boxes (Tabs. 2b and 7). The dataset contains 1162 image-sentence
pairs of bounding boxes and corresponding phrases (and their finding classes) for 8 different findings.
It is derived from a small subset of MIMIC-CXR and was hand-labeled by radiologists. It is licensed
under the PhysioNet Credentialed Health Data License 1.5.0.

REFLACX (Bigolin Lanfredi et al., 2021; 2022; Goldberger et al., 2000) We
use the REFLACX dataset version 1.0.0 (https://physionet.org/content/
reflacx-xray-localization/1.0.0/) as targets to evaluate the quality of extracted
finding boxes (Tabs. 2b and 8). The dataset provides eye-tracking data collected for 3032 frontal
chest x-rays from the MIMIC-CXR dataset. Additionally, it provides hand-labeled ellipses localizing
for several anomalies present in the images. We only use the ellipses but do not use the eye-tracking
data. It is licensed under the PhysioNet Credentialed Health Data License 1.5.0.

E.4.2 MODELS

LLM Selection We choose the information extraction model (Llama 3.1 70B) based on the follow-
ing criteria:

• Open weights and locally hostable (required due to the MIMIC dataset licenses).

• Fast and efficient to run on large amounts of data.

• Sufficient extraction quality and instruction following. Sophisticated reasoning capabilities
are not required.

• No vision component is required.

While using other models would be possible, we choose Llama 3.1 70B based on preliminary
experiments (at the start of dataset construction). Those experiments indicated that it provides good
trade-offs for the points above.

The study of alternative models may be interesting. However, we do not expect major improvements
in data quality, as our semantic entity mapping and our automatic quality assessment already provide
a robust framework to assure data quality even with small data extraction errors. Therefore, we leave
this to future work.
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Llama 3.1 70B (Grattafiori et al., 2024) We use the AWQ-INT4 (Lin et al., 2024) quantized version
of Llama 3.1 70B Instruct provided by the Huggingface hub at https://huggingface.co/
hugging-quants/Meta-Llama-3.1-70B-Instruct-AWQ-INT4. The model is derived
from the https://huggingface.co/meta-llama/Llama-3.1-70B-Instruct and is
licensed under the LLAMA 3.1 COMMUNITY LICENSE AGREEMENT. We limit the maximum
number of tokens to 6144.

Llama 3.1 8B (Grattafiori et al., 2024) We use the AWQ-INT4 (Lin et al., 2024) quantized
version of Llama 3.1 70B provided by the Huggingface hub at https://huggingface.co/
hugging-quants/Meta-Llama-3.1-8B-Instruct-AWQ-INT4. The model is derived
from the https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct and is
licensed under the LLAMA 3.1 COMMUNITY LICENSE AGREEMENT. We limit the maximum
number of tokens to 8192.

CXAS (Seibold et al., 2022; 2023) We use the model provided by the CXAS Python
library https://pypi.org/project/cxas/. See also https://github.com/
ConstantinSeibold/ChestXRayAnatomySegmentation. It is licensed under the
Attribution-NonCommercial-ShareAlike 4.0 International license. We run segmentation of all anatom-
ical structures on half the original image resolution (half original image width and height).

BioLORD (Remy et al., 2024) We use the BioLORD-2023-C variant provided by the Hug-
gingface model hub at https://huggingface.co/FremyCompany/BioLORD-2023-C
and licensed under the MIT license. To apply the model, we use the Sentence Transformers
library (https://github.com/UKPLab/sentence-transformers), which is licensed
under the Apache-2.0 license.

Model Inference Details For all LLM-based information extraction steps, we rely on the vLLM
library (Kwon et al., 2023) (https://github.com/vllm-project/vllm, Apache-2.0 li-
cense) for inference. We run all models with temperature = 0.0. All json-outputs are parsed using
the Pydantic libary (https://docs.pydantic.dev).

E.4.3 COMPUTATIONAL COSTS

Each dataset construction step can run on an individual Nvidia A100 GPU, but we use multiple GPUs
in parallel, with each GPU responsible for a different subset of the dataset. Semantic segmentation of
all 158 anatomical structures using the CXAS models takes about 6 seconds per image, leading to a
total of about 628 GPU hours. Sentence extraction takes about 1 second per study (report), leading to
a total of about 65 GPU hours (for 227 835 studies). Observation extraction takes about 1.7 seconds
per study, leading to a total of about 108 GPU hours. Indication extraction takes about 0.3 seconds per
study, leading to a total of about 19 GPU hours. Scene graph construction (including entity matching)
takes about 0.6 seconds per study, leading to a tool of about 38 hours. Question-answer generation
does not require a GPU but takes about 9 seconds per study (including all question templates and
strategies), leading to a total of about 24 days. However, multiple processes can be run in parallel
on a single machine, leading to an effective time of only about a day for all 42M QA-pairs. Quality
assessment of QA texts again requires a GPU and consists of 5 individual steps that can be run in
parallel. Overall the assessment takes about 6 GPU days for all 42M QA-pairs.

Societal Impact As a large vision-language dataset for medical imaging, this dataset has significant
potential for societal impact. However, its use as a training source for models employed in clinical
or medical applications also poses a substantial risk of misdiagnosis, highlighting the need for
caution. Therefore, we strongly advise against relying solely on this dataset for fine-tuning or
evaluating such models. On the other hand, this dataset can facilitate the development of large
and interactive VQA models, which can provide supplemental information for patients, serve as a
training tool for healthcare professionals, or optimize clinical workflows. The provided annotations,
including bounding boxes and tags, further enhance its utility by providing a level of transparency
and explainability in model predictions, allowing for more informed interpretation and analysis. By
sparking research in this direction, this dataset can contribute to the advancement of the field and
ultimately lead to positive long-term societal impacts. Nevertheless, it is essential to approach this
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dataset with caution, recognizing its limitations and potential risks if used improperly. As such, we
consider this dataset a valuable research asset, but not yet suitable as a (sole) training source for
real-world medical applications, emphasizing the need for careful evaluation and validation.

F STRUCTURED VQA TASK

F.1 FURTHER STRUCTURED VQA RESULTS

Table 14: Further results of our structured VQA task from Sec. 5. We show all the metrics from
Tab. 3 with additional sub-metrics of our RadStrucVQA metric, each with 95% confidence intervals
(bootstrapping, n = 1000). Besides our default VQA model and the MAIRA-2 baseline, we also
show alternative settings of our VQA model, namely training without bounding boxes and/or tags
and predicting bounding boxes and tags before or after the text. Apart from these adaptions, the
experimental setup was the same as in Sec. 5. We found that none of these adaptions has major
influences on the results (apart from being capable of predicting boxes/tags), indicating that text, boxes,
and tags in our dataset do not contradict each other. However, we observed minor improvements in
text quality by adding bounding boxes

Model Ours (ablations) Ours (default) MAIRA-2

Boxes ✗ ✓ ✓ ✓ ✓ ✓

Tags ✗ ✗ ✗ ✓ ✓ ✓

Text only text after text before text after text before text after text

R
ad

Fa
ct

*

Logical Prec.. 0.75 0.76 0.76 0.76 0.76 0.25
Logical Rec.. 0.74 0.75 0.75 0.75 0.75 0.64
Logical F1. 0.74 0.74 0.75 0.75 0.75 0.27
Grounding Prec.. – 0.88 0.87 0.88 0.87 0.69
Grounding Rec.. – 0.88 0.90 0.88 0.89 0.12
Grounding F1. – 0.83 0.83 0.83 0.83 0.32
Spatial Prec.. – 0.68 0.67 0.68 0.67 0.12
Spatial Rec.. – 0.67 0.68 0.68 0.68 0.07
Spatial F1. – 0.63 0.63 0.64 0.63 0.06

R
ad

St
ru

cV
Q

A
(T

ag
s)

Finding Prec. – – – 0.68 0.68 –
Finding Rec. – – – 0.67 0.66 –
Finding F1 – – – 0.68 0.67 –
Finding-pos Prec. – – – 0.40 0.41 –
Finding-pos Rec. – – – 0.29 0.26 –
Finding-pos F1 – – – 0.39 0.39 –
Region Prec. – – – 0.67 0.67 –
Region Rec. – – – 0.66 0.66 –
Region F1 – – – 0.66 0.67 –
Region-pos Prec. – – – 0.29 0.34 –
Region-pos Rec. – – – 0.21 0.21 –
Region-pos F1 – – – 0.29 0.32 –
Main-category Prec. – – – 0.73 0.73 –
Main-category Rec. – – – 0.70 0.70 –
Main-category F1 – – – 0.72 0.72 –
Main-category-pos Prec. – – – 0.49 0.52 –
Main-category-pos Rec. – – – 0.36 0.34 –
Main-category-pos F1 – – – 0.47 0.49 –
Sub-category Prec. – – – 0.71 0.71 –
Sub-category Rec. – – – 0.67 0.67 –
Sub-category F1 – – – 0.69 0.69 –
Sub-category-pos Prec. – – – 0.47 0.50 –
Sub-category-pos Rec. – – – 0.34 0.32 –
Sub-category-pos F1 – – – 0.45 0.46 –
Bbox-pos-entity Prec. – – – 0.31 0.32 –
Bbox-pos-entity Rec. – – – 0.22 0.20 –
Bbox-pos-entity F1 – – – 0.26 0.26 –

*Our RadStrucVQA implementation.
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F.2 RADSTRUCVQA METRIC

Following the RadFact (Bannur et al., 2024) metric, we split the predictions into individual elements.
In our case, we treat each answer part as its own element, ignoring the hierarchy level and order. For
each QA-sample, this results in a set of prediction elements Ŷ , where

∣∣Ŷ∣∣ is the number of answer
parts in the predicted answer, and a set of target elements Y , where

∣∣Y∣∣ is the number of answer parts
in the target answer.

For each RadStrucVQ sub-metric (sub ∈ {logical, grounding,finding, . . . }), we compute a sample-
level precision psub and recall rsub score individually:

psub

(
Ŷ,Y

)
= ssub

(
Ŷ,Y

)
, (1)

rsub

(
Ŷ,Y

)
= ssub

(
Y, Ŷ

)
, (2)

where ssub (H, C) ∈ [0, 1] is a sub-metric specific scoring function considering the hypothesis set H
given the context set C. For precision H = Ŷ is the prediction set and C = Y is the target set, while
for recall H = Y and C = Ŷ .

The score ssub is computed as the fraction of relevant hypothesis elements h ∈ H that are entailed,
using a sub-metric specific entailment definition, given the context C. More precisely:

ssub (H, C) =

∣∣∣{h ∈ H
∣∣ entailedsub(h, C[h]) ∧ relevantsub(h)

}∣∣∣∣∣∣{h ∈ H
∣∣ relevantsub(h)}∣∣∣ , (3)

where C[h] is the evidence from C for h defined as

C[h] =
{
c ∈ C

∣∣h is logically entailed with C ∧ c provides evidence for h
}
. (4)

We compute C[h] by prompting an LLM to (i) identify entailment of h given all context elements
in C, where h can be ENTAILED or NOT ENTAILED (neutral or contradicting); and (ii) provide
the relevant evidence for entailment, i.e. the context units c ∈ C that support h. The LLM is given
only the textual descriptions of each element (answer part), i.e. the entailment classification is purely
logical and does not consider localization or any tags. Note that C[h] = {} if h is not entailed.

Given the hypothesis h and its evidence C[h], the sub-metric entailment is computed individually by

entailedsub
(
h, C[h]

)
∈ {true, false} , (5)

while the relevant subset of hypothesis elements is identified using the sub-metric specific

relevantsub(h) ∈ {true, false} . (6)

The definitions for each sub-metric can be found in Tab. 15.
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Table 15: RadStrucVQA sub metric definitions. The logical, grounding, and spatial sub-metrics
follow the same principles as the corresponding sub-metrics in RadFact (Bannur et al., 2024).

Sub-metric entailedsub

(
h, C[h]

)
relevantsub(h)

logical
C[h] is not empty

i.e. there is positive evidence for h in C
and h does not contradict C

always true

grounding

entailedlogical

(
h, C[h]

)
∧ IoH(h, C[h]) ≥ 0.5

where IoH is the Intersection between boxes in h and boxes in C[h]
over the total box area in h,

with intersection/area computed based on box-masks (unions of boxes)

h has bounding boxes ∧
entailedlogical

(
h, C[h]

)
spatial entailedgrounding

(
h, C[h]

)
h has bounding boxes

finding
entailedlogical

(
h, C[h]

)
∧

each of the finding tags in h is present in any of C[h],
only considering the subset of C[h] with the same positivity

h has finding tags

finding-pos entailedfinding

(
h, C[h]

) relevantfinding(h) ∧
h is positive

region
entailedlogical

(
h, C[h]

)
∧

each of the region tags in h is present in any of C[h],
only considering the subset of C[h] with the same positivity

h has region tags

region-pos entailedregion

(
h, C[h]

) relevantregion(h) ∧
h is positive

main-category
entailedlogical

(
h, C[h]

)
∧

each of the finding main category tags in h is present in any of C[h],
only considering the subset of C[h] with the same positivity

h has finding main category tags

main-category-pos entailedmain−category

(
h, C[h]

) relevantmain−category(h) ∧
h is positive

sub-category
entailedlogical

(
h, C[h]

)
∧

each of the finding sub category tags in h is present in any of C[h],
only considering the subset of C[h] with the same positivity

h has finding sub category tags

sub-category-pos entailedsub−category

(
h, C[h]

) relevantsub−category(h) ∧
h is positive

bbox-pos-entity entailedfinding

(
h, C[h]

)
∧ entailedgrounding

(
h, C[h]

) relevantfinding−pos(h) ∧
relevantspatial(h)

Implementation Details The final precision/recall scores are computed by averaging the sample-
level scores. F1 scores can also be computed by first taking the per-sample harmonic mean of
precision and recall before averaging the sample-level F1 scores. Invalid answers, samples with
LLM parse errors during entailment computation, as well as samples without relevant hypotheses
are ignored during averaging. We use the same entailment prompts and few-shot examples as in
RadFact (Bannur et al., 2024) but use the Llama 3.1 8B (Grattafiori et al., 2024) model, allowing us
to compute the metric locally.

F.3 EXPERIMENTAL SETUP

Vision-Language Model Training Our vision-language model follows the Llava architecture (Liu
et al., 2023), using Rad-DINO (Pérez-Garcı́a et al., 2025) (microsoft/rad-dino) for image
encoding and the 3B Llama 3.2 language model (https://huggingface.co/meta-llama/
Llama-3.2-3B-Instruct) connected via an MLP projection layer. We freeze the image
encoder and all existing language model parameters but add new special tokens (with trainable
embeddings) and apply LoRA (Hu et al., 2021) to the language model. Therefore, we only train
the projection layer, the LoRA parameters, and the newly added token embeddings (keeping the
existing token embeddings frozen). We train for one epoch on 1M samples from our CXR-QBA
fine-tuning grade dataset (MIMIC-CXR’s train split), where we use autoregressive training but only
apply the loss to answer tokens. For image encoding and projection, we adopt the hyperparameters of
MAIRA-2 (Bannur et al., 2024): We square-crop the images and resize them to 518× 518, leading to
37× 37 = 1369 image patches (i.e. image tokens), then we use the features of the last image encoder
layer, and project the image tokens using 4 projection layers with GeLU activations. For LoRA, we
use r = 64, α = 16, and dropout 0.05. The maximum number of tokens for the language model is
restricted to 2048. We use the AdamW optimizer with cosine annealing scheduling with 500 warmup
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steps, maximum learning rate 1e− 3, no weight decay, a batch size of 4 with 16 accumulation steps,
gradient norm clipping at 1.0, and bf16 precision. The model is evaluated on the test split (following
MIMIC-CXR) of our CXR-QBA fine-tuning grade set.

Prompt and Special Tokens Our question prompt follows the template shown in Listing 12, where
<boi> (begin of image), <eoi> (end of image), and <imgref1> (first image reference) are newly
added special tokens, <img> tokens are replaced by image token features, and {QUESTION} is
replaced by the specific question.

Listing 12: Question prompt.
Consider the following chest X-ray image: <boi><imgref1><img>...<eoi> {

↪→ QUESTION}

The answers are formatted into sequences using XML-style structures and special tokens to represent
tags and bounding boxes. An example is given in Listing 13.

Listing 13: Answer prompt.
<answer>

<regions><bilateral><lungs></regions>
<probability><certain><neg><probability>
<categories>

<ANATOMICAL_FINDING><DISEASE>
<subcat>LUNG FIELD</subcat><subcat>PULMONARY DISEASES</subcat>

</categories>
<entities><entity>pneumothorax</entity></entities>
<modifiers></modifiers>
<box><imgref1><x51><y18><x90><y87><box>
<box><imgref1><x09><y19><x52><y93></box>
No, there is no indication of pneumothorax.

</answer>

We use special start and end tokens for answer parts (<answer> / </answer>), bounding
boxes (<box> / </box>), and groups of tags (<regions> / </regions>, <probability>
/ </probability>, <categories> / </categories>, <entities> / </entities>,
<modifiers> / </modifiers>). For some tags we use individual special tokens, namely for
laterality (e.g. <bilateral>), regions (e.g. <lungs>), certainty (e.g. <certain>), positivity
(e.g. <neg>), and main categories (e.g. <ANATOMICAL FINDING>). For others we use start/end
tokens and normal text, namely for sub-categories (<subcat> / </subcat>) and finding entities
(<entity> / </entity>). Bounding boxes are listed after all other tags, where we use <box>
/ </box> tokens and refer back to the image using <imgref1>. Inside the box-tokens we use
special relative coordinate tokens (following MAIRA-2 (Bannur et al., 2024)) that represent the
normalized (x1, y1, x2, y2) coordinates of the bounding box, each quantized to 100 different tokens
per dimension. We use different tokens for the x- and y-dimensions but share them for both corners
(e.g. x1 and x2 share the same token set). The textual description is the last part of each answer part
and consists of plain text without special tokens. If an answer consists of multiple answer parts, then
each answer part uses an individual block as in Listing 13. All new token embeddings are initialized
close to the existing token embeddings, where we try to initialize them based on keywords defined
for each token. More precisely, given a set of keywords for a new token, we tokenize the keywords
using the old vocabulary and compute the average embedding of all these tokens. This is then used as
the initialization for the new token.

MAIRA-2 Baseline We use the MIARA-2 (Bannur et al., 2024) checkpoint available at https:
//huggingface.co/microsoft/maira-2. We freeze the full model but modify the prompt.
More precisely, we use their original prompt for grounded report generation but slightly modify it,
asking the model to answer to the question (included in the modified prompt) instead of reporting all
findings in the image. The rest of the prompt is kept unchanged. This model is then evaluated on
the same test set as our vision-language model. It is capable of generating individual answer parts,
each with bounding boxes, but does not generate bounding boxes for negative answers and cannot
generate any tags.
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