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ABSTRACT
Recently, the research of dialogue systems has been widely con-
cerned, especially task-oriented dialogue systems, which have re-
ceived increased attention due to their wide application prospect.
As a core component, dialogue state tracking (DST) plays a key
role in task-oriented dialogue systems, and its function is to parse
natural language dialogues into dialogue state formed by slot-value
pairs. It is well known that dialogue state tracking has been well
studied and explored on current benchmark datasets such as the
MultiWOZ. However, almost all current research completely ig-
nores the user negative feedback utterances that exist in real-life
conversations when a system error occurs, which often contains
user-provided corrective information for the system error. Obvi-
ously, user negative feedback utterances can be used to correct the
inevitable errors in automatic speech recognition and model gener-
alization. Thus, in this paper, we will explore the role of negative
feedback utterances in dialogue state tracking in detail through
simulated negative feedback utterances. Specifically, due to the lack
of dataset involving negative feedback utterances, first, we have to
define the schema of user negative feedback utterances and propose
a joint modeling method for feedback utterance generation and
filtering. Then, we explore three aspects of interaction mechanism
that should be considered in real-life conversations involving nega-
tive feedback utterances and propose evaluation metrics related to
negative feedback utterances. Finally, onWOZ2.0 andMultiWOZ2.1
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datasets, by constructing simulated negative feedback utterances
in training and testing, we not only verify the important role of
negative feedback utterances in dialogue state tracking, but also
analyze the advantages and disadvantages of different interaction
mechanisms involving negative feedback utterances, lighting future
research on negative feedback utterances.
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1 INTRODUCTION
Currently, task-oriented dialogue systems [14] are receiving increas-
ing attention, which can help users complete specific tasks, such
as ordering food, booking hotel, etc. Dialogue state tracking (DST)
[2, 8, 21] is the most core component of task-oriented dialogue
system, its purpose is to parse the natural language multi-turn dia-
logues into the dialogue state in the form of slot-value pairs, which
can be used in the subsequent dialogue policy learning module to
predict the next system action.

It is well known that dialogue state tracking has been well stud-
ied on current benchmark datasets. In recent years, with the release
of large multi-domain task-oriented dialogue datasets [1, 16, 27],
especially since MultiWOZ series [4, 5, 23] was proposed, the re-
search and exploration of dialogue state tracking have developed
rapidly. For example, the end-to-end architecture overcomes the
error propagation in traditional pipeline modeling [2, 10, 22], the
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I want book an Indian restaurant in east of the town.

I find 5 Italian restaurants in east, what price do you prefer?

You made a mistake, I want Indian food, not Italian, and I prefer it to 
be expensive.

Yes, please reserve a table for 19:00.

Thanks for your reminding, Indian House serves expensive Indian 
cuisine. Would you like to reserve a table?

Reservation for 19:00 is successful. Anything else?

Please book a taxi from Beijing Hotel to the restaurant before 
dinner.

I have booked a taxi for you from Beijing Hotel to India House 
restaurant at 19:00.

You misunderstood my words. I expect the taxi to arrive at the 
restaurant before 19:00, instead of leaving at 19:00.

Oh, my mistake. I have rebooked a taxi for you arriving before 19:00.

Thanks.

Figure 1: An example of a real-life conversation involving
negative feedback utterances. System errors and user nega-
tive feedback utterances have been color-coded.

generative and extractive models free dialogue state tracking from
the classification model’s constraints on ontology [6, 8, 21], and the
use of BERT, GPT and T5 language models improves the natural
language understanding of dialogue state tracking model [11, 12].

However, almost all current research completely ignores the user
negative feedback utterances that exist in real-life conversations
when a system error occurs, which often contains user-provided
corrective information for the system error. In a real-life conver-
sation scenario, when a user observes a system error, the user
will usually remind the system and provide the system with some
words to correct the error. For example, as shown in Figure 1, at
the beginning of the dialogue, due to the error of automatic speech
recognition, the system misunderstands Indian food as Italian food.
When the user observes the error of the food mentioned by the
system, the user instinctively reminds and corrects the error. At
the end of the dialogue, the system again misinterprets the time of
arrival as the time of departure, and again the user corrects it.

Obviously, user negative feedback utterances can be used to
correct the errors in the dialogue state. Due to the limitation of au-
tomatic speech recognition andmodel generalization, it is inevitable
for a dialogue system to make mistakes in real-life conversation
[7, 11, 20], and thus the ability of understanding negative feedback
utterances for a dialogue state tracking model should be consid-
ered. In real-life conversations, when a dialogue system detects a
user negative feedback utterance, it can use the negative feedback
utterance to correct the errors in the dialogue state. Meanwhile,
the system response can also be adjusted in time to improve the
friendliness of system according to the negative feedback utterance.
For example, as shown in Figure 1, the system uses the user neg-
ative feedback utterances to correct the food and arrival time in
the dialogue state, and inserts thanking phrases such as "thanks for
your reminding" and "Oh, my mistake" in subsequent replies.

Thus, in this paper, we will explore the role of negative feedback
utterances in dialogue state tracking in detail through simulated

negative feedback utterances. Specifically, due to the lack of dataset
involving negative feedback utterances, first, we define user nega-
tive feedback utterance as the combination of negative emotional
phrase and feedback utterance, and propose a T5-based feedback
utterance generation and filtering joint model. Then, we explore
the feedback acquisition strategy, the feedback acquisition content,
and the feedback acquisition timing in the interaction mechanism
involving negative feedback utterances, and propose two evaluation
metrics related to negative feedback utterances: feedback cost and
feedback accuracy. Finally, on WOZ2.0 [20] and MultiWOZ2.1 [4]
datasets, by constructing simulated negative feedback utterances
in training and testing, we analyze and verify the importance of
negative feedback utterances in dialogue state tracking and study
the performance of dialogue state tracking model under different
interaction mechanisms. The code and data are publicly released1.

In summary, the contributions of our paper are:
• To the best of our knowledge, our paper is the first work
to study user negative feedback utterance in task-oriented
dialogue system, which shows a new research direction for
dialogue systems.

• We define the schema of negative feedback utterances and
propose models and algorithms for creating and using sim-
ulated negative feedback utterances on current benchmark
datasets.

• We explore human-computer interaction mechanisms in-
volving negative feedback utterances in real-life conversa-
tions and propose two evaluation metrics related to negative
feedback utterances.

The rest of this paper is organized as follows: The definition
and modeling of negative feedback utterances are introduced in
section 2. Section 3 lists three important aspects of interaction
mechanisms involving negative feedback utterances. Section 4 is
about experiment settings and evaluation metrics. Experimental
results and analysis are elaborated in Section 5, after which we
conclude in Section 6. Besides, limited by space, related work is
discussed in Appendix A.

2 DEFINITION AND MODELING OF NEGATIVE
FEEDBACK UTTERANCES

In real-life dialogues, the negative feedback utterance from users is
very important to a dialogue system, which is related to whether the
system errors can be corrected and the friendliness of the dialogue
system can be improved. In this section, we will first define the
schema of negative feedback utterances, and then obtain negative
feedback utterances through joint modeling of feedback utterance
generation and filtering.

2.1 Definition of Negative Feedback Utterances
Generally, in real-life conversations, when users observe errors in a
system, they will warn the system first, and then explain the specific
content of the errors. Therefore, in this paper, we divide a negative
feedback utterance into two parts: a negative emotional phrase
used to warn errors and a feedback utterance used to describe the
specific content of errors, as shown in Figure 2.

1https://github.com/yangpuhai/Feedback-involved-DST

https://github.com/yangpuhai/Feedback-involved-DST


Toward Real-life Dialogue State Tracking Involving Negative Feedback Utterances KDD ’22, August 14–18, 2022, Washington, DC, USA.

Negative emotional phrase Adding information Deleting information+ +( )Negative Feedback utterance =

I want book a restaurant in 
east of the town.

I find 5 restaurants in west of 
the town, what type of food do 
you want?

You are wrong, I want a 
restaurant in the east.

Give me some information 
about the varsity restaurant.

It is a Chinese restaurant, I 
have booked 1 table for you.

You made a mistake, I don't 
need 1 table.

I need a taxi to the Hilton hotel.

What time do you expect the 
train to arrive?

The system is wrong, I need a taxi 
to the Hilton hotel, and I don't 
need a train to the Hilton hotel.

(a) (b) (c)

Feedback utterance

Figure 2: Structure of negative feedback utterances defined in the paper and three different examples. In examples, blue, green,
and yellow texts represent negative emotional phrases, adding information, and deleting information, respectively.

Table 1: Templates of negative emotional phrases.

train
you made a mistake, you are wrong, the system is
wrong, you misunderstand what i mean, there are bugs
in the system

dev
you made a mistake, you are wrong, the system is
wrong, you misunderstand, there’s something wrong
with the system

test
you made a mistake, you got it wrong, the system is
wrong, something went wrong, i am afraid you are
wrong

2.1.1 Negative Emotional Phrase. As the beginning mark of a nega-
tive feedback utterance, a negative emotional phrase plays a guiding
role. Since none of the current dialogue datasets contain data related
to negative emotional phrases, we use templates to construct nega-
tive emotional phrases. We design 10 negative emotional phrase
templates and use them for training, development, and testing. as
shown in Table 1.

2.1.2 Feedback Utterance. Feedback utterance is the main part of
a user negative feedback utterance, which contains user’s detailed
feedback on system errors. In this paper, we further divide a feed-
back utterance into two parts: adding information and deleting
information, as follows:
(1) Adding information: When a slot value that a user has pro-

vided to the system is misunderstood by the system, the user’s
feedback utterance will repeat the information about the slot
value again, which is called adding information in this paper. As
shown in Figure 2 (a), the systemmisunderstands the restaurant
area provided by the user, so the user repeats the area.

(2) Deleting information: For a slot that a user has not mentioned
in the dialogue, when its value is generated redundantly by
the system, the user’s feedback utterance will negate the infor-
mation of the slot value, which is called deleting information
in this paper. As shown in Figure 2 (b), the system mistakenly
book a table for the user, and the user points out the error in
subsequent feedback.
A typical example about user negative feedback utterances is

shown in Figure 2 (c). The system misunderstands the taxi desti-
nation provided by the user as the train destination, which not

only loses the information of taxi destination but also predicts the
information of train destination redundantly. Therefore, the user
repeats the taxi destination and denies the train destination in the
feedback utterance.

2.2 Joint Modeling of Feedback Utterance
Generation and Filtering

In this paper, except for one more negative auxiliary verb, the sen-
tence structure of deleting information is defined as exactly the
same as that of adding information, as shown in Figure 2, There-
fore, for simplification, we only modeling the feedback utterance
corresponding to adding information. Meanwhile, considering the
diversity of natural language generation, the modeling of feedback
utterance turns to how to generate user utterance candidates from
slot value information and how to further filter these candidates.

T5

translate belief state to dialogue: 
restaurant food chinese area east

translate dialogue to belief state: 
I need a train from vue cinema to 
ashley hotel.

I want find a chinese restaurant in 
the east of the town.

train departure vue cinema 
destination ashley hotel

Figure 3: High-level description for joint modeling of feed-
back utterance generation (blue) and filtering (green).

2.2.1 Design of the Joint Model. In this paper, the generation and
filtering method of user utterances is similar to CoCo-DST [11]
which uses system response and dialogue state to generate a set
of user utterance candidates and then uses a heuristic method and
a BERT-based classifier to filter the generated candidates. More
efficiently and adaptively, we use a single T5 model to jointly model
the generation and filtering of user utterances, as shown in Figure
3. Given a dialogue 𝑋 = {(𝑆1,𝑈1), (𝑆2,𝑈2), ..., (𝑆𝑡 ,𝑈𝑡 )} containing 𝑡
turns, where 𝑆𝑖 and𝑈𝑖 (1 ≤ 𝑖 ≤ 𝑡) denote system and user utterance
at the 𝑖-th turn, respectively. The corresponding dialogue state of
this dialogue is 𝑌 = {(𝐿1, 𝐵1), (𝐿2, 𝐵2), ..., (𝐿𝑡 , 𝐵𝑡 )}, where 𝐿𝑖 and
𝐵𝑖 represent the dialogue state of turn-level and dialogue-level
respectively, that is, 𝐿𝑖 is the slot value information of the 𝑖-th turn
and 𝐵𝑖 is the accumulated state from the first turn to the 𝑖-th turn.
In our model, the input sequence of the user utterance generator is
𝑃𝑟𝑜𝑚𝑝𝑡1 ⊕ 𝐿𝑖 , where 𝑃𝑟𝑜𝑚𝑝𝑡1 is “translate belief state to dialogue:”,
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then, the sequence is used as the input to the encoder of T5, and
the decoder generates the corresponding user utterance𝑈𝑖 :

𝑈𝑖 = 𝑇 5(𝑃𝑟𝑜𝑚𝑝𝑡1 ⊕ 𝐿𝑖 ) (1)

In contrast, the input sequence of the user utterance filter is
𝑃𝑟𝑜𝑚𝑝𝑡2 ⊕𝑈𝑖 , where 𝑃𝑟𝑜𝑚𝑝𝑡2 is “translate dialogue to belief state:”,
the input sequence then passes through T5 to generate the corre-
sponding dialogue state 𝐿𝑖 :

𝐿𝑖 = 𝑇 5(𝑃𝑟𝑜𝑚𝑝𝑡2 ⊕ 𝑈𝑖 ) (2)

The objective function of the model is to minimize the sum of
the negative log-likelihood of 𝑈𝑖 for given 𝐿𝑖 and the negative
log-likelihood of 𝐿𝑖 for given𝑈𝑖 :

𝐿𝑜𝑠𝑠 = −
𝑡∑︁
𝑖=1

(𝑙𝑜𝑔 𝑃 (𝑈𝑖 |𝑃𝑟𝑜𝑚𝑝𝑡1, 𝐿𝑖 ) + 𝑙𝑜𝑔 𝑃 (𝐿𝑖 |𝑃𝑟𝑜𝑚𝑝𝑡2,𝑈𝑖 )) (3)

2.2.2 Application of the Joint Model in Inference. For a well-trained
dialogue state tracking model, its ability of parsing user negative
feedback utterances reflects its adaptability to real-life dialogue
scenarios, here, we describe how to test the dialogue state tracking
model with our feedback utterance generation and filtering joint
model, as shown in Algorithm 1 in Appendix B. First, according to
the ground truth of the dialogue state, the adding information and
deleting information are analyzed from the dialogue state predicted
by the dialogue state tracking model. Then, with the ability of our
model, feedback utterances are generated and filtered, and com-
bined with negative emotional phrases to obtain negative feedback
utterances. Finally, the dialogue history with negative feedback
utterances is inputted into the dialogue state tracking model to
obtain the new dialogue state.

2.2.3 Utilization of the Joint Model in Training. All current dia-
logue state tracking datasets do not involve user negative feedback
utterances, which makes it difficult for dialogue state tracking mod-
els to parse negative feedback utterances. Therefore, how to add
negative feedback utterances to the train set is a very important
problem. In this paragraph, we will elaborate on the process of the
construction of the train set involving negative feedback utterances
on the basis of existing dataset. The detailed steps are shown in
Algorithm 2 in Appendix B, first, the adding information and the
deleting information are randomly selected from the dialogue state,
and the slot value in the adding information is randomly replaced
with the value in the ontology. Then, feedback utterances are con-
structed with the help of our joint modeling model of feedback
utterance generation and filtering. Finally, new user utterance and
new dialogue state are generated by adding information, deleting
information, and their corresponding feedback utterances.

3 INTERACTION MECHANISM INVOLVING
NEGATIVE FEEDBACK UTTERANCES

In a real-life scenario, negative feedback utterances will greatly af-
fect the interaction mechanism between the user and the system. In
this section, we explore three important aspects that should be con-
sidered in the interaction mechanism involving negative feedback
utterances: (1) How to obtain user negative feedback utterances;
(2) What information to obtain from user negative feedback ut-
terances; (3) When to obtain user negative feedback utterances.

These three aspects can be taken in short as feedback acquisition
strategy, feedback acquisition content, and feedback acquisition
timing respectively, which are introduced in detail as follows:

3.1 Feedback Acquisition Strategy
The key to solving the problem of "how to obtain user negative
feedback utterances?" lies in how to present the dialogue state
information to users. In this paper, we divide the presentation of
the dialogue state information into implicit and explicit strategies,
as shown in Figure 4. The implicit strategy is to include the dialogue
state information in the system utterance, while the explicit strategy
is to display the dialogue state information by means of an external
display device.

3.1.1 Implicit Strategy. Without the need for an external display
device, the dialogue in implicit strategy appears more natural and
anthropomorphic. As shown in Figure 4 (a), the system presents the
hotel area information in the system utterance to users. If negative
feedback is obtained from users, the dialogue state can be modified.

3.1.2 Explicit Strategy. With the support of an external display
device, the system can present richer information to users and
improve interaction efficiency. As shown in Figure 4 (b), after the
system shows the dialogue state or state description to the user,
the user will give feedback immediately, and this process can be
iterative. Before the next system utterance, the dialogue state can
be fully verified by using the user’s negative feedback.

3.2 Feedback Acquisition Content
Obviously, what information the system wants to obtain from the
user negative feedback depends on what information the system
presents to the user. Since the dialogue state can be divided into
turn-level and dialogue-level, the feedback acquisition content is
also divided into turn-level content and dialogue-level content.
As shown in Figure 5, when the turn-level content needs to be
acquired, the system only presents the dialogue state predicted
from the user’s last utterance; meanwhile, when the dialogue-level
content is acquired, the dialogue-level dialogue state is presented.

3.2.1 Turn-level Content. When obtaining the turn-level content,
the less slot value information in the turn-level dialogue state can
be very succinctly integrated into the system utterance. As shown
in Figure 5 (a), the system includes the food and area information
predicted in the previous turn in the system utterance, and the neg-
ative feedback utterance from the user can conveniently complete
the correction of the errors in the previous turn-level dialogue state.

3.2.2 Dialogue-level Content. In the process of obtaining dialogue-
level content, the presentation of the dialogue-level dialogue state
brings some redundant information but enables users to have a
more detailed understanding of the entire conversation. As shown
in Figure 5 (b), in addition to correcting the area information based
on the user’s negative feedback, the correctly predicted food infor-
mation will still be displayed in the subsequent system utterance.

3.3 Feedback Acquisition Timing
The time when the system gets negative feedback from the user
depends on the time when the system presents the information to
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I want book a hotel in the north 
of the town.

I find 3 hotels in west of the 
town, what price do you 
prefer?

You are wrong, I want a hotel 
in the north.

I want book a hotel in the north 
of the town.

I find 2 hotels that meet your 
requirements, what price do 
you prefer?

You are wrong, I want a hotel 
in the north.

(a) (b)

Display device

hotel-area: west
You want find a hotel in 

the west.

Dialogue state State description

or

1

2

3

1 2

3

5 Display device

hotel-area: north
You want find a hotel in 

the north.

Dialogue state State description

or

4

Figure 4: Feedback acquisition strategy in interaction mechanism involving negative feedback utterances. (a) is the implicit
strategy, and (b) is the explicit strategy. Numbers with red circles indicate the order of conversations.

I want book an Asian restaurant in 
east of the town.

I find 5 Asian restaurants in west, 
what price do you prefer?

You made a mistake, I want a 
restaurant in the east, and I want 
expensive food.

I want book an Asian restaurant in 
east of the town.

I find 5 Asian restaurants in west, 
what price do you prefer?

(a) (b)

I find 2 restaurants in the east 
serve expensive food, how many 
seats would you like?

The implied dialogue state

restaurant-food: asian

The implied dialogue state

restaurant-area: east

The implied dialogue state

restaurant-food: asian

The implied dialogue state

restaurant-area: west

restaurant-price: expensive

You made a mistake, I want a 
restaurant in the east, and I want 
expensive food.

I find 2 Asian restaurants in the east 
serve expensive food, how many 
seats would you like?

restaurant-area: west

restaurant-food: asian

restaurant-area: east

restaurant-price: expensive3. 3.

Figure 5: Feedback acquisition content in interaction mechanism involving negative feedback utterances. (a) indicates that the
system shows the turn-level dialogue state, while (b) indicates that the system shows the dialogue-level dialogue state.

I'd like to book a table for 11:00 
at efes restaurant.

How many people will come to 
efes restaurant at 10:00?

You are wrong, I want book a table 
at 11:00, and there are 3 of us.

I'd like to book a table for 11:00 
at efes restaurant.

How many people will come?

3.

I'd like to book a table for 11:00 
at efes restaurant.

How many people will come?

(a) (b) (c)

I have booked a table for 3 people 
at 11:00, anything else?

I need a taxi to the restaurant.

Where would you like the taxi to 
take you to efes restaurant?

ashley hotel.

I have booked a taxi leaving ashley 
hotel.

Thank you, bye.

I have booked a table for 3 people 
at 10:00 in efes restaurant, 
anything else?

You are wrong, I want book a 
table at 11:00, and I need a taxi 
to the restaurant.

Where are you leaving from?

ashley hotel.

I have booked a taxi from ashley 
hotel to efes restaurant.

Thank you, bye.

3.

Anything else?

I need a taxi to the restaurant.

Where are you leaving from?

ashley hotel.

I have booked a table for 3 people 
at 10:00 in efes restaurant, and I 
have booked a taxi from ashley 
hotel to efes restaurant.

You are wrong, I want book a 
table at 11:00.

Figure 6: Feedback acquisition timing in interaction mechanism involving negative feedback utterances. (a), (b), and (c) mean
that the system displays the dialogue state at the end of each turn, each task, and the entire session respectively. The yellow
text indicates the slot value in the dialogue state displayed by the system.

the user. According to the real-life situation of multi-domain multi-
turn dialogue state tracking, we divide the feedback acquisition
timing into three levels, as shown in Figure 6, which are as follows:

3.3.1 End of Turn. In this case, the system displays the state in-
formation to the user after each turn of dialogue, and the system

can obtain timely correction information due to frequent feedback
from the user, as shown in Figure 6 (a).

3.3.2 End of Task. In this case, the system only presents the dia-
logue state information to the user at the end of each task, protecting
the user from the enormous effort of frequent feedback, as shown
in Figure 6 (b).
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Table 2: Statistics on the characteristics of the 4 baselines. In state update, scratch-based means that a new slot value is directly
predicted for each slot in each turn, and previous-based means that updates are made based on the previous dialogue state.

Models backbone Decoder Input State Update
TRADE RNN Generative + Classifier all dialogue scratch-based
BERTDST BERT Extractive + Classifier turn dialogue previous-based
SOMDST BERT Generative + Classifier turn dialogue + previous state previous-based
T5DST T5 Generative all dialogue + slot information scratch-based

3.3.3 End of Session. In this case, the system presents the dialogue
state information of the entire conversation to the user in the form
of a dialogue summary, which can further reduce the feedback
pressure of the user, as shown in Figure 6 (c).

3.4 Negative Feedback Evaluation
After the introduction of user negative feedback utterances, it is
particularly important to evaluate the ability of dealing with neg-
ative feedback utterances for dialogue state tracking models. In
this paper, we propose two evaluation criteria of negative feedback:
feedback cost and feedback accuracy. Feedback cost is used to mea-
sure the total effort of users when they give negative feedback in
conversation, while feedback accuracy directly reflects the ability
of parsing negative feedback for dialogue state tracking models.

3.4.1 Feedback Cost. We define the feedback cost as the ratio
of slots in the user’s negative feedback utterance to slots in the
dialogue-level dialogue state. On the one hand, the stronger the
ability of predicting slot values in traditional user utterance for
dialogue state tracking model, the fewer slot values in negative
feedback, and the lower the feedback cost. On the other hand, the
stronger the ability of dealing with the negative feedback utterance
for dialogue state tracking model, the fewer negative feedback in
the subsequent dialogue, and the lower the feedback cost.

3.4.2 Feedback Accuracy. In this paper, feedback accuracy refers
to the proportion of slots correctly predicted from the negative
feedback utterance to all slots in the negative feedback utterance.
This evaluation criterion directly reflects the ability of parsing
negative feedback utterances for dialogue state tracking models.

4 EXPERIMENTAL SETTINGS
4.1 Datasets
To fully consider the different situations of single-domain and
multi-domain datasets, we conduct experiments on two benchmark
datasets: WOZ2.0 [20] and MultiWOZ2.1 [4].

The WOZ2.0 dataset is a multi-turn dialogue dataset for the
restaurant domain that contains three slots: food, location, and
price range. Its train, development, and test sets contain 600, 200,
and 400 dialogues respectively, and it provides automatic speech
recognition (ASR) hypotheses of user utterances that can be used to
assess the robustness of dialogue state tracking against ASR errors.

The MultiWOZ 2.1 dataset is the most widely known modified
version of the MultiWOZ dataset and has been used as a bench-
mark for many previous studies. It is a multi-turn dialogue dataset
with over 30 slots covering 7 domains, which uses 8,438, 1000, and
999 dialogues for training, development, and testing, respectively.

Following previous works [6, 8, 21], our experiments are carried
out in five domains: train, attraction, restaurant, hotel, and taxi.

4.2 Baselines
We use 4 different types of dialogue state tracking models as base-
lines, and their characteristics are shown in Table 2.

TRADE [21] is the first multi-domain dialogue state tracking
model evaluated on the MultiWOZ dataset. It uses bidirectional
RNN to encode the entire dialogue history and generates the slot
value of each slot in a pointer-generator network [17].

BERTDST [2] predicts the turn-level dialogue state and then
updates the previous dialogue state using a rules-based mechanism.
It uses BERT to encode the current turn dialogue and then extracts
slot values in a predictive span after sorting slot value types.

SOMDST [8] treats the dialogue state as memory and overwrites
the slot values that need to be updated in each turn. It inputs the
previous dialogue state and the current turn dialogue into BERT
and generates slot values using the pointer-generator network after
predicting whether slot values need to be updated.

T5DST [12] models dialogue state tracking as a text-to-text task.
For each slot, it concatenates the entire dialogue history and slot
information into the T5 model, and the output is the slot value.

4.3 Configurations
Our deployment uses the official source code for SOMDST2 and
T5DST3, while TRADE and BERTDST are reproduced by ourselves
in this paper. In all experiments, for the backbone, RNN uses GRU
[3] with a hidden size of 400, BERT uses pre-trained BERT-base
[19], and T5 uses pre-trained T5-small [15]. In the training phase,
all models are customized with the maximum epoch and early stop
on the development set, and the same model configuration is used
for comparison in the same dialogue state tracking system. Detailed
experimental parameters are given in Appendix C.

4.4 Metrics
For the evaluation of dialogue state tracking, in addition to using
joint accuracy (JA) following previous works [6, 8, 21], we also
consider task joint accuracy (TJA) and session joint accuracy (SJA).
In this paper, joint accuracy, task joint accuracy, and session joint
accuracy are used to check whether all predicted slot values are
exactly the same as the ground truth slot values at the end of each
turn, each task, and each session respectively.

To evaluate the ability of dealing with negative feedback utter-
ances for dialogue state tracking models, we use the feedback cost

2https://github.com/clovaai/som-dst
3https://github.com/facebookresearch/Zero-Shot-DST

https://github.com/clovaai/som-dst
https://github.com/facebookresearch/Zero-Shot-DST
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Table 3: Performance of all baselines when negative feedback utterance is considered during training or testing on WOZ2.0 and
MultiWOZ2.1. FC-add and FC-del refer to the feedback cost of slots in adding information and deleting information respectively,
while FA-add and FA-del refer to the feedback accuracy of slots in adding information and deleting information respectively.

Models Negetive Feedback WOZ2.0 MultiWOZ2.1
train test JA FC-add FC-del FA-add FA-del JA FC-add FC-del FA-add FA-del

TRADE

× × 67.50 - - - - 44.10 - - - -
× ✓ 78.25 10.04 2.79 54.03 2.90 50.49 2.30 1.10 29.78 8.76
✓ × 65.80 - - - - 43.30 - - - -
✓ ✓ 87.18 11.44 2.17 82.83 70.09 55.52 2.35 1.20 43.42 38.68

BERTDST

× × 85.72 - - - - 44.14 - - - -
× ✓ 92.22 3.18 0.65 31.21 6.25 58.73 2.68 0.58 22.10 9.66
✓ × 86.88 - - - - 43.96 - - - -
✓ ✓ 97.87 2.11 0.38 80.77 42.11 79.22 1.23 0.48 61.08 42.65

SOMDST

× × 82.08 - - - - 53.07 - - - -
× ✓ 89.98 3.75 1.07 35.14 3.77 69.27 1.01 0.95 47.73 4.08
✓ × 88.34 - - - - 52.00 - - - -
✓ ✓ 97.57 1.98 0.49 69.39 54.17 90.85 0.77 0.36 65.18 88.11

T5DST

× × 87.73 - - - - 51.13 - - - -
× ✓ 93.74 3.26 1.11 70.19 1.82 63.45 1.54 1.08 64.91 3.51
✓ × 89.13 - - - - 49.97 - - - -
✓ ✓ 96.60 2.96 1.05 82.19 61.54 85.19 1.57 1.11 81.92 87.60

(a) TRADE on WOZ2.0 (b) TRADE on MultiWOZ2.1 (c) BERTDST on WOZ2.0 (d) BERTDST on MultiWOZ2.1

(e) SOMDST on WOZ2.0 (f) SOMDST on MultiWOZ2.1 (g) T5DST on WOZ2.0 (h) T5DST on MultiWOZ2.1

Figure 7: Performance of all baselines with different proportions of negative feedback training data. JA_ori and JA respectively
represent the joint accuracy without and with negative feedback utterance in inference.

(FC) and feedback accuracy (FA) proposed in this paper. In order to
make a more detailed comparison, we calculate the feedback cost
and feedback accuracy of the slot values in the adding information
and deleting information respectively.

5 EXPERIMENTAL RESULTS AND ANALYSIS
5.1 Main Results
Table 3 shows the performance of all baselines when negative
feedback utterances are considered during training or testing on
WOZ2.0 and MultiWOZ2.1, it can be observed that:

• In the testing phase, the performance of the dialogue state
tracking model will be greatly improved if it can make use
of user negative feedback utterances. For example, the joint
accuracy of SOMDST onWOZ2.0 and MultiWOZ2.1 datasets
is improved to 89.98% and 69.27%, respectively.

• Most of the slots mentioned in negative feedback utterances
belong to adding information, and the model trained without
negative feedback samples can parse the adding information
to some extent, while it is almost impossible to predict the
slot value in deleting information. For example, without neg-
ative feedback training samples, the FA-add of T5DST on
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Table 4: Performance of all baselines when different interaction mechanisms are adopted. FAS, FAC and FAT represent feedback
acquisition strategy, feedback acquisition content and feedback acquisition timing respectively.

Models FAS FAC FAT WOZ2.0 MultiWOZ2.1
JA TJA SJA FC FA JA TJA SJA FC FA

TRADE

explicit dialogue-level turn 87.18 88.00 88.00 13.61 80.80 55.52 48.07 38.14 3.55 41.82
implicit dialogue-level turn 71.26 70.00 70.00 8.49 74.46 44.41 35.30 27.03 2.83 38.35
explicit turn-level turn 78.74 77.25 77.25 8.16 88.34 49.69 40.96 31.33 1.41 55.72
explicit dialogue-level task 72.96 87.75 87.75 4.11 82.27 47.26 48.52 38.34 1.15 42.41
explicit dialogue-level session 72.96 87.75 87.75 4.11 82.27 45.20 40.91 38.84 0.71 41.92

BERTDST

explicit dialogue-level turn 97.87 98.00 98.00 2.49 74.80 79.22 77.52 74.87 1.71 55.93
implicit dialogue-level turn 92.83 95.50 95.50 2.25 65.77 57.19 55.53 54.65 1.88 37.21
explicit turn-level turn 92.22 90.00 90.00 0.99 87.76 54.72 46.82 36.94 0.42 88.64
explicit dialogue-level task 89.73 96.25 96.25 1.40 76.81 56.27 63.65 56.66 0.94 56.85
explicit dialogue-level session 89.73 96.25 96.25 1.40 76.81 47.24 47.92 49.75 0.75 55.56

SOMDST

explicit dialogue-level turn 97.57 98.25 98.25 2.47 66.39 90.85 90.09 89.29 1.13 72.51
implicit dialogue-level turn 93.56 96.00 96.00 2.07 60.78 73.83 75.81 83.28 1.11 62.95
explicit turn-level turn 91.25 88.75 88.75 0.71 74.29 65.68 59.64 51.65 0.39 92.19
explicit dialogue-level task 91.19 97.50 97.50 1.19 83.05 71.51 86.58 85.79 0.64 78.85
explicit dialogue-level session 91.19 97.50 97.50 1.19 83.05 58.33 67.75 82.28 0.53 81.30

T5DST

explicit dialogue-level turn 96.60 95.75 95.75 4.01 76.77 85.19 83.27 80.08 2.68 84.28
implicit dialogue-level turn 90.04 92.25 92.25 2.88 66.20 58.37 54.78 51.75 1.66 75.26
explicit turn-level turn 93.92 92.25 92.25 2.33 87.83 69.10 63.55 57.06 1.39 93.64
explicit dialogue-level task 90.89 96.00 96.00 1.05 73.08 61.25 83.93 80.88 0.85 83.75
explicit dialogue-level session 90.89 96.00 96.00 1.05 73.08 56.32 65.75 80.48 0.52 83.70

WOZ2.0 and MultiWOZ2.1 reaches 70.19% and 64.91%, re-
spectively, while FA-del is only 1.82% and 3.51%, respectively.

• When negative feedback samples are added into the train set,
the model’s ability of understanding negative feedback utter-
ances will be significantly improved, especially for deleting
information, the model’s performance has a revolutionary
breakthrough. For example, for deleting information, the
feedback accuracy of TRADE on WOZ2.0 is improved from
2.90% to 70.09%, while the feedback accuracy of SOMDST
on MultiWOZ2.1 is improved from 4.08% to 88.11%.

• For different types of models, scratch-based models can ob-
tain higher feedback accuracy for adding information with-
out negative feedback training samples, such as TRADE and
T5DST. In contrast, the feedback cost of the previous-based
model is lower, and the feedback cost of such model will
be further reduced after the training of negative feedback
utterances, such as BERTDST and SOMDST.

The above results fully reflect that the modeling of negative
feedback utterances is particularly important in the dialogue state
tracking task. When the possible negative feedbacks in user ut-
terances are effectively utilized, the performance of the dialogue
state tracking model will be greatly improved. In addition, the nega-
tive feedback training samples can make the current dialogue state
tracking model obtain excellent ability of understanding negative
feedback utterances without reducing the original performance.

To further explore the influence of different numbers of negative
feedback training samples, we sample negative feedback data of
different proportions and add them into the original training set,
and the performance is shown in Figure 7. It can be found that:

• The number of negative feedback training samples does
not affect the original performance of the dialogue state
tracking model, which also reflects that the accuracy of the
simulated negative feedback training samples is high, and
the practicability can be guaranteed.

• Only 20% of the negative feedback training samples are
needed for themodel to learn the ability of understanding the
negative feedback utterance, while more negative feedback
training samples do not bring significant improvement.

The above results show that, due to the high quality of the simu-
lated negative feedback samples, only a small number of negative
feedback training samples are needed to enable the model to acquire
the ability of understanding the negative feedback utterances.

5.2 Impact of Different Interaction Mechanisms
In a dialogue system involving negative feedback utterances, the
interaction mechanism between users and the system will play an
important role. Here, according to the three aspects of the interac-
tion mechanism involving negative feedback utterances proposed
in this paper, we will study the performance of the dialogue state
tracking model under different interaction mechanisms.

Table 4 shows the performance of all baselines when different
interaction mechanisms are adopted, it can be seen that:

• For different feedback acquisition strategies, explicit strategy
can make the model better understand negative feedback
utterances, and correct the dialogue state in time. However,
for implicit strategy, the system can only obtain the neg-
ative feedback of the current turn in the next turn of the
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dialogue, which makes the negative feedback lag behind, and
the current turn dialogue state has not been corrected.

• For different feedback acquisition contents, dialogue-level
content requires users to give feedback on all slot values. In
this case, although the cost of negative feedback is high, the
model can use sufficient negative feedback information to
achieve better results. In contrast, turn-level content can only
obtain less negative feedback information, but its feedback
cost is low and it has excellent feedback accuracy.

• For feedback acquisition timing, when negative feedback
is obtained at the end of each turn, the performance of the
model is particularly outstanding, but the feedback cost is
also extremely high. When only the negative feedback at the
end of the task is obtained, the task joint accuracy and session
joint accuracy can be guaranteed with minimal feedback
cost. When only the negative feedback at the end of the
whole session is obtained, the user only needs to pay a little
feedback cost to ensure the session joint accuracy.

The above analysis shows that different interaction mechanisms
have their own advantages, and the interaction mechanism should
be chosen carefully according to the actual situation.

6 CONCLUSION
In this paper, we study the user negative feedback utterance, which
is ignored in previous works but is inevitable in real-life conversa-
tions. Specifically, first, we define the schema of negative feedback
utterances and propose a model to create simulated negative feed-
back utterances on the current datasets. Then, we explore the inter-
action mechanism involving negative feedback utterances and pro-
pose evaluation metrics related to negative feedback utterances. Fi-
nally, through extensive experiments onWOZ2.0 and MultiWOZ2.1
datasets, it can be found that user negative feedback utterance does
play a very important role in dialogue state tracking, and differ-
ent interaction mechanisms involving negative feedback utterances
have their own advantages and disadvantages. Our future work will
focus on building manually annotated negative feedback datasets.
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A RELATEDWORK
A.1 DST Benchmark Datasets
In recent years, dialogue state tracking has developed rapidly from
single domain to multi-domain, and has formed a universally rec-
ognized benchmark dataset system. The single domain dialogue
state tracking datasets most evaluated by previous work mainly
include M2M [18], WOZ2.0 [20] and DSTC2 [7]. Among them,
M2M is a machine-to-machine simulated conversation with man-
ual post-processing, and it contains two completely independent
single-domain datasets (movie and restaurant). DSTC2 andWOZ2.0
are standard benchmarks for human-to-machine and human-to-
human single-domain dialogue state tracking respectively, both of
which are in the restaurant domain. In particular, they provide the
automatic speech recognition (ASR) hypotheses of user utterances
to evaluate the robustness of the dialogue state tracking model
against ASR errors.

Since the MultiWOZ [1] dataset was proposed, multi-domain
dialogue state tracking has received the most extensive attention.
Meanwhile, MultiWOZ and its modified versions [4, 5, 23] have
gradually become the standard benchmarks for multi-domain dia-
logue state tracking. Built on the Wizard-of-Oz setup, MultiWOZ
collects multi-domain dialogues from human-to-human conversa-
tions and builds a dialogue dataset covering more than 5 domains
(restaurant, hotel, attraction, taxi, train). More recently, more multi-
domain dialogue datasets have been proposed, such as SGD [16]
and CrossWOZ [27], which focus on schema-guided continuous
growth service dialogues and Chinese multi-domain dialogues, re-
spectively.

A.2 Previous DST Models
Traditionally, dialogue state tracking is a downstream task of lan-
guage understanding [24, 25], which uses semantics extracted up-
stream to estimate dialogue state. Due to the error propagation
in this pipeline structure, current systems mostly use end-to-end
dialogue state tracking to extract the dialogue state directly from
the dialogue utterances [2, 6, 8, 10, 21, 22].

In general, end-to-end dialogue state tracking can be divided
into two categories: ontology-based methods and open vocabulary-
basedmethods. Ontology-basedmethods [10, 13, 26] usually assume
that all slot values are known in advance and stored in the ontology,
while classification models are usually used to predict the probabil-
ity of each slot pair in the dialogue state. However, in practice, it
is difficult to obtain all slot values in advance, so ontology-based
methods are greatly limited.

Under the open vocabulary setting, the dialogue state tracking
model has two different development directions. One is extraction-
based model [2, 6, 22], which extracts a span from the dialogue
utterances as a slot value for each extractable slot. The other is
generation-based model [8, 12, 21] that directly uses dialogue con-
tent to generate appropriate slot values for each slot. Recent work
shows that extraction-based models are more robust to unknown
slot values where generation-based models are better for language
diversity generalization.

A.3 Real-life DST
There is little research on real-life dialogue state tracking. The
work most relevant to our research is on the modeling of turnback
utterances [9], which suggests that users may change their minds
during conversations in real-life. It is limited by the fact that it only
uses a few simple templates to generate turnback utterances and
does not take into account the negative feedback problem explored
in this paper.

B ALGORITHMS
B.1 Algorithm 1: Application of our joint model

in inference

Algorithm 1 Application of our feedback utterance generation and
filtering joint model in inference
Input: our model T , dialogue history𝐻 , ground turth of dialogue

state 𝑆𝑡𝑟𝑢𝑡ℎ , a dialogue state tracking model D, negative emo-
tional phrase template set 𝑃

Output: the original predicted dialogue state 𝑆𝑜𝑟𝑖 , dialogue state
with negative feedback utterance 𝑆 𝑓 𝑒𝑒𝑑

1: adding information 𝛼 = ∅, deleting information 𝛽 = ∅
2: predict dialogue state: 𝑆𝑜𝑟𝑖 = D(𝐻 )
3: for (slot, value) in 𝑆𝑡𝑟𝑢𝑡ℎ do
4: if (slot, value) not in 𝑆𝑜𝑟𝑖 then
5: add (slot, value) to 𝛼
6: end if
7: end for
8: for (slot, value) in 𝑆𝑜𝑟𝑖 do
9: if (slot, value) not in 𝑆𝑡𝑟𝑢𝑡ℎ then
10: add (slot, value) to 𝛽

11: end if
12: end for
13: utterance candidate set𝑈𝛼 = T𝑏𝑒𝑎𝑚_𝑠𝑒𝑎𝑟𝑐ℎ (𝑃𝑟𝑜𝑚𝑝𝑡1 ⊕ 𝛼)
14: utterance candidate set𝑈𝛽 = T𝑏𝑒𝑎𝑚_𝑠𝑒𝑎𝑟𝑐ℎ (𝑃𝑟𝑜𝑚𝑝𝑡1 ⊕ 𝛽)
15: adding information utterance𝑈𝑎𝑑𝑑 = 𝑝𝑜𝑝 (𝑈𝛼 )
16: deleting information utterance𝑈𝑑𝑒𝑙𝑒𝑡𝑒 = 𝑝𝑜𝑝 (𝑈𝛽 )
17: for 𝑢 in𝑈𝛼 do
18: filter result 𝑟 = T (𝑃𝑟𝑜𝑚𝑝𝑡2 ⊕ 𝑢)
19: if 𝑟 equal to 𝛼 then
20: 𝑈𝑎𝑑𝑑 = 𝑢

21: end if
22: end for
23: for 𝑢 in𝑈𝛽 do
24: filter result 𝑟 = T (𝑃𝑟𝑜𝑚𝑝𝑡2 ⊕ 𝑢)
25: if 𝑟 equal to 𝛽 then
26: 𝑈𝑑𝑒𝑙𝑒𝑡𝑒 = 𝑢

27: end if
28: end for
29: add negative auxiliary verb to𝑈𝑑𝑒𝑙𝑒𝑡𝑒
30: negative emotion phrase 𝐸 = 𝑟𝑎𝑛𝑑𝑜𝑚_𝑐ℎ𝑜𝑖𝑐𝑒 (𝑃)
31: negative feedback utterance𝑈𝑓 𝑒𝑒𝑑 = 𝐸 ⊕ 𝑈𝑎𝑑𝑑 ⊕ 𝑈𝑑𝑒𝑙𝑒𝑡𝑒

32: predict dialogue state: 𝑆 𝑓 𝑒𝑒𝑑 = D(𝐻 ⊕ 𝑈𝑓 𝑒𝑒𝑑 )
33: return 𝑆𝑜𝑟𝑖 , 𝑆 𝑓 𝑒𝑒𝑑
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B.2 Algorithm 2: Utilization of our joint model
in train set

Algorithm 2 Utilization of our feedback utterance generation and
filtering joint model in train set

Input: our model T , turn user utterance 𝑈 𝑜𝑟𝑖 , ground turth of
dialogue state 𝑆𝑡𝑟𝑢𝑡ℎ , slot value ontology𝑂 , negative emotional
phrase template set 𝑃 , max number of add𝑀𝑎𝑑𝑑 , max number
of delete𝑀𝑑𝑒𝑙𝑒𝑡𝑒 ,

Output: sign 𝑅, new user utterance 𝑈 𝑓 𝑒𝑒𝑑 , new dialogue state
𝑆 𝑓 𝑒𝑒𝑑

1: 𝑅 = 𝐹𝑎𝑙𝑠𝑒 , adding information 𝛼 = ∅, deleting information
𝛽 = ∅, 𝑆 𝑓 𝑒𝑒𝑑 = 𝑆𝑡𝑟𝑢𝑡ℎ

2: select 1 to 𝑀𝑎𝑑𝑑 (slot,value) pairs randomly from 𝑆𝑡𝑟𝑢𝑡ℎ and
add them to 𝛼

3: 𝑆𝑡𝑟𝑢𝑡ℎ = 𝑆𝑡𝑟𝑢𝑡ℎ − 𝛼

4: select 1 to𝑀𝑑𝑒𝑙𝑒𝑡𝑒 (slot,value) pairs randomly from 𝑆𝑡𝑟𝑢𝑡ℎ and
add them to 𝛽

5: select a new value randomly from 𝑂 for each (slot, value) pair
in 𝛼

6: utterance candidate set𝑈𝛼 = T𝑏𝑒𝑎𝑚_𝑠𝑒𝑎𝑟𝑐ℎ (𝑃𝑟𝑜𝑚𝑝𝑡1 ⊕ 𝛼)
7: utterance candidate set𝑈𝛽 = T𝑏𝑒𝑎𝑚_𝑠𝑒𝑎𝑟𝑐ℎ (𝑃𝑟𝑜𝑚𝑝𝑡1 ⊕ 𝛽)
8: adding information utterance𝑈𝑎𝑑𝑑 = 𝑒𝑚𝑝𝑡𝑦 𝑠𝑡𝑟𝑖𝑛𝑔

9: deleting information utterance𝑈𝑑𝑒𝑙𝑒𝑡𝑒 = 𝑒𝑚𝑝𝑡𝑦 𝑠𝑡𝑟𝑖𝑛𝑔

10: for 𝑢 in𝑈𝛼 do
11: filter result 𝑟 = T (𝑃𝑟𝑜𝑚𝑝𝑡2 ⊕ 𝑢)
12: if 𝑟 equal to 𝛼 then
13: 𝑅 = 𝑇𝑟𝑢𝑒

14: 𝑈𝑎𝑑𝑑 = 𝑢

15: end if
16: end for
17: for 𝑢 in𝑈𝛽 do
18: filter result 𝑟 = T (𝑃𝑟𝑜𝑚𝑝𝑡2 ⊕ 𝑢)
19: if 𝑟 equal to 𝛽 then
20: 𝑅 = 𝑇𝑟𝑢𝑒

21: 𝑈𝑑𝑒𝑙𝑒𝑡𝑒 = 𝑢

22: end if
23: end for
24: if 𝑈𝑑𝑒𝑙𝑒𝑡𝑒 is not a empty string then
25: add negative auxiliary verb to𝑈𝑑𝑒𝑙𝑒𝑡𝑒
26: for (slot, value) in 𝛽 do
27: delete (slot, value) in 𝑆 𝑓 𝑒𝑒𝑑

28: end for
29: end if
30: if 𝑈𝑎𝑑𝑑 is not a empty string then
31: for (slot2, value2) in 𝛼 do
32: change the value of slot2 in 𝑆 𝑓 𝑒𝑒𝑑 to value2
33: end for
34: end if
35: negative emotion phrase 𝐸 = 𝑟𝑎𝑛𝑑𝑜𝑚_𝑐ℎ𝑜𝑖𝑐𝑒 (𝑃)
36: 𝑈𝑓 𝑒𝑒𝑑 = 𝑈 𝑜𝑟𝑖 ⊕ 𝐸 ⊕ 𝑈𝑎𝑑𝑑 ⊕ 𝑈𝑑𝑒𝑙𝑒𝑡𝑒

37: return 𝑅,𝑈 𝑓 𝑒𝑒𝑑 , 𝑆 𝑓 𝑒𝑒𝑑

The operation of "add negative auxiliary verb" in line 29 of Al-
gorithm 1 and Line 25 of Algorithm 2 is to directly replace the

auxiliary verbs in the utterance with their antonyms, as shown in
Table 5.

Table 5: The substitution of auxiliary verbs

Before After
need don’t need
want don’t want
i’m i’m not
i am i am not

i would i would not
i’d i’d not
i’ll i’ll not

i don’t care i am not don’t care

C MODEL DETAILS
C.1 Configuration of all baselines
The model configuration for all baseline models in this paper is
shown in Table 6.

Table 6: The detailed setting of hyperparameters. MWOZ2.1
refers to the MultiWOZ2.1 dataset

Hyperparameters TRADE BERTDST SOMDST T5DST

Training epochs 200 200 30 10 on WOZ2.0
5 on MWOZ2.1

Early stop evaluation Joint acc Loss Joint acc Loss
Early stop patient epochs 6 6 6 2
Decoder teacher forcing 0.5 - 0.5 -

Dropout 0.1 0.1 0.1 0.1
Word dropout 0.1 0.1 0.1 -

RNN hidden size 400 - 768 -

Batch size 32 16 16 on WOZ2.0 64 on WOZ2.0
32 on MWOZ2.1 128 on MWOZ2.1

Input max length - 100 on WOZ2.0 150 on WOZ2.0 512150 on MWOZ2.1 256 on MWOZ2.1

Learning rate 1e-3 Enc: 4e-5 Enc: 4e-5 5e-4 on WOZ2.0
Dec: 1e-4 Dec: 1e-4 1e-4 on MWOZ2.1

Warmup proportion - Enc: 0.1 Enc: 0.1 -Dec: 0.1 Dec: 0.1

C.2 Details of our feedback utterance
generation and filtering joint model

We take T5-small as the backbone of our joint model and use
WOZ2.0 and MultiWOZ2.2 as its training data respectively. In the
training, the training epochs is set to 20 and the early stop with the
patient epoch as 5 is adopted on the development set. The learning
rate is set to 5e-4 and the maximum sequence length is set to 50. On
WOZ2.0, when the batch size is set to 30, the final accuracy of the
best checkpoint can reach 87.3%. On MultiWOZ2.1, the batch size
is set to 240, and the final accuracy of the best checkpoint is 87.8%.
The final accuracy is the accuracy to check whether the dialogue
state obtained after the generation and filtering of our model is
exactly the same as the original dialogue state.


	Abstract
	1 Introduction
	2 Definition and Modeling of Negative Feedback Utterances
	2.1 Definition of Negative Feedback Utterances
	2.2 Joint Modeling of Feedback Utterance Generation and Filtering

	3 Interaction Mechanism Involving Negative Feedback Utterances
	3.1 Feedback Acquisition Strategy
	3.2 Feedback Acquisition Content
	3.3 Feedback Acquisition Timing
	3.4 Negative Feedback Evaluation

	4 Experimental Settings
	4.1 Datasets
	4.2 Baselines
	4.3 Configurations
	4.4 Metrics

	5 Experimental Results and Analysis
	5.1 Main Results
	5.2 Impact of Different Interaction Mechanisms

	6 Conclusion
	Acknowledgments
	References
	A Related Work
	A.1 DST Benchmark Datasets
	A.2 Previous DST Models
	A.3 Real-life DST

	B Algorithms
	B.1 Algorithm 1: Application of our joint model in inference
	B.2 Algorithm 2: Utilization of our joint model in train set

	C Model Details
	C.1 Configuration of all baselines
	C.2 Details of our feedback utterance generation and filtering joint model


