Interpretable Phase Detection and Classification with Persistent Homology
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Abstract

We apply persistent homology to the task of discovering and characterizing phase transitions, using lattice spin models from statistical physics for working examples. Persistence images provide a useful representation of the homological data for conducting statistical tasks. To identify the phase transitions, a simple logistic regression on these images is sufficient for the models we consider, and interpretable order parameters are then read from the weights of the regression. Magnetization, frustration and vortex-antivortex structure are identified as relevant features for characterizing phase transitions.

1 Introduction

Phase transitions in physics are many and varied. They can be associated with the breaking of some symmetry or indicate that the natural degrees of freedom have changed, and order parameters characterizing the phase transition can give deep insight into the physical system and its underlying dynamics. The task of understanding the phase structure of a physical system may be easily phrased in terms of machine learning. Namely, “how many phases are there” is a question addressed by unsupervised learning, while the question “how are different phases distinguished” is an exercise in supervised learning.

The study of phase transitions in lattice spin models using machine learning has been quite successful (see [1–11], among others). Clustering algorithms, support vector machines and (deep) neural networks have all proven useful in understanding such phenomena. In this paper we demonstrate how persistent homology can be used as a tool for detecting and characterizing phase transition in a way that is both amenable to statistical analysis and lends itself to a straightforward physical interpretation (see [12–15] for related work). This paper is a condensed version of [16].

2 Methods

Given a spin configuration for a particular lattice system there are different ways that one may interpret the spins in a way appropriate for analysis with persistent homology. For models with discrete spins we take as a point cloud the physical locations of those spins aligned with the total
Figure 1: (Top) Two Ising spin configurations \((T = 1.9\) and \(T = 3.5\)) and their persistence images. (Bottom left) Average classification, with training data in the highlighted regions only. (Bottom center) Trained coefficients: blue (red) regions are characteristic of low (high) temperatures. (Bottom right) Distribution of 1-cycle deaths.

magnetization (no matter how small). An \(\alpha\)-filtration [17] is then used to extract the topological features of the spin configuration. For models with continuous spins taking values in \(S^1\), we think of a spin configuration as a map \(f : \Lambda \to (−\pi, \pi]\) from the lattice of spin sites to a finite interval and use a sublevel filtration of cubical complexes.

For the statistical tasks of identifying phase transitions, order parameters and critical phenomena we employ persistence images [18] as vectorized representations of the persistence data. Persistence images are formed by smoothing and binning the persistence data in the birth-persistence plane, using a weight factor which goes to zero for vanishing persistence, e.g. \(\log (1 + p)\), so as to emphasize those longer-lived features and be robust against statistical noise. For more on the stability properties of persistence images, see [18].

3 Results: phase classification & critical phenomena

We consider three simple two-dimensional lattice spin models: the Ising and square-ice models have discrete, \(\pm\), spins and the XY model has continuously varying spins. Standard Monte-Carlo sampling techniques are used to generate 1000 sample configurations at a number of temperatures.

For each model considered, classification into two phases is performed using only the persistence images. Because persistence images are information-rich, we are able to use perhaps the simplest classification scheme, logistic regression, to great effect. Other classification techniques can be used to refine the analysis, but even this linear method is successful when used with persistence images. A subset of samples with extreme temperatures is used to train a logistic regression with \(\ell_2\)-regularization and then the accuracy of the regression is evaluated using the known temperatures of all samples. The accuracy is largely insensitive to the choice of extreme training temperatures.

We normalize our persistence images using the \(\ell_1\)-norm, so they may be interpreted as probability densities for finding cycles with particular births/deaths for a given system.

Ising model The Ising model on a two-dimensional square lattice is very well understood, largely in part to Onsager’s exact solution [19]. Spins \(s_i \in \{-1, 1\}\) live at the vertices of the lattice with ferromagnetic interactions governed by the local Hamiltonian \(H_{Is} = −\sum_{\langle i,j\rangle} s_i s_j\), where the sum is over nearest-neighbor pairs. In the thermodynamic limit there is a second-order phase transition at \(T_{Is} = \frac{2}{\log (1+\sqrt{2})} \approx 2.27\). At low temperatures there is spontaneous magnetization, while there
is a disordered phase at high temperatures. While this model is well-understood, it provides a good first application of our method.

In Figure 1 we see that the classification using logistic regression extrapolates very well to the intermediate temperatures and gives an estimate of $T \approx 2.37$ for the critical temperature. The coefficients of the trained logistic regression show that the low-temperature configurations are identified by their having many small, short-lived cycles. These may be understood as arising both from $2 \times 2$ blocks of aligned spins (which lead to very short-lived 1-cycles) as well as 1-cycles wrapping small groups of isolated spins which are flipped relative to the large domains of aligned spins: the latter become more and more important as the temperature is increased. In the high-temperature phase, spins are oriented randomly, leading to a more uniform distribution of 1-cycle sizes. Using persistent homology we are able to easily identify the magnetization as the order parameter, as is well known.

We are also able to see aspects of scale-invariance appearing at criticality by looking at statistics derived from the persistence diagram. We may compute the 1-cycle death probability density, $D_T(d)$, at each temperature, which quantifies the distribution of feature sizes in the spins. As shown in Figure 1, we find that deaths are exponentially distributed with a long tail forming at criticality, indicative of a diverging correlation length and the emergence of power-law behavior. In fact, we may fit each $D_T(d)$ to a function of the form $D_T(d) = A d^{-\mu} e^{-d/\nu_{\text{death}}}$ and extract the critical exponents $\mu$ and the degree of divergence, $\nu_{\text{death}}$, for the “correlation area” $a_{\text{death}}$, defined by $a_{\text{death}} \sim |T - T_c|^{-\nu_{\text{death}}}$. These give quantitative ways to characterize the Ising critical point. One finds that $\mu \approx 2$ and $\nu_{\text{death}} \approx 1$, in agreement with expectations from the distribution of cluster sizes at criticality, which follows a power-law (cluster size)$^{-2.092}$ [20, 21], and the degree of divergence of the spin-spin correlation length, $\xi \sim |T - T_c|^{-1}$. It would be interesting to develop this connection to known critical exponents further.

**Square-ice model** The square-ice model places spins, $s_i \in \{-1, 1\}$, on the edges rather than vertices of a square lattice and is governed by the local Hamiltonian $H_{SI} = \sum_{i \in \Lambda} (\sum_{i \sim v} s_i)^2$, where $i : v$ denotes those spins on edges adjacent to the vertex $v$. In contrast to the Ising model there is no spontaneous magnetization at low temperatures. Rather, the ground state is highly degenerate: any configuration with exactly two up and two down spins adjacent to every vertex has zero energy.

Again training a logistic regression only on those persistence images with extreme temperatures (see Figure 2), we find an estimate of $T \approx 1.9$ for the critical temperature. From the logistic regression

![Figure 2: (Top) Two square-ice spin configurations ($T = 0.5$ and $T = 4.0$) and their persistence images. (Bottom left) Average classification, with training data in the highlighted regions only. (Bottom right) Trained coefficients: blue (red) regions are characteristic of low (high) temperatures.](image-url)
coefficients we see that as the temperature increases there is a tendency for 1-cycles to be born later or to be longer-lived. Both are indicative of a changing local structure in the spin configurations. In the low-temperature phase, it is energetically beneficial for neighboring vertices to coordinate, resulting in a regular patterns of alternating up and down spins. This regularity forces 1-cycles to live at smaller scales than in the higher-temperature phase.

**XY model** The XY model is a continuous-spin generalization of the Ising model. At each site of the square lattice spins take values in $S^1$ and are governed by $H_{XY} = -\sum_{(i,j)} \cos(\theta_i - \theta_j)$. There is a well-known Kosterlitz-Thouless phase transition at $T_{XY} \approx 0.892$ (see [22, 23], among others). This is an infinite-order phase transition where at low temperatures there are bound vortex-antivortex pairs while at high temperatures free vortices proliferate and spins are randomly oriented.

The zeroth homology, in contrast to the $\alpha$-complexes used for discrete spins, is very rich for the cubical complexes and we include both $H_0$ and $H_1$ persistence data in the persistence images. The infinite-persistence $p$-cycles corresponding to the torus on which the lattice lives are distinguished from those cycles with late death ($d \approx \pi$) by giving the former a death of $d = \frac{5\pi}{2}$ by hand. Omitting these immortal “torus cycles” results in a comparable phase classification.

Performing a logistic regression on the concatenated $H_0$ and $H_1$ persistence images by training on configurations with temperatures far away from the anticipated transition leads to the classification of Figure 3 and estimate of $T_{XY} \approx 0.9$. We see that the low-temperature phase is characterized by $p$-cycles on the “boundary” of the persistence images. This we can understand in the following way. Vortex-antivortex pairs entail having nontrivial winding around the $S^1$ and so have spins of extreme angles ($\theta \approx \pm \pi$). This produces 0-cycles with early birth, one of which survives forever: this explains the two blue corners on the left-side of the $H_0$ coefficients. There are also nontrivial 1-cycles around spins close to $\theta \approx \pi$ that explain the strong blue region in the bottom right of the $H_1$ coefficients.

### 4 Discussion

Persistent homology is a useful quantitative tool in understanding the finer details of phase transitions and critical phenomena. We have demonstrated its utility for lattice spin models, where it easily identifies magnetization in the Ising model, changing local structure in the square-ice model, and vortex-antivortex pairs in the XY model. For the second-order phase transition of the Ising model we have shown that persistent homology captures the approach towards criticality via two critical exponents which we estimate. Statistical physics systems are an ideal context for building
and understanding machine learning, in particular persistent homology, pipelines. The "data manifold" is described explicitly by a Boltzmann distribution $P(x) \sim e^{-\beta H(x)}$ (or, depending on what is held fixed, a similar probability distribution with some other free energy replacing $H$). Additionally, given that renormalization group techniques were originally derived in the context of statistical physics [24], these systems are naturally suited to explore how machine learning pipelines utilize multiscale information to form internal representations of data sets.
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