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Abstract

Searching over semi-structured data with natural language (NL) queries has at-
tracted sustained attention, enabling broader audiences to access information easily.
As more applications, such as LLM agents and RAG systems, emerge to search
and interact with semi-structured data, two major challenges have become ev-
ident: (1) the increasing diversity of domains and schema variations, making
domain-customized solutions prohibitively costly; (2) the growing complexity of
NL queries, which combine both exact field matching conditions and fuzzy se-
mantic requirements, often involving multiple fields and implicit reasoning. These
challenges make formal language querying or keyword-based search insufficient.
In this work, we explore neural retrievers as a unified non-formal querying solu-
tion by directly index semi-structured collections and understand NL queries. We
employ LLM-based automatic evaluation and build a large-scale semi-structured
retrieval benchmark (SSRB) using LLM generation and filtering, containing 14M
semi-structured objects from 99 different schemas across 6 domains, along with
8,485 test queries that combine both exact and fuzzy matching conditions. Our
systematic evaluation of popular retrievers shows that current state-of-the-art mod-
els could achieve acceptable performance, yet they still lack precise understanding
of matching constraints. While by in-domain training of dense retrievers, the
performance can be significantly improved. We believe that our SSRB could serve
as a valuable resource for future research in this area, and we hope to inspire further
exploration of semi-structured retrieval with complex queries.

1 Introduction

Information access through natural language (NL) queries has been a fundamental need for a long
time [1]. The ability to freely retrieve relevant information using language has profound implications
for user experience and system accessibility. This is particularly crucial in the context of semi-
structured data [2]], which combines structured fields with unstructured content, offering a flexible
representation for diverse information types [3} 4]]. With the recent surge in LLM agents and RAG
systems, semi-structured data has become increasingly prevalent and diverse [Sl], while accurate
interaction with such data plays a crucial role in system performance. Traditional approaches to
querying/searching semi-structured data typically fall into two categories: database-oriented formal
methods (e.g., NL2SQL followed by database queries) and keyword-based full-text search [0} 4]].

Driven by LLMs and AI advances, NL queries are becoming increasingly sophisticated and un-
constrained, incorporating more diverse and challenging retrieval requirements that demand higher
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Figure 1: Task illustration. We evaluate the capabilities of current neural retrievers in understanding
complex NL queries and semi-structured data. The queries involve diverse types of filtering conditions
for structured objects, including exact and semantic matching, numerical and logical reasoning, or
comprehensive understanding of multiple fields. The document structure can be dynamic, with
potential missing fields and flexible structures (nested lists or dictionaries), making it challenging to
query using fixed-schema database indexing. Current powerful LLM-based neural retrievers show
promise in providing a unified solution to address the challenges present in this scenario.

levels of system intelligence [7, |8]. They may involve fuzzy semantic understanding, numerical
reasoning, logical and contextual inference, or complex multi-field search conditions (Figure [I)).
These challenges require systems to possess advanced NL understanding and reasoning abilities for
accurate data comprehension and constraint filtering. Additionally, the growing diversity of data
structures, which may be incomplete or follow varying schema definitions, could be difficult to build
conventional database indices and execute formal queries [2l]. Hence, traditional formal methods and
keyword-based approaches become inadequate, necessitating more promising solutions.

Given above challenges, we suppose that neural retrievers could offer a more promising solution,
which, particularly when enhanced by LLMs, have demonstrated exceptional prowess in under-
standing and reasoning tasks [9} [10]. To harness the potential, we take the problem of processing
complex NL queries over large-scale semi-structured data as a text retrieval task (§2), and develop a
comprehensive benchmark to systematically evaluate the capabilities of neural dense retrievers.

We present the Semi-Structured Retrieval Benchmark (SSRB), encompassing 6 domains with 99
different data schemas, totaling 14M data objects, along with 8,485 NL queries of varying difficulty
levels (@). Given the scarcity of public data, we build SSRB by LLMs in a three-stage data synthesis
workflow (Figure 2): (1) schema generation, creating multiple schema definitions for six manually
defined domains; (2) data triples generation, synthesizing < query, positive, negative > triples
for each schema using different query characteristic configurations to ensure diversity and quality;
and (3) testset annotation, employing powerful LLMs to judge the relevance recalled candidates to
queries as test labels. To validate the reliability of LLM annotations, we conduct human evaluation,
demonstrating that LLM labels achieve high agreement with human labels (reaching 90% of human
performance) while being significantly faster. And we train dense retrievers on the generated data,
which shows improved performance, indicating the effectiveness as training data for future work.

Based on SSRB, we evaluate two main types of dense retrievers: 1) small-scale encoder-based models
like InstructOR [[11] and BGE [12], and 2) LLM-based ones such as ES-mistral [[13]]. We also include
the BM25 lexical retriever for comparison. Our experiments reveal several key findings: 1) BM25
struggle with this task, 2) encoder-based models, benefiting from BERT-style backbones, provide
better performance than BM25, and 3) LLM-based retrievers achieve notably better performance,
highlighting the importance of LLM’s powerful semantic understanding and reasoning capabilities in
handling complex queries. However, their absolute performance remains relatively low, indicating
the necessity for developing more task-specific retrievers. We conduct extensive analysis of results to
understand model behaviors and checks to further verify the reliability of our benchmark. We believe



that our SSRB could serve as a valuable resource for future research, and we hope to inspire further
exploration of semi-structured retrieval with NL queries.

2 Querying Task Formulation and Settings

We aim to evaluate the potential of neural information retrieval in addressing complex NL queries
over semi-structured data. To facilitate a clear and systematic investigation, this section formulates
the retrieval task and different querying settings.

2.1 Task Formulation

We start with the concept of semi-structured data, which has been discussed from different perspec-
tives [2, 13, 4]]. Synthesizing these viewpoints, we identify two key characteristics of semi-structured
data: (1) They follow defined schema [2, 4], although the schema definition may be incomplete or
contain fields that cannot be strictly typed, often incorporating natural language text; (2) The struc-
ture is partial [2| 3], meaning that while they follow schema definitions, specific data instances may
have missing structural field§’| Data exhibiting these two characteristics constitute the semi-structured
data investigated in this work.

Our another focus is on complex natural language query, which express data requirements through nat-
ural language descriptions containing multiple filtering conditions. A collection of semi-structured
data forms the search space, from which users can retrieve desired data objects using natural language
queries. Some methods convert these queries into formal languages (e.g., SQL) using database index
to query the data, which is beyond the scope of this work. We explores neural IR to address such
querying, leveraging pre-trained language models to construct neural index for semi-structured data
and understand complex queries.

Specifically, we compute semantic relevance scores between a query ¢ and different data objects d,
rank all data in the collection D based on these scores, and return the top-k objects as query outputs.
These outputs are identifed relevant documents that satisfy the conditions of the query q.

2.2  Querying Settings

In real-world applications, these semi-structured data may originate from either a single data source,
where all objects follow the same schema definition, or multiple data sources, where the queried
structured data encompasses different schemas. Similar to many existing benchmarks, we also
consider two settings: (1) In-schema retrieval: the data objects in the collection share the same
schema definition; (2) Cross-schema retrieval: the data objects in the collection are from different
schema definitions, and the task is to retrieve relevant documents in the correct schema.

3 Semi-Structured Retrieval Benchmark

Guided by the task formulation in §2] we construct the benchmark, named SSRB, by a three-stage
workflow, as shown in Figure [2] We describe the workflow in detail and provide data analysis in
following subsections. Table|l|summarizes the statistics of our benchmark.

3.1 Data Generation

Given the scarcity and high cost of real-world public datasets, we leverage powerful LLMs to
construct a dataset spanning diverse domains and schema structures. The LLM-based approach
for generating retrieval data has been extensively studied and proven effective in previous research
[L3L14L[15L[16]. Our data generation first generates diverse data schemas across different domains, and
then produce numerous < query, positive, negative > triplets for each schema definition, which
follows previous works [13]]. This enables us to generate large-scale heterogeneous semi-structured
data with guaranteed query relevance, facilitating subsequent testset annotation.

2Such as Figure one of the documents might be missing the “weight” field (i.e., *weight’ is null), which
would affect how relevant the document is to the example query.
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Figure 2: Benchmark construction workflow, which comprises three stages: (1) Schema generation:
we prompt LLM with detailed instruction to generate 99 schemas across 6 domains. (2) Data triplet
generation: for each schema, we setup multiple data configurations (e.g., different number of exact or
semantic matching conditions), and reptively prompt LLLM to generate thousands <query, positive,
negative> triplets. (3) Relevance judgment annotation: we select 8,000+ queries, employ several
representative retrievers to recall possible positive documents, and then use LLMs to judge the
relevance, where a human meta evaluation is conducted to measure the labeling accuracy.

Schema Generation We manually establish six domains (see Table|[T). For each one, as shown in
Figure stage (1), we generate schemas by two steps: (A) Schema proposal: Using a powerful LL
to brainstorm N schema names and descriptions within each domain, ensuring schema diversity in
the given domain. B) Schema design: Leveraging the context from step &), we instruct the LLM to
generate detailed schema definitions, specifying field names, data types, and descriptions for each
schema. The prompt is in App. Figure[5] Additionally, for domains with potentially higher schema
similarit (e.g., product or résumé search), during the schema proposal step &), we let the LLM also
design shared field definitions (prompt in App. Figure[6). This stage resulted in 99 distinct schemas
across the six domains, with manual verification ensuring definition quality and coherence.

Triplet Generation Given a schema definition, as in Figure [2| stage (2), we instruct a strong but
cheaper LLME] to generate one data triplet < query, postitive, negative > at a time [[13], and obtain
a large number of triplets by varying the generation configurations. This ensures natural semantic
relationships and distinctiveness among the structured objects, enhances consistency, and facilitates
direct selection of high-quality query-positive pairs for testing. To ensure query diversity, we designed
five configuration slots: number of exact matching conditions, number of fuzzy semantic matching
conditions, inclusion of scenario descriptions, use of common word abbreviations, and alternative
representations for numbers and dates. The prompt is in App. Figure[7] By combining these slots
with schema definitions, we create multiple prompt instances. For each one, we execute multiple
LLM runs with high generation temperature to produce hundreds of different triplets.

Ultimately, we generate approximately 70k triplets per schema, resulting in a total collection of 14M
documents across all schemas, as shown in Table[T]

3.2 Testset Annotation

After data generation, the next step is to establish a reliable testset for evaluation, which comprises
two parts: fest queries and relevance labels, i.e., the identifiers of all positive documents for each
query. We first randomly sampleﬂ around 86 queries for each schema as the testset, obtaining a total

*Here we use GPT-4o.
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Table 1: Statistics of our dataset. Pos. denotes the positive document that meets the query.

Domain #Schema #Document #Query Av, #Pos.

per Query
Academic 19 2,734,920 1,896 20.12
Finance 10 1,438,706 993 12.76
Human Resources 10 1,440,000 802 15.13
Product 30 4,338,366 2,401 13.97
Résumé 10 1,439,978 798 11.81
LLM Tool & Agent 20 2,878,180 1,595 11.04
Total 99 14,270,150 8,485 14.33

of 8,485 queries. Then we identify the relevant documents from the retreival collection for these
queries by two steps, as shown in Figure 2] stage (3).

Candidates Recall In our data, each triplet is generated independently, so documents from one
triplet may also satisfy the query conditions of another triplet. These cross-triplet relevance could be
false negatives if they are not selected, this is a common issue in retrieval benchmarks. To mitigate
this and improve evaluation reliability, we perform an additional round of positive selection from the
full corpus and annotate their relevance. For each query ¢, judging the relevance of all documents
is impractical due to the large size of the collection (140k objects for each schema). We follow
the common practice of using retrievers to recall candidate documents for labeling, which could
significantly reduce the workload. We select several representative models from two major types of
dense retrievers, i.e., Encoder-based text embedding models and LLM-based ones, as the retriever
committee. We retrieve top-100 documents from the in-schema collection for each ¢, and consider a
document as a candidate only if it appears in the top-100 results of more than C' retrievers. For each
g we finally obtain about 50 candidates. The technical details is presented in Supplementary material.

LLM Relevance Judgment We utilize LLMs to judge the relevance label for each query-document
pair, as recent studies have demonstrated that LLM-based annotation can achieve comparable per-
formance to human annotation [[17]] while being more cost-effective and time-efficient. Specifically,
we prompt LLMs to analyze the conditions in query g, compare them with d. The LLM need to
provide reasoning content about their matching degree before generating a final relevance label (0 for
irrelevant, 1 for relevant). The prompt is in App. Figure|8| In practice, we employ two strong LLMsﬂ
to annotate each query-document pair in parallel, and adopt an OR-gate strategy where the final label
is 1 if either LLM assigns a positive label. This strategy leads to improved annotation accuracy, as
demonstrated in our analysis in the following §3.3]and Table 2]

Human Annotation To validate Table 2: Annotation agreement scores (on 5,571 sampled
and control the quality of LLM la- query-doc pairs) of relevance judgments from LLMs and hu-
bels, we conducted additional hu- man annotators. *Denotes the inter-annotator agreement with-
man annotation. We sample over out label refinement, which is a fair comparison with LLMs.

5,500 query-candidate pairs and em-

ployed annotators following similar
. .. A Pred. Ref.
annotation principles and guidelines ment  pos.  Neg. Pos.  Neg.

(the guideline and annotation inter- "G 45 0 Flash Human 7097 59.05 89.13 8922 58.83
face are in Appendix §B.3). Specifi-  GPT4o-mini Human 67.10 50.49 92.39 91.00 55.06
cally, we establish a two-tier annota- Merged Human 7598 69.40 86.01 8831 64.86
tion process: the first tier consists of Human®  Human _ 86.25 ) N ) )

primary annotators responsible for
initial labeling, while the second tier
comprises reviewers who examine and validate the assigned labels. The annotation is conducted in
batches, with reviewers performing random sampling checks on each batch. If the inconsistency rate
in the sampled annotations of a batch exceeded a threshold (95%), the entire batch would be returned
to the annotators for revision. After the human annotation, we compare the labels from LLMs

Agree- Ref. Recall Pred. Precision

"We use two powerful but affordable LLM services, i.e., Gemini-2.0-Flash and GPT-40-mini.



and human annotators. As shown in Table 2] the agreement rate between LLM labels and human
annotations on these pairs reached 75.98%, while the inter-annotator agreement among humans was
86.25%. The acceptable gap between LLM and human performance indicates the reliability of our
LLM-based annotation approach to a considerable extent.

It worth to note that, in Table|Z|, the Ref. Recall of Pos. and Pred. Precision of Neg. from Gemini
and GPT are close to 50%, which is relatively low. The values reflect the fact that LLMs tend to
be very conservative when predicting positive cases. They only label an instance as positive when
they are highly confident, which results in very high positive precision (Pred. Precision Pos. nearly
90%). However, this cautious behavior also leads to many missed positives, resulting in relatively
low positive recall (Ref. Recall Pos. around 50-60%). Overall, from the task performance view, the
gap between LLM and human performance is substantial. We consider the much lower time and
financial cost by LLMs and suppose it is acceptable.

Finally, to expand the testset coverage, we take the LLM relevance labels as the final relevance
judgment, which enables us to have relevance labels for all 8,485 queries. Table[I|shows the statistics.

3.3 Dataset Summary and Analysis

Through the data construction workflow described in §3.1]and §3.2} we generate 99 schema definitions
across 6 different domains, comprising a retrieval collection of 14M semi-structured objects. We
annotate 8,485 test queries, with each query having approximately 14.33 relevant documents on
average. Detailed domain-level statistics are presented in Table [l We provide comprehensive
schema-specific information, generation costs and annotation details in Supplementary material.

Training Data The rest part of generated < query, positive, negative > triplets (that not selected
as testset) could be used as training data for the development of better neural retrievers of this task,
where we show it could achieve significant improvements in the experiment §4.2]

Query Distribution In data generation, we vary the num- Average Positives per Query
ber of exact and semantic filtering conditions to create di- (with total number of queries)
verse queries. Intuitively, queries with more filtering con-
ditions would specify more precise search targets, thus cor-
responding to fewer relevant documents. We analyze the
distribution of different query types and their relevance la-
bels, as illustrated in Figure 3] The distribution aligns with
our expectations: simpler queries with fewer filtering con-
ditions yield more positive matches, while more complex
queries with multiple filtering conditions result in fewer
positives. #Exact Condition

17

16

15

-14

-13

#Semantic Condition

-12

This diverse query distribution enables a comprehensive Figure 3: Query and labels distribu-
evaluation of neural retrieval performance across different tion by condition numbers. Generally,
difficulty levels, demonstrating the comprehensiveness of queries with more filtering conditions
our benchmark. yield fewer relevant documents.

4 Evaluation

In this section, we conduct the evaluation of the current popular retrievers (primarily dense retrievers)
on SSRB, and analyze their behavior in complex NL queries and semi-structured data. Before the
evaluation, we first introduce the research questions driving the experiment design and guide the
smooth understanding, which could help us to logically solidify the findings and conclusions.

* RQ1: How do current retrievers perform on this querying task? To what extent can they accomplish
this task effectively?

* RQ2: Does the data mixture from multiple schemas increase the difficulty of querying?

* RQ3: How well can models comprehend and process multiple, complex filtering conditions? How
does their performance vary across different query distributions?

* RQ4: How reliable is our benchmark in evaluating model performance, and does it provide
meaningful assessments?



Table 3: In-schema retreival performance of selected methods. We report Recall@20 (R@20) and
nDCG@10 (N@10). Marco Avg. means the average across the scores of six domains.

Marco Avg. Academic Finance Résumé HR LLM Product
R@20 N@10 R@20 N@10 R@20 N@10 R@20 N@10 R@20 N@10 R@20 N@10 R@20 N@10
BM25 201 207 168 263 235 190 075 072 3.05 286 288 240 138 193

InstructOR 4.06 495 437 629 422 436 234 194 568 873 472 453 3.03 383
BGEjuge-v1 s 399 462 341 474 310 3.5 236 300 569 797 6.68 564 272 320

Jina-v3 585 7.00 6.66 1034 5.16 556 353 398 805 968 733 684 433 557
Nomic-v2 6.06 8.10 786 1263 450 524 348 413 731 1133 6.76 6.62 646 8.68
Drama;g 1442 16.71 16.56 23.71 13.46 13.66 11.30 12.00 14.02 17.66 14.86 14.08 16.33 19.13
GTEqQwen2-78 13.66 1635 17.05 2431 12.17 1221 11.53 12.15 12.67 1926 14.84 13.78 13.68 16.39
ESmistral-7 14.66 17.94 1834 2696 1248 13.77 1083 11.82 15.05 2193 14.40 1420 16.87 18.97
GritLMy7g 13.65 16.66 16.03 2451 11.10 1234 1292 1435 11.37 1533 13.18 13.09 17.31 20.36

NV-Embed-v2 14.52 17.26 1649 24.66 1292 13.22 12.54 1430 13.68 18.39 13.68 13.52 17.77 19.50
Fine-Tuned

Qwen2.5-0.5B 22.70 22.03 23.03 28.28 21.45 18.55 28.00 22.17 1931 2244 2155 17.88 2285 22.83
Qwen2.5-1.5B 24.17 22.09 23.79 28.77 22770 20.47 2892 22.68 23.04 21.18 2296 18.76 23.60 20.66

4.1 Settings

Metrics As we formulate the task as a ranking problem, we adopt standard retrieval metrics to
evaluate the performance, i.e., Recall@K and nDCG@ K. Generally, Recall@ K measures the
proportion of positives in the top-K results to the number of all labeled positives, while nDCG@ K
evaluates the ranking quality by considering the ranks of positives in the results. We set K to 20 for
Recall (i.e., R@20), and K to 10 (i.e., N@10), which arer common choices in retrieval tasks.

Models We select several representative models for evaluation. The BERT-like pre-trained trans-
former Encoder-based dense retrievers are widely used in retrieval tasks due to their strong per-
formance and efficiency. We select the following models: InstructOR [11], BGE [12], Jina-v3
[L8], Nomic-v2 [19]. LLM-based retrievers have shown great potential in both common [20]] and
advcanced retrieval tasks, like the reasoning-intensive retrieval [9]], by their powerful understanding of
natural language and reasoning capabilities. We select the recent representative models: ES-mistral-7b
[13]], GritLM-7B [21], GTE-Qwen2-7B [22], NV-Embed-v2 [23]], and Drama-1B [15]].

Although we illustrated (Figure[I) that the lexical based retrievers might not be capable of handling
complex semantic-based NL queries in this task, we still include them for comparison. We utilize the
classic BM25 [24]], by the implementation of BMQSSE] [25]], as the lexical-based retriever.

We also fine-tune the smaller LLMs [26]] on sampled 1M triplets from our dataset to demonstrate the
effectiveness of our generated data for training better retrievers in this task, as well as the gap between
the current generalist retrievers and task-specific ones. Appendix §C.2|provides the technical details.

4.2 Results

To RQ1: In-schema retreival. To fundamentally evaluate retrievers on SSRB, we first conduct
in-schema retrieval experiments to isolate other influencing factors. Specifically, for each query we
only search on the collection from the corresponding schema. The results are presented in Table 3]
As expected, BM25 shows relatively poor performance due to its lack of semantic understanding
capabilities. Neural models generally achieve higher scores, with LLM-based models outperforming
encoder-based models thanks to their superior language understanding capabilities. Overall, the best
recall scores among these models remain under 40%, which, while acceptable, indicates substantial
room for improvement. Notably, models fine-tuned on our generated data achieve comparable or
even superior performance to extensively pre-trained 7B models. This demonstrates the effectiveness
of our training data in developing more powerful task-specific models.

To RQ2: In-domain cross-schema retreival. Next, we investigate the impact of schema mixing
on querying performance. We combine data from different schemas within the same domain into
a single collection for retrieval. The results are shown in Table ] where a consistent but small

$https://github.com/xhluca/bm25s
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Table 4: In-domain cross-schema retrieval performance. We report Recall@20 (R@20) and nDCG@ 10
(N@10). Marco Avg. means the average across the scores of six domains.

Marco Avg. Academic Finance Résumé HR LLM Product
R@20 N@10 R@20 N@10 R@20 N@10 R@20 N@10 R@20 N@10 R@20 N@10 R@20 N@10

InstructOR 366 399 352 493 407 423 232 193 429 489 457 422 318 3.6
BGEugevi s 376 433 304 428 291 300 230 292 547 757 634 526 248 296

Jina-v3 540 7.69 537 830 496 542 353 398 711 1532 696 770 445 541
Nomic-v2 556 7.67 7.00 1150 4.18 504 329 390 574 956 670 6.76 647 927
Drama;g 1398 17.18 15.73 22.61 1334 13.52 1098 11.69 1297 20.80 14.71 13.81 16.17 20.68
GTEqQwen2-78 13.48 16.15 1659 23.76 1221 12.20 11.44 12.18 12.18 18.70 14.79 13.73 13.65 16.31
ESmistral-7 1448 17.61 17.83 2640 12.68 13.78 10.66 11.57 14.51 2127 1437 1398 16.85 18.66
GritLMy7g 14.09 17.28 15.61 23.77 11.06 1230 12.89 1435 1436 15.83 13.76 17.83 16.86 19.58

NV-Embed-v2 14.71 18.21 15.81 23.63 12.78 13.14 12.52 1429 1597 2098 13.81 1699 17.40 20.25
Fine-Tuned

Qwen2.5-0.5B 2246 20.19 2394 2672 2134 18.55 2795 2217 1820 1692 21.73 1799 21.58 18.78
Qwen2.5-1.5B 2350 21.53 23.02 27.99 2254 2045 2887 22.64 2120 19.19 2322 1898 22.17 19.92

performance degradation is observed across all models. This indicates that despite the increased
noise in schema-mixed collections, models can still generate distinctively different representations
for data from various schemas, effectively distinguishing their semantic characteristics. The finding
suggests the promising potential of using dense retrievers as a unified neural index for simultaneously
handling querying tasks across multiple schemas.

4.3 Analysis

To RQ3: Query complexity and performance. We an- Nomic-v2 NV:Embedv2  Qwen-1.5B

alyze the performance of different models on queries With ;i 0063 0252 -0.076 0268 0442 -01190.2660252 150
varying numbers of filtering conditions. The results are 125
shown in Figure ] We observe that, generally, the perfor- :jwo.osz 0.093 0.082 o.zoz 0.180 o.uzo.m [
mance increases with the number of filtering conditions, *? Lo50
indicating that models can better leverage the information =~ =% °07% 00%9 -0.015 0376 0215 001403430247 0,25
provided by more conditions. For open-source models, o 1 2 o0 1 32 0 1 3

num_semantic num_semantic num_semantic

the performance strongly correlates with the number of
semantic conditions (the x axis). While our fine-tuned  Figure 4: Performance on different query
(Qwen-1.5B) model improved overall performance, it ex- condition groups.

hibits unstable behavior across various condition types,

suggesting that additional research is necessary to develop better retrievers. Overall, the results shows
that, with the robust understanding ability of LLMs, we could process complex queries and provide
accurate results.

To RQ4: Evaluation reliability. As the testset relevance labels are from LLMs, one may question
the reliability of our SSRB in evaluating model performance. To address this, we perform three fold
checks: (1) Label consistency: as stated in we conduct a meta-evaluation of the LLM labels
by comparing them with human annotations on a sampled set of query-document pairs. The results
are shown in Table[2| where we observe a high agreement rate of 75.98% between LLM and human
labels, while human annotators show an agreement of 86.25% if we do not apply the refinement.
We suppose the acceptable gap could demonstrates the reliability of LLM labels to a considerable
extent. (2) Performance consistency: we compare the performance of several encoder and LLM
models on SSRB with that on general text retrieval (BEIR [20]), as shown in TableE} We observe that
models within each category (encoder-based or LLM-based) demonstrate similar general text retrieval
capabilities (comparable BEIR scores) due to their architectural limitations. This performance pattern
is consistently reflected in our SSRB. Given that these models are evaluated in a zero-shot setting, this
consistent trend is reasonable and indirectly validates the reliability of SSRB. (3) LLM verification:
finally, we provide a direct verification of model performance by using our LLM judgment to label
the retrieval results of these models. This is a more reliable way to evaluation, as in Table @]the LLM
judgment on positives are shown very high precision (88.31%). Table [5] shows the LLM positive
rates, where we observe that they are consistent with the model performance on BEIR and SSRB.
Combining these three checks, we believe that our benchmark could provide reliable evaluation.



Table 5: Comparison of model perfor- Table 6: Agreement scores of LLMs judgments to
mance on text retrieval (BEIR) and our human labels. As a extension of Table 2] we tune the
SSRB (in-schema), as well as LLM posi- prompt and compare different LLMs.

tive labeling rates on retrieval results.

Agree- Ref. Recall Pred. Precision

Model BEIR SSRB LLM Pos. ¢ ment  pos. Neg. Pos. Neg.
Jina-v3 53.17 7.00 899 Gemini 2.0 Flash 70.97 59.05 89.13 89.22 58.83
Nomic-v?2 52.86 8.10 11.05 + More strict to Neg.  60.26  37.64 94.70 91.54 49.93
ESmsaiso 5707 1794 1999 Grromn 6566 3352 o171 %077 3644
6 1635 16.83 DY ' D or AR on '
GTEquen278 58.8 : : GPT-4.1 63.00 43.00 93.48 90.94 51.85
GritLM7p 574 16.66  20.07 Claude-3.7-Sonnet ~ 63.22 4451 91.71 89.11 52.04
NV-Embed-v2 63.21 17.26  21.12 DeepSeck-R1 55.17 2677 98.63 96.76  46.81

To RQ4: Tuning LLM Judgment Strategies Extending the analysis from Table 2| we explore
optimization attempts for LLM judgment. First, we attempt to improve negative precision by making
the LLM more strict in its negative judgment. As shown in the second row of Table[f] this approach
proved unsuccessful, suggesting the need for more balanced instructions. Furthermore, we try
different LLMs. Interestingly, as demonstrated in the second group of Table [6] more expensive
models like DeepSeek-R1 do not necessarily yield better results. Thus, our current LLM judgment
strategy is a reasonable choice, as it achieves a good balance between cost and performance.

Structure Representation: Json v.s. YAML In our
main experiments, we encode structured objects as
JSON-formatted strings as text input for the retriever
models. Specifically, we use multi-line JSON strings R@20 Json  Json Compact YAML
with an indent of 4, which aligns better with humanread- "5 298 1950 16.58 15.39
ing preferences. There are, of course, other approaches
to converting structured documents into text, such as using non-indented single-line JSON strings
or YAML format. We conducted a comparative study using the DRAMA model on a sampled
small-scale dataset, as shown in Table The results demonstrate that multi-line JSON strings, which
are most aligned with human reading habits, yield the best performance.

Table 7: Comparison of different docu-
ment string converting types on a subset.

5 Related Work

Benchmarking Text Retrieval. Initially, information retrieval (IR) datasets primarily focused on
two typical application domains: Web retrieval and open-domain question answering. Web retrieval
datasets included MS MARCO and the TREC series [27, 28], as well as question answering datasets
[29, [30]]. These datasets have provided comprehensive evaluations for both traditional and dense
retrieval methods. As retrieval techniques evolved with the development of large language models,
new evaluation capabilities have emerged. For example, testing a retrieval model’s ability to follow
instructions [31,[32] and reasoning [33,19]. In this work, we introduce a new benchmark that focuses
on the challenges of querying semi-structured data with natural language, which requires not only
the understanding of structured data and following to query requirements but also involves deeper
reasoning about numerical values and logical semantics.

Dense Retrieval. With the advent of language models like BERT [34], text retrieval shifted from
traditional BM25-based inverted index retrieval to neural dense retrieval [35) 36l 37]. Dense retrieval
was further advanced through techniques such as hard negative sample mining [38}|39] and improved
pre-training designs [40l |41]] in the following years. Recently, there has been a surge in open-source
general-purpose dense retrieval models (or embedding models) [42]. Through training on large-scale
datasets, both encoder-based [11. 18} 143, 19] and LLLM-based retrieval models [44, 45,113, 121} [16]]
have achieved significant performance improvements. We evaluate representative open-source dense
retrieval models, such as ES5 [13]], GTE [22] and BGE [[12], on our structured retrieval benchmark.

LLM-based Retrieval Data Synthesis. The acquisition of human-labeled data is exceedingly
expensive and time-consuming. With the evolution of LLMs, there has been a growing interest in for
data synthesis to improve the performance of retrieval models for specific tasks [[13}[15, 10l [16]. For
instance, Promptagator [46] introduced a data generation methodology based on few-shot learning,



[13]] demonstrated the effectiveness of large-scale LLM-generated data for training retrievers. In
addition to training data synthesis, there has been work on LLM-generated relevance judgments
[17] and queries [47} [14] that showing the potential of LLMs in producing high-quality testsets for
retrieval tasks. In this work, we further explore LLM-based data synthesis and automatic evaluation,
demonstrating its effectiveness in generating high-quality data for semi-structured data retrieval tasks.

6 Discussion

For the differences between our task and from other retrieval tasks (e.g., passage retrieval, table
QA, knowledge base QA), we provide the following discussion. Briefly, our task differs from
traditional passage retrieval in two main ways: (1) our corpus consists of semi-structured data,
whereas passage retrieval typically operates over unstructured text; and (2) our queries often contain
multiple conditions that may require semantic reasoning, which is less common in standard passage
retrieval settings. In contrast to QA tasks, our retrieval task focuses solely on identifying documents
that are relevant to a given query, without generating or extracting an explicit answer from the
documents— i.e., there is no answer component involved.

For case studies, we provide several examples in Appendix §C.4] We observe that current retrievers
may struggle with queries that require precise numerical comparisons (e.g., “a salary between 80000
and 120000”), implicit conditions requiring semantic reasoning (e.g., “strong project experience”), or
complex logical conditions, leading to incorrect retrieval results.

7 Limitations

Despite the contributions of this study, we acknowledge its limitations: (1) A primary limitation is
the reliance on LLMs for data generation and filtering. This dependency could introduce inherent
biases found in LLMs, affecting both the benchmark dataset and the evaluations conducted. For
example, LLMs might produce data and queries that reflect stereotypical viewpoints or overlook
nuanced cultural contexts, thereby impacting the fairness and inclusivity of the retrieval process.
(2) We do not conduct in-depth analyses of dense retrieval models or comparisons with approaches
utilizing pure database queries similar to NL2SQL (which might be out of the scope of this paper, as
we focus on evaluating retrieval models). These topics will be explored in detail in our future work.
(3) Another limitation is the recall performance of the current state-of-the-art neural dense retrievers.
While acceptable, it is not optimal for precise matching constraints, highlighting the need for further
research to develop retrievers that better understand and manage the complexities of semi-structured
data. With adequate training resources, larger dense retrieval models could be trained to investigate
how model size scaling impacts semi-structured data retrieval using natural language queries.

8 Conclusion

In this work, we introduce SSRB, a novel benchmark addressing critical challenges in retrieving
and interacting with vast heterogeneous semi-structured data through natural language queries. Our
results highlights the limitations of current neural dense retrievers and underscores the need for
models tailored to the specific demands of semi-structured data retrieval. By utilizing powerful LLMs,
we crafted a substantial and diverse dataset that serves as a valuable resource for this area. Through
systematic evaluation and insightful analyses, we establish a strong foundation for comprehending
the complexities inherent in natural language-based querying of semi-structured data. Our findings
emphasize the potential for innovative retrieval strategies that seamlessly combine exact field matching
with fuzzy semantic requirements. We welcome researchers and practitioners to continue exploring
new designs for dense retrievers in this domain.
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Technical Appendices

A Boarder Impact

From a broader impact perspective, our benchmark and insights hold the potential to significantly
influence future research directions in information retrieval. By offering a comprehensive dataset and
analytical framework, we aim to advance the development of more robust retrievers that efficiently
handle complex queries across diverse domains. Our contributions could enable more inclusive access
to information, empowering diverse audiences to leverage massive semi-structured datasets.

We will have several safeguards to ensure the responsible release of our data. (1) We will provide a
detailed description of the data generation process, including the prompts used for LLMs and the
criteria for selection. This transparency will help researchers understand the limitations and potential
biases in the data. (2) We will include a disclaimer in our dataset release, highlighting the potential
biases and limitations of LLM-generated data. This will encourage users to critically evaluate the
data and its applicability to their specific use cases. (3) We will actively seek feedback from the
research community on our dataset and its impact, allowing us to address any concerns or issues that
may arise.

B Dataset Detail

B.1 LLM Prompts

B.2 Candidates Recall

To build a retrieval test set, we need to annotate all relevant documents from the document collection
for each query, which serve as test labels in the conventional sense. Specifically, for each query-
document pair (g, d), we need their relevance label, where 0 indicates irrelevant and 1 indicates
relevant. We then record the identifiers of all documents labeled as 1 to form the test set. However,
examining all possible pairs is computationally expensive and impractical. Following common
practice, we use a committee of multiple retrievers to recall potentially relevant documents. After
reducing the number of candidates, we then proceed with relevance annotation either through LLM
evaluation or human assessment.

We select several representative models from two major types of dense retrievers as the retriever
committee. Ther are Drama-1B, GTE-Qwen2-7B, E5-mistral-7B, InstructOR-large, BGE-large-
en-vl1.5, and Jina-v3. To better capture the dataset characteristics, we also add our two fine-tuned
retrievers (Qwen2.5-0.5B and Qwen2.5-1.5B) to the committee. We use each one of these eight
retrievers to recall top-100 documents from the in-schema collection for each q. We consider a
document as a candidate only if it appears in the top-100 results of more than C' = 4 retrievers. For
each g we finally obtain about 50 candidates.

B.3 Annotation Guideline

In the human annotation process, we provide one query-document pair and ask the annotator to label
the pair as relevant (value: 1), irrelevant (value: -1), or undecided (value: 0). For the irrelevant and
undecided labels, we further ask the annotator write a clear description about the reason. Bellow we
provide the detailed guideline, and present the annotation interface screenshot in Figure 0]

Definitions: Query: A natural language search request that typically contains one or more con-
straints, such as specific date ranges or particular attributes. Candidate: A string representing a JSON
object that may or may not meet the search requirements, requiring human judgment for annotation.
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Prompt for Schema Generation

Please design {{N}} data schemas in the domain of {{DOMAIN}}. Each schema
needs to meet the following requirements:

1. **0utput Format**: Adhere strictly to valid JSON format. Each schema
should be a single JSON object.
2. *xTop-Level Structurex*: The schema itself is a JSON object, with
top-level keys representing different fields or attributes of the document.
3. *xDetailed Definition of Attributes**: Each value corresponding to a
top-level key must be a JSON object that details the attribute. This
description object must include the following three fields:
- key_name: (string) The actual English name (key name) of the attribute,
using snake_case naming convention.
- data_type: (string) The data type of the attribute. To ensure diversity,
actively try to use various types, such as: (1) Basic types: string,
integer, float, boolean. (2) Date and time types: date (e.g., "YYYY-MM-DD"),
datetime (e.g., "YYYY-MM-DDTHH:mm:ssZ") (3) Complex types: array (please
specify the type of array elements if possible, e.g., array<string>,
array<integer>, array<object>), object (used for nested structures).
- description: (string) A clear and concise description that explains the
purpose, meaning, or format of the attribute. The description should aid in
understanding the field and generating such data.
4. **Attribute Quantity and Type**: The generated schema should include 5 to
20 or more different top-level attributes. The attributes can be of three
types: (1) Multiple schemas should share some common fundamental attributes
within the domain; (2) Each schema should have specific necessary attributes;
(3) Variable attributes of complex types for handling internal variations
within the schema.
5. *xConsiderations for Diversity and Authenticity**:
- **Domain Diversity**: Each time a schema is generated, try to select a
different real-world application or data sub-domain than the previous
example.
- *xStructural Diversity**: Attempt to include varying levels of structural
complexity in different generated results. For instance, some schemas may
focus on basic types, while others may include “array” or “object™ forms of
nested data.
- **Type Diversity**: Ensure that the combinations of “data_type ™ used are
diverse and not consistently limited to “string” and “integer".
- *xLogical Coherencex*: The designed schemas should have internal logic
and reasonably represent the typical structure of documents within the
selected domain.
- **Authenticity and Reasonableness**: The attributes in the designed
schemas must be realistic and meaningful for data search in actual
scenarios.

*xWork Objectives**

First, provide a list of schemas and a brief description of each to ensure
domain diversity. Return a JSON array where each element is a string.

[[IN THE SAME THREAD]]

For the generated {{N}} schemas, thoughtfully consider and specify 3 to 15
required attribute fields (the number varying for each schema). Finally,
output the JSON definition of the schema, including the name of this schema
taken from the previous JSON array.

Figure 5: Prompt for Schema Generation
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Prompt for Schema Generation with Shared Attributes

**Work Objectives**

First, provide a list of schemas and a brief description of each to ensure
domain diversity. Return a JSON array where each element is a string.
Next, think deeply about the basic common attributes shared across these
schemas in the {{DOMAIN}} domain and return a JSON object.

[[IN THE SAME THREAD]]

For the generated {{N}} schemas, thoughtfully consider and specify 3 to 15
required attribute fields (the number varying for each schema). Finally,
output the JSON definition of the schema, including the name of this schema
taken from the previous JSON array and excluding the already determined basic
common attributes.

Figure 6: The different part of the prompt for Schema Generation with shared attributes.

Annotation Tasks 1: Overall Relevance Assessment For each data point, annotators must under-
stand the constraints in the current query and evaluate whether the provided candidate meets these
requirements. There are three possible labels:

* 1: Fully satisfies all conditions

* 0: Partially satisfies conditions (for multiple conditions, some conditions are missing or
cannot be determined, while others are met)

* -1: Does not satisfy (if any single condition is not met among multiple conditions, it is
deemed unsatisfactory. For example, in the above case, the candidate’s field attributes
page_count’ value of 832 exceeds the query’s requirement of “under 500 pages’)

Note: -1 (Does not satisfy) takes precedence; when both unsatisfactory and undeterminable conditions
exist, the overall annotation should be "does not satisfy"

Annotation Tasks 2: Detailed Annotation If the overall annotation is "0 Partially satisfies" or "-1
Does not satisfy", two additional annotations are required:

* Missing Conditions (list of strings copied from the query): Typically occurs when either:
(1) The candidate lacks corresponding condition information (2) The query condition is
ambiguous and cannot be evaluated (e.g., "within the last 30 days" without specifying the
current date)

* Failed Conditions (list of strings copied from the query, e.g., ["I want books that aren’t too
long - under 500 pages would be ideal"]) and their corresponding Failed Reasons (list of
strings matching the order of failed conditions, e.g., ["The candidate’s attributes page_count
value of 832 exceeds the query requirement of under 500 pages"])

Important Notes: Each condition can generally be classified into three states: satisfied, not satisfied,
or cannot be determined. Most conditions in the query should correspond to specific field(s) in the

JSON object. If no correspondence can be found, the condition should be marked as "cannot be
determined"

B.4 Statistics

We list the data statistics of each schema in Table[§]
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Prompt for Data Triplet Generation

Schema:
{SCHEMA_DEF}

Based on the provided semi-structured document **Schema** for {{SCHEMA}} of
{{DOMAIN}} domain, please generate a JSON object containing the following
three essential key fields:

1. x*query (string) :**
- A clear, natural language query directed at the schema structure of the
document.
- The query must include {{NUM_EXACT}} specific filtering condition (e.g.,
searching for a particular attribute value, numerical range, boolean
status, exclusion of a specific attribute, etc.). These conditions should
target significant fields and be realistic.
- The query must also include {{NUM_SEMANTIC}} vague or semantically based
filtering condition. This condition requires the model to understand the
meaning or intention behind words, not just keyword matching.
{{QUERY_DEATIL}}

2. x*positive (object) :x*
- A **xfully compliant** data instance according to the schema structure.
- This instance must **strictly meet** all the filtering conditions
defined in the query.

3. x*negative (object):xx*
- A data instance that **fully adheres** to the schema structure (or is
very similar in structure).
- This instance should be **relevant to the theme** of the query but
**clearly fail**x to meet at least one key filtering condition stated in
the query.
- The goal is to create a "hard negative" example that might be mistaken
as a match but actually isn't.

**Ensure: **

* The query should be expressed clearly and naturally, its content should be
reasonable and fit real-world scenarios and user motivations. For example, in
a product search scenario, users typically won't set a price filter higher
than a certain amount; in a recruitment scenario, users usually prefer
candidates with lower salary expectatioms.

* The generated “positive” and "negative” objects should be based on
reasonable examples of the Schema.

* The relationships between “positive® and "negative ™ and the “query” should
be clear and meet the above definitionms.

* Output only the JSON content without any explanations.
{{WORD_ABBREVIATION}}

{{DIFFERENT_WRITING_FOR_NUMBER_AND_DATE}}

Figure 7: The prompt for Data Triplet Generation.
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Prompt for Query-Document Relevance Judgment

You are an expert evaluator. Your task is to determine if a given CANDIDATE
(a structured JSON object) fully satisfies a QUERY (a natural language
description of desired criteria). Output '<1>' if the CANDIDATE meets ALL
criteria in the QUERY; otherwise, output '<0>'. You must provide a brief,
clear "reason" for your decision.

Instructions & Constraints:

1. Strict Matching: The CANDIDATE must satisfy all conditions in the QUERY
to receive a label of '<1>'. If any condition is not met, the label should
be '<0>'. Be precise in your evaluation of each condition.

2. Temporal Reasoning: For time-related conditions in the QUERY, carefully
evaluate any temporal constraints against time found within the CANDIDATE.

These constraints may include: Relative time periods (e.g., "within last 30
days"), Specific date ranges (e.g., "between 2020-01-01 and 2022-12-31"),
Duration requirements (e.g., "lasting at least 6 months"). Identify the

relevant time fields within the CANDIDATE and the given time in QUERY, and
apply the appropriate temporal logic based on the specific requirements in
the QUERY.

3. Combined Criteria: Some criteria in the QUERY may require evaluating
multiple fields in the CANDIDATE. Identify the fields needed to assess the
criterion and combine their values or properties as required. For example,
determining "substantial funding" might require considering multiple
financial fields within the CANDIDATE or an array of funding_sources.

4. Numerical Calculations: Perform any necessary numerical calculations
(e.g., sums, averages) to evaluate conditions described in the QUERY.
Clearly state the calculations performed in the "reason".

5. Missing Information: If the CANDIDATE is missing information required to
evaluate a specific condition in the QUERY, err on the side of caution and
assume the condition is not met (label '<0>'). Clearly state what
information is missing in the "reason". If a field exists but is null or
empty, treat it as missing.

Output format:
reason: [brief explanation of your reasoning for your three output value]
label: [<0> or <1>]

QUERY:
{{QUERY}}

CANDIDATE:
{{CANDIDATE}}

Figure 8: The prompt for Query-Document Relevance Judgment.
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query:
We are looking for an energy management
agent that has demonstrated significant cost
savings and is actively utilizing renewable
energy sources to reduce our carbon
footprint. Specifically, we need an agent with
monthly energy usage reduction of
% and a cost savings report
showing savings exceeding $500. We're
interested in agents focused on efficiency
improvements and those that proactively
address potential energy waste, not just
reactive solutions.

an

candidate:

agent_id: EMA-7492
cost_savings_report:

details: Significant savings achieved through
proactive energy management and solar

integration.

report_date: '2024-01-15"

time_period: 12 months

total_savings: 6200
energy_usage_data:
- cost: 75.0

date: '2023-10-26"

usage_kwh: 150
- cost: 65.0

date: '2023-11-26"

usage_kwh: 130
optimization_strategies:

- description: Automatically adjusts non-
critical loads during peak hours to reduce
demand charges. This is a proactive

approach to energy savings.
estimated_savings: 15
strategy_name: Proactive Load Shedding
- description: Integration of rooftop solar

* (B5%) WE
N - |

(BEH) H=1

1

(HE) 1, KIB&KAF

an average monthly energy usage reduction
of at least 15%

(RZE) 2. KBREA
candidate {95 & energy_usage_data it 518
HAYERDEERIN 13.33% T querykan
average monthly energy usage reduction of
at least 16%

wn—4A
(B&H) H=0

1

() 1. R

panels to offset grid electricity consumption.
estimated_savings: 30
strategy_name: Solar Panel Integration
renewable_sources:
- Solar
- Wind

Rn—48

Figure 9: Annotation interface screenshot.

Table 8: Statistics of our dataset. Pos. denotes the positive document
that meets the query.

Domain Schema #Documents #Query Pos. per Query
product_search _ 4338366 2401 13.97
human_resources _ 1440000 802 15.13
resume_search _ 1439978 798 11.81
Ilm_agent_and_tool 2878180 1595 11.04
Academic _ 2734920 1896 20.12
Finance_and_Economics 1438706 993 12.76
Detail

Academic academic_collabo 144000 100 21.77
Academic academic_competi 143990 97 18.49
Academic academic_journal 144000 100 27.00
Academic academic_profile 143994 100 9.80
Academic academic_worksho 144000 100 16.65
Academic books_and_monogr 144000 100 23.84
Academic conference_paper 143984 100 22.79
Academic course_materials 144000 100 15.65
Academic digital_learning 143998 100 13.28
Academic educational_surv 143998 100 23.29
Academic journal_articles 143032 100 19.06
Academic laboratory_proto 144000 100 24.59
Academic patents 143994 100 20.15
Academic preprints 143948 100 20.62
Academic research_data 144000 100 16.44
Academic research_grants 144000 100 27.59
Academic research_tutoria 144000 100 19.97
Academic scholarly_events 143998 99 16.70
Academic theses_and_disse 143984 100 24.60
Finance_and_Economics banking_transact 144000 100 13.43
Finance_and_Economics corporate_financ 143998 100 12.88
Finance_and_Economics cryptocurrency_a 143992 99 14.09
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Finance_and_Economics
Finance and_Economics
Finance_and_Economics
Finance and_Economics
Finance_and_Economics
Finance_and_Economics
Finance_and_Economics
human_resources
human_resources
human_resources
human_resources
human_resources
human_resources
human_resources
human_resources
human_resources
human_resources
IIm_agent_and_tool
Ilm_agent_and_tool
lIm_agent_and_tool
IIm_agent_and_tool
llm_agent_and_tool
Ilm_agent_and_tool
llm_agent_and_tool
1lm_agent_and_tool
Ilm_agent_and_tool
IIm_agent_and_tool
IIm_agent_and_tool
IIm_agent_and_tool
Ilm_agent_and_tool
llm_agent_and_tool
Ilm_agent_and_tool
llm_agent_and_tool
Ilm_agent_and_tool
llm_agent_and_tool
1lm_agent_and_tool
Ilm_agent_and_tool
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search
product_search

economic_indicat
financial risk_a
insurance_policy
international _tr
investment_portf
personal_finance
stock_market_dat
employee_benefit
employee_feedbac
employee_informa
hr_policies:_doc
leave_management
payroll:_financi
performance_revi
recruitment:_inf
time_tracking:_r
training_and_dev
api_usage_analyt
chat_history_ana
content_creation
content_generati
customer_support
data_security_an
e-commerce_recom
education_tutori
energy_managemen
error_and_feedba
financial_adviso
healthcare_suppo
legal_research_a
model_performanc
research_assista
sentiment_analys
training_data_ma
user_behavior_tr
version_control_
virtual assistan
art_and_craft_su
automotive_searc
baby_products_se
beauty_products_
books_search
camera_search
electronics_sear
fashion_search
furniture_search
garden_supplies_
gift_items_searc
grocery_search
health_products_
home_appliances_
hotel_and_travel
jewelry_search
junior_wearables
medical_supplies
mobile_devices_s
music_and_videos
office_supplies_
pet_supplies_sea
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143986
144000
144000
142738
143992
144000
144000
144000
144000
144000
144000
144000
144000
144000
144000
144000
144000
143978
143028
144000
143984
144000
144000
143944
144000
144000
143992
144000
143936
143930
143976
143980
144000
143994
143852
143586
144000
144000
144000
143948
143998
144000
143998
163996
143992
144000
144000
143998
143968
143858
143996
144000
144000
143998
143988
144000
144000
143998
143998

10.25
12.27
17.28
17.24
10.14
13.01

6.94

9.15
11.59
13.55
34.80
13.70

7.68
10.34
25.93
10.73
13.78
10.63
19.85
10.41
12.15
10.00

7.04

6.56

8.74
10.03
13.68

9.94

8.18
15.08
13.28
13.78

9.65
13.15

7.76
13.94

6.81

8.73

6.99
13.15
14.68
10.46
16.88
10.80
15.93
10.40
10.13
22.88
10.60
20.12
10.49
16.80
12.69
19.38
24.01

8.23
13.73
18.60
16.56



product_search real_estate_sear 144000 80 18.58
product_search restaurant_searc 144000 80 12.05
product_search smart_devices_se 143942 80 19.08
product_search software_product 143990 81 14.49
product_search sports_equipment 142708 80 9.19
product_search tools_and_hardwa 143992 80 16.21
product_search toys_and_games_s 144000 80 7.05
product_search watches_search 144000 80 10.20
resume_search data_science:_re 143988 80 13.18
resume_search education_& _teac 143998 80 12.44
resume_search engineering:_res 143998 80 15.08
resume_search finance_&_accoun 144000 80 10.44
resume_search graphic_design:_ 144000 80 9.71
resume_search healthcare:_resu 143998 80 11.84
resume_search human_resources: 144000 79 10.34
resume_search project_manageme 143996 80 15.44
resume_search sales_&_marketin 144000 80 7.89
resume_search software_enginee 144000 79 11.70

C Evaluation Detail

C.1 Document Modeling

Here we use three examples to illustrate the difference between our tested three types of document
types, i.e., Json, Json Compact, and YAML.

JSON:

"name": "Jack",
"age": 42
"tags": [
"writer",
"student"
1
}

JSON Compact:
"name":"Jack","age":42,"tags":["writer","student"] }
YAML:

name: Jack
age: 42
tags:

- writer

- student

C.2 Qwen Fine-Tuning

To validate the quality of our generated data, we attempted to train retriever models using data that
wasn’t selected for the test set, and evaluated their performance. Specifically, we first sampled 1M
triplets from the generated data as our training set.

We employ standard contrastive learning with InfoNCE loss for training, utilizing the generated
positives and negatives as labels, and enabled in-batch negatives. Each batch is sampled from a single
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domain to ensure that in-batch negatives wouldn’t be too trivial. We set the batch size to 104 and
learning rate to le-5, training for one epoch on four A800 GPUs. The models were initialized from
Qwen2.5-1.5B-Instruct and Qwen2.5-0.5B-Instruct, using ’<lendoftext|>" as the final token and its
corresponding output state as the embedding for both training and retrieval.

C.3 Computing Resource

For data triplet generation, we run Qwen2.5-32B-Instruct model on multiple A800 GPUs via VLLM.
Generating all data in Table[§]costs about 1400 GPU hours.

For Qwen2.5 model fine-tuning, the 0.5B model needs about 2 hours on 4 A800 GPUs, and 1.5B
model needs 12 hours as we use gradcache to keep the same batch size.

For model evaluation, we run all models in FP16 precision. The 7B-level model takes 64 GPU hours
to encode all documents. And the 1B-level model takes 16 GPU hours. All models totally cost about
340 GPU hours.

C.4 Case Study

We present some examples of retrieval results from different models.

Query: "Find a software engineer with experience in Python and JavaScript, seeking a salary
between 80000 and 120000, and who is available to start within the next month. I’'m looking for
candidates with a strong project history. [[The current time is 2024-03-01]]"

Below are correct (relevant) docs from NV-Embed and fine-tuned Qwen2.5:

"NV-Embed-v2": {
"_doc_id": "human_resources—software_enginee—p—44723",
"technical_expertise": ["Python", "JavaScript", "React", "Node.js", "AWS", "Docker"],
"name": "Alice Johnson", "current_position": "Software Engineer", "expected_salary":
110000,
"relevant_projects": [

"name": "Cloud Migration Project", "description": "Migrated legacy applications to AWS,
improving scalability and reducing costs. Utilized Python for scripting and automation.",
"role": "Lead Developer" },

"name": "Real-time Dashboard", "description": "Developed a real-time dashboard using
React and Node.js for monitoring system performance.", "role": "Frontend Developer" } ],

"experience": [ { "company": "Tech Solutions Inc.", "title": "Software Engineer", "duration":
"3 years" } |,

"skills": ["Python", "JavaScript", "React", "Node.js", "AWS", "Cloud Computing", "Problem
Solving"], "availability": "2024-03-15",

"objective": "Seeking a challenging software engineering role where I can leverage my skills
in Python, JavaScript, and cloud technologies to build innovative solutions."

}
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"Qwen2.5_1.5B": {
"_doc_id": "human_resources—software_enginee—p—69629",
"technical_expertise": [ "Python", "JavaScript", "React", "Node.js", "SQL"],
"name": "Alice Smith", "current_position": "Software Engineer", "expected_salary": 100000,
"relevant_projects": [
"name": "E-commerce Platform", "description": "Developed a fully functional e-
commerce platform using React, Node.js, and PostgreSQL.", "role": "Full-stack Developer"

b
"name": "Data Analysis Tool", "description": "Created a tool for analyzing large datasets

using Python and Pandas.", "role": "Data Engineer" } ],
"education”: [ { "degree": "Bachelor of Science in Computer Science", "university": "Example
University", "graduation_year": 2020 } ],

"experience": [ { "company": "Tech Solutions Inc.", "title": "Software Engineer", "duration":
"2020-Present" } ],

"skills": [ "Python", "JavaScript", "React", "Node.js", "SQL", "Git", "Agile Development"],

"certifications": ["AWS Certified Developer - Associate"],

"objective": "Seeking a challenging software engineering role where I can utilize my skills
and experience to contribute to innovative projects.",

"languages": ["English"], "availability": "2024-03-15"

Then irrelevant doc results from Drama (“‘strong project” in query is not meet) and Jina-v3 (“‘a salary
between 80000 and 120000” in query is not meet):

"drama": {

"_doc_id": "human_resources—software_enginee-n—48888",

"technical_expertise": [ "Python", "C++", "JavaScript", "SQL"],

"name": "Jane Doe", "current_position": "Software Engineer", "expected_salary": 110000,
"github_profile": null,

"relevant_projects": [{ "name": "Web Application Development", "description": "Developed

non

a web application using JavaScript and React.", "role": "Frontend Developer" } ],

"education": [ { "degree": "Bachelor of Arts in Computer Science", "university": "State
University", "graduation_year": 2021 } ],

"experience": [ { "company": "Beta Inc", "title": "Software Engineer", "duration": "2021 -
Present" } |,

"skills": [ "Python", "JavaScript", "Web Development", "SQL"],

"objective": "Looking for a growth opportunity in software engineering.",

"languages": ["English", "Spanish"], "availability": "2024-04-15"

"Jina-v3" : {

"_doc_id": "human_resources—software_enginee—n—1030",

"technical_expertise": [ "Python", "Django", "JavaScript", "React", "SQL"],

"name": "Bob Williams", "expected_salary": 160000,

"experience": [ { "title": "Software Engineer", "company": "StartupX", "duration": "2020 -
Present", "description": "Developed web applications using Python and Django. Focused on
front-end development and user interface design." } ],

"skills": [ "Web Development", "Front-End Development”, "Python", "Django",
"JavaScript"],

"objective": "Seeking a challenging software engineering position where I can utilize my
skills in web development and contribute to innovative projects."

"availability": "2024-04-01",

}
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: [NA|
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Discussed in section [7]
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Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

 If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: This paper does not include theoretical results
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: See section 3] [f]and Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: See submission details for the links of data and code.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See section[d.1]and Appendix.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: This is a benchmark paper and all retrieval experiments are determinstic.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conform with the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See section[Al
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: See section[Al
Guidelines:

* The answer NA means that the paper poses no such risks.
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All assets used in the paper are properly credited.
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: See the huggingface dataset page.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: See Appendix.
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Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]
Justification: We have obtained IRB approval for data curation and annotation.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: See section[3l
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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