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Abstract

This paper addresses the problem of reconstructing a
scene online at the level of objects given an RGB-D video
sequence. While current object-aware neural implicit rep-
resentations hold promise, they are limited in online recon-
struction efficiency and shape completion. Our main contri-
butions to alleviate the above limitations are twofold. First,
we propose a feature grid interpolation mechanism to con-
tinuously update grid-based object-centric neural implicit
representations as new object parts are revealed. Second,
we construct an object library with previously mapped ob-
jects in advance and leverage the corresponding shape pri-
ors to initialize geometric object models in new videos, sub-
sequently completing them with novel views as well as syn-
thesized past views to avoid losing original object details.
Extensive experiments on synthetic environments from the
Replica dataset, real-world ScanNet sequences and videos
captured in our laboratory demonstrate that our approach
outperforms state-of-the-art neural implicit models for this
task in terms of reconstruction accuracy and completeness.

1. Introduction

Reconstructing a scene from a moving camera is a funda-
mental task in computer vision, with a wide range of ap-
plications in augmented reality [47], robotics [1, 38], au-
tonomous driving [26, 88], entertainment or cultural her-
itage preservation. Despite the availability of numerous ap-
proaches [53] to tackle the problem, it is still challenging to
construct on the fly detailed scene representations made of
separate object models with manageable storage and com-
putation resources.

The prevailing methods in scene reconstruction typically
treat the entire scene as a single entity [4, 9, 12, 28, 43,
46, 47, 58, 72, 75, 89], using for example voxel grids [9,
12, 46, 47], point clouds [15, 16], surfel maps [61, 81]
or meshes [57] to represent the scene. Recently, neural
implicit representations, e.g., NeRFs [42], and Gaussian
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Figure 1. Our method reconstructs scenes at the level of objects
from RGB-D videos on the fly. We leverage 3D shape priors from
a pre-computed object library to enhance accuracy and complete-
ness of geometry reconstruction for individual objects.

splatting [29] have given promising results in scene recon-
struction [72, 89] thanks to their reduced memory footprint
and enhanced accuracy at fine-grained resolutions. How-
ever, extracting individual objects from scene-level implicit
representations proves to be time and computation inten-
sive [3, 30], resulting in inflexibility to independently ma-
nipulate, modify or replace objects in the scene.

To address these limitations, there is a growing focus
on object-centric neural implicit representations [21, 33]
for scene reconstruction. vMAP [33] is a state-of-the-art
approach in this direction that optimizes a separate multi-
layer perceptron (MLP) for each object. While vMAP is
lightweight and operates in an online setting, its ability to
reconstruct intricate object details is constrained by its sim-
ple MLP model. RO-MAP [21] enhances MLPs with multi-
resolution hash coding [43]. However, it requires to accu-
mulate all recorded views of an object to estimate the object
bounding box for optimization and, thus, sacrifices online
efficiency for accuracy. Furthermore, the above approaches
optimize models from scratch without leveraging 3D pri-
ors, thus focusing only on object parts visible in the current
video and leading to slower and incomplete reconstructions.
Yet, there is a clear benefit to having access to prior object
shape knowledge, i.e., we can better reconstruct an object if
we have seen similar objects or the same object from differ-
ent angles before. Most prior endeavours incorporating ob-
ject priors either only estimate object poses and cannot re-
construct novel objects [35–37, 84] (see, however [59, 60])
or rely on a single latent vector in initialization [71, 90]
which hardly captures fine-grained object shape and may
lose details from past views.

In this work, we overcome the aforementioned limita-



tions with object-centric neural implicit representations for
online scene reconstruction. Given an RGB-D video, we
obtain object masks and camera poses at each frame follow-
ing prior work [33], then reconstruct all objects in the scene
on the fly by optimizing the implicit object representation
with differentiable volume rendering. Each object repre-
sentation consists of a feature grid tightly encompassing the
object of interest and a small MLP to predict occupancy
and RGB colors. Geometry and appearance are disentan-
gled to allow the optimization of one without deteriorating
the other. To allow full online optimization as opposed to
the partially online approach in [21], we continuously ex-
pand the feature grid and adapt our representation with fea-
ture interpolation as unseen parts of objects become visi-
ble. This enables us to start reconstructing objects as soon
as they enter the camera’s field of view. Moreover, we in-
troduce a novel approach to leverage previously observed
objects and enhance online optimization of object shapes.
Specifically, we first construct an object library containing
fitted object models from either full 3D meshes or previous
mapping videos. If and when an object is identified in the
video, we retrieve the most similar object from the library
and align it to the current scene. If correctly matched, the
shape representation of the retrieved object serves as initial-
ization for the new one. To ensure keeping the geometric
information in the prior object model, we propose to render
images from the prior model as a surrogate for past obser-
vations and use them as additional signal when optimizing
the current model. We conduct extensive experiments on
synthetic environments from the Replica dataset, real-world
ScanNet sequences and our own videos. Experimental re-
sults demonstrate the effectiveness of the proposed system
in achieving more accurate and more complete object-aware
scene reconstruction.

To summarize, our contribution is two-fold:
• We adapt an object-centric grid-based neural implicit rep-

resentation that we equip with a feature grid interpolation
scheme to incrementally reconstruct objects as soon as
they become visible. We design it for flexible reuse of
geometry across videos, high accuracy and efficiency of
optimization.

• We leverage pre-constructed shape representations from
completely or partially observed objects to accelerate
shape optimization and enhance completeness. We ad-
dress the problem of losing shape details from past views
by rendering images from previous viewpoints as addi-
tional supervision.

The proposed system achieves state-of-the-art performance
on both the synthetic Replica dataset, real environments in
ScanNet and videos recorded in our laboratory. Our code
and models are publicly released 1.

1https://github.com/thomaschabal/online-scene-
reconstruction

2. Related Work
2.1. Online dense mapping
Reconstructing a 3D scene from a set of images is a long-
standing problem in computer vision [9, 22]. A large
branch of the community tackled it with approaches run-
ning in an offline fashion, with all the images initially
given as input [2, 20, 22, 59, 67]. Working in an online
setting, visual Simultaneous Localization And Mapping
(vSLAM) estimates camera poses while mapping scenes
from a stream of images, the two problems being tightly
linked [74]. While the first real-time approaches consid-
ered sparse visual anchors [13, 31], later works improved
them with better suited features [18, 45] or semi-dense
point clouds [15, 16], improving performances while typ-
ically operating at frame-rate on a CPU. More recent works
introduced learning-based approaches for monocular sys-
tems [10, 32, 73, 86, 87], but these require heavy computa-
tion and tend to not transfer well to scenes outside the train-
ing distribution. With the emergence of consumer-grade
depth cameras, dense SLAM systems [12, 46, 47, 57, 68]
have been developed, typically relying on truncated signed
distance functions (TSDF) [9, 48], a voxel-based represen-
tation of the world that allows for fast incremental merge
of depth views. While the memory usage of these grids
grows cubically with the spatial resolution, some works [25]
have explored the storage of latent codes in grids, de-
coded by a small neural network, to improve reconstruc-
tion with coarser grids. Other scene representations in-
clude point clouds [52] and surfels [61, 81] which are fast
to compute but remain discrete, a limitation for a number
of downstream applications. Few works tackle the prob-
lem of object-level SLAM [41, 85], possibly in dynamic
scenes [61, 62], representing signed distance functions as
either grids [41], octrees [85] or surfels [61, 62], but they
do not leverage any prior on the objects they reconstruct.

2.2. NeRF-based SLAM
With the advent of differentiable volume rendering [42], lo-
calization and mapping approaches based on neural implicit
models have been proposed [8, 21, 27, 28, 33, 58, 66, 72,
75, 89], benefiting from improvement in novel view synthe-
sis [4, 19, 43]. Unlike traditional voxel grids, point clouds
and meshes, implicit representations are light, continuous,
differentiable and accurate at any resolution. These works
have originally encoded the spatial position of a point with
a small neural network [33, 72] before storing features in a
point cloud [66] or on a sparse [27] or dense [28, 89] grid,
possibly indexed by a hashing function [8, 21, 27, 58, 75].
A small MLP is then used as a decoder. If some systems fol-
low the original NeRFs by modelling the world with density
functions, this formulation does not explicitly define sur-
faces and has thus been replaced by signed distance func-
tions [51, 78] or, rather equivalently, occupancy values [49]
in later reconstruction approaches.
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Prior NeRF-based works mainly consider the world as a
single entity and process it with one single model [8, 27,
28, 58, 66, 72, 75, 89]. This makes it difficult to extract
objects or reuse objects in different scenes, in particular
for representations relying on hash grids or specific posi-
tional encodings. Furthermore, such models uselessly rep-
resent empty space in rooms. Some recent works further
exploit instance segmentation masks to isolate and recon-
struct objects in real-time [21, 33, 80]. BundleSDF [80]
relies on an efficient hash grid representation [43, 48] but is
restricted to reconstructing a single object. Conversely and
closest to our work, vMAP [33] and RO-MAP [21] paral-
lelize the optimization of multiple models, one per object.
However, the former only relies on MLPs, leading to poor
accuracy and slow computation time, while the latter ex-
ploits a combination of hash grids and MLPs but it requires
objects to be fully in view to estimate their geometry. Other
approaches extract accurate object reconstructions by mod-
elling specifically the presence of objects when optimizing
a single scene representation [82, 83], but they run offline.
None of the methods presented here reuses any knowledge
from outside the environment they are optimized on.

2.3. 3D reconstruction with object priors
Using object priors has been explored extensively in sev-
eral fields of computer vision. As an object-level SLAM
system, SLAM++ [65] exploits a database of few objects
mapped offline to refine its localization, but does not addi-
tionally map novel objects in a scene. Another set of works
reconstruct objects by learning latent codes for shapes or
categories with large object databases [63, 69, 71, 77, 90]
and optimizing one code per novel object given input views.
However, they are unable to map objects of categories un-
seen at training and often fail to capture shape details vis-
ible in input views. Recent works also leverage diffusion
models to generate realistic images for unseen viewpoints
of an object [34, 55, 76], but these do not represent the ac-
tual unseen parts. In object pose estimation, numerous ap-
proaches have been proposed to estimate the 6D pose of an
object in one or multiple observations of a scene given a 3D
model of that object [23, 35–37, 50, 59, 60, 84]. Current ap-
proaches to that problem typically employ neural networks
to estimate a coarse pose [23, 35, 50, 84] and then apply
refinement by rendering the object [36, 37]. While these
models fit in a reconstruction pipeline, they are usually re-
stricted to estimating poses for the objects seen at training
time [23, 35, 37, 84], require an accurate 3D model of each
object to be available and cannot reconstruct novel objects.

3. Method
Given an RGB-D video V of a static scene captured by a
moving camera C, our goal is to build object-centric repre-
sentations for the scene that can accurately reconstruct the
whole scene at the level of objects. We assume for that,

Figure 2. (Left) Our object-centric representation. Given a 3D
point x inside the object bounding box, we predict its occupancy
and color values via two small feature grids and MLPs. The object
model is trained by volume rendering. (Right) Given the mapping
between object bounding boxes at times t − 1 and t, we retrieve
features in the former feature grid to update the new one.

as in [21, 33], that we have access at each frame to object
masks tracked consistently in the whole video, one mask
per object in the scene, and camera poses expressed in a
fixed world frame w, both provided by external off-the-shelf
systems, e.g., [6, 7, 44, 45]. In the following, we first de-
scribe our object-centric model for online scene reconstruc-
tion and its optimization in Sec. 3.1. We then introduce
in Section 3.2 the offline construction of an object library
and how to leverage it to enhance the online shape opti-
mization of the same objects observed in novel scenes with
different viewpoints.

3.1. Online object-centric scene reconstruction
Object-centric representation. For any object Ok in the
scene, we have its segmentation masks before the current
time t. As the object has a compact surface, we can restrict
its extent to a bounded volume. To this end, we store a low-
resolution point cloud of Ok, denoted as Pk,1:t, using object
masks from the first time Ok appears in video V to time
t. We then compute a bounding box encompassing Pk,1:t,
the center and orientation of which are used to define the
frame attached to Ok. We denote the rigid transformation
from the world frame w to the object frame at time t as
Sk
t = [sktR

k
t , T

k
t ] where skt , Rk

t and T k
t are respectively the

box extent, orientation and position for object Ok at time t
in the world frame. The point cloud Pk,1:t, bounding box
and matrix Sk

t are updated with time as more parts of Ok

are seen in the video.
We represent Ok by a function mapping a 3D point in

its bounding box to a color and an occupancy value, as il-
lustrated on the left of Figure 2. Specifically, the function
is composed of two separate grid encoders and MLP de-
coders, one predicting occupancy for the geometry and the
other predicting colors for appearance. Each grid is a dense
multi-resolution grid, similarly to [43] though not using a
hash index, which impedes sequential optimization, and en-
coding only shape or color. It fully covers the bounding
box of Ok, its boundaries being the ones of that bounding
box. The grid stores features at L different levels. At level



l = 1, ..., L, it has Nl = N0γ
l−1 vertices per side, with

N0 the side size of the coarsest level and γ a scale factor,
and each vertex stores a single feature scalar Ek,l in a ta-
ble. When querying the encoding of a 3D point x in the
grid, we retrieve the stored features for the vertices of the
cell x falls in at each level l, trilinearly interpolate them and
concatenate the L resulting scalars. The output embedding
Ek(x) ∈ RL is differentiable with respect to the stored fea-
tures in Ek,l, which are optimized variables. We feed Ek(x)
to an MLP which predicts either an occupancy value ôk(x)
as in [49] or a color ĉk(x). Surfaces are defined as the 1

2 -
level set of the occupancy function. Note that, following
prior work [28, 33, 66, 72, 89], we do not model the color
dependency on the viewing direction.
Updating feature grids with new views. As the feature
grid for object Ok is closely aligned with the bounding
box of the object, it must be adapted to cover the extended
bounding box with new views. Specifically, given object
frames at previous time Sk

t−1 and the current time Sk
t , we

first compute the mapping between the previous and cur-
rent bounding box ∆Sk,t−1,t = (Sk

t−1)
−1Sk

t . We then map
each vertex v of the new grid to the former bounding box
using ∆Sk,t−1,t and retrieve the corresponding interpolated
feature in the former grid, which we store as the feature for
v in the new grid. The right part of Figure 2 illustrates the
process. We assign random values to vertices that fall out
of the previous bounding box. In this way, the interpolated
feature grid replaces the previously stored one to allow in-
cremental updating. The optimization continues with new
feature grid parameters.
Training objectives with volume rendering. We employ
differentiable volume rendering for training. First, during
the mapping sequence, we store a buffer of 20 keyframes
as well as the two running frames for each object Ok as in
vMAP [33]. At each time t, we randomly select a set of
frames Fk,t in this buffer, and sample pixels that are part of
the masks of Ok. Then, given a camera pose T and a pixel
u, we sample N increasing depth values on the ray T · u,
among which Nsurf values follow a normal distribution
centered at the measured depth value D(u) with a manually
set variance σ2 and the other N − Nsurf values are uni-
formly distributed between the bounding box’s closest bor-
der to the camera and D(u) − 3σ. Having a bounding box
around each object leads to a more efficient sampling by not
querying many points in empty space, unlike vMAP [33].
These points are then expressed in the object frame and fed
to the density function to get occupancy and color values
ôk,i and ĉk,i. We compute the ray termination weight at the
i-th point on a ray as wk,i = ôk,i

∏
j<i(1− ôk,j) and obtain

the pixel color Ĉk, depth D̂k, mask M̂k and depth variance
V̂k of object Ok with classical volume rendering (see for-
mulas in the supplementary material).

We optimize the model with cost functions penalizing

Figure 3. Overview of the procedure to integrate prior object mod-
els. (a) Retrieval: given a newly segmented object, we retrieve the
most similar object in the object library via CLIP embedding. (b)
Registration: we get an aligned pose of the retrieved object via
point cloud registration. (c) Shape refinement: we refine the ini-
tial shape model with novel views while additionally synthesizing
keyframes from retrieved object models to not lose shape details.

the difference between the inputs and the renderings for
color Lcol, depth Ldepth and mask Lmask for each pixel
u (detailed in the supplementary material):

L =
1

Z

K∑
k=1

∑
u∈Fk,t

Ldepth + λcolLcol + λmaskLmask. (1)

where K is the number of objects and Z = K|Fk,t|. Note
here that each object is independent from the others in the
final loss, allowing their optimizations to be parallelized.

3.2. Integrating prior object-centric neural shape
models

In order to enhance accuracy and shape completion and ben-
efit from knowledge accumulated during previous mapping
sessions, we propose to leverage 3D shape priors for online
object reconstruction. We construct an object library con-
taining a set of N objects {M1, ...,MN} that have already
been mapped, be it during previous mapping episodes or
with images coming from 3D meshes. For each object, we
store its neural implicit representation (shape feature grid
and MLP), a coarse point cloud, and features for matching.
During new mapping sessions, we first search for objects in
the library that may appear in each frame and compute ini-
tial poses. If matches are found, we then texture and com-
plete the initial shapes if necessary, taking a special care in
not losing details seen only during previous episodes.
Building an object library. We consider two types of re-
sources to obtain objects for our object library. The first
type is from an existing database of 3D meshes, which is
for instance relevant in industrial environments where some
objects have already been precisely scanned (e.g., [24])
and their geometry can be reused with no further updating.
While this database can be of any size, our initialization
procedure, which we present next, focuses on reusing the
exact same object as the one in the current view, bringing lit-
tle interest in using large-scale databases with most objects
never observed, unlike other works [63, 69, 71, 77, 90]. We
generate synthetic photo-realistic RGB-D images and seg-
mentation masks for each object, taken at multiple random



poses, using the BlenderProc renderer [14]. These images
almost fully cover the complete object. The second type is
from previous mapping sessions, e.g., another video stream
capturing the same scene, or one with objects shared with
the current scene, from different angles. This scenario is
practical in real world applications where a robot enters a
room several times to reconstruct it, not necessarily with a
360° scan, stores object models at the end of each video and
then relocates and completes them with novel viewpoints, a
setting similar to [79]. Compared to objects in the first type,
the objects here are likely to only be partially observed. We
use the same method described in Sec. 3.1 to reconstruct
objects from images. Therefore, each object Mj in the li-
brary contains its appearance and shape feature grids and
MLPs, as well as its bounding box extent, a low-resolution
point cloud which we obtain by rendering and backproject-
ing depth maps from the object model, and the poses in the
object frame of keyframes stored during the model acquisi-
tion in previous sequences. Note that storing and optimizing
geometry separately from appearance is possible thanks to
their disentanglement into two feature grids and MLPs, as
explained above. We further extract global and local fea-
tures for each object which are later used for retrieval and
registration. For the retrieval part, we render RGB images
with the model from some stored keyframe poses and com-
pute CLIP embeddings [56] for each view. We store the
averaged embedding of all the views as the single retrieval
vector. For registration, we compute normals in the stored
point cloud and extract and store FPFH features [64].

Retrieval and registration. During a new sequence,
when a novel object Ok is seen in a frame, we identify
the most similar object in our object database and align
it with the current view. First, we crop the current RGB
frame around Ok, replace the background by some fixed
color and compute a CLIP embedding for this image. We
retrieve the m = 3 objects in our database that have the
same semantic category and highest cosine similarity to Ok

and filter these matches based on a threshold on their match-
ing scores. We then register the retrieved point clouds with
the backprojected current partial view of the object thanks
to Ransac [17] followed by a point-to-plane ICP [5] rely-
ing on normals and likewise filter fitness scores larger than
another threshold. We additionally reproject the registered
point clouds in the camera view and ensure that it coincides
well with the object mask and that all the points are further
away from the camera than the input depth map. If these
conditions are filled, we consider these retrieval and regis-
tration to be successful, Mj and Ok being then assumed to
be the same object. We finally initialize Ok as Mj , using the
registered pose as the object pose in the world frame, and fix
the MLPs, and optionally the feature grids, for the rest of the
sequence. If the cosine similarity or fitness thresholds are
not reached, we start reconstructing Ok from scratch and

retry this initialization when more of the object is visible,
i.e., when the bounding box is grown one more time.

Synthesizing keyframes on the fly. Initializing an object
from a previous model and updating it with solely novel
views as explained previously gradually loses the shape in-
formation from the original model. Yet, storing and reusing
all past keyframes is infeasible for long sequences with nu-
merous objects, which is why we only maintain a buffer
of keyframes per object. To alleviate this issue, we in-
stead synthesize on the fly views from the retrieved model
and add them to the keyframe buffer. Inspired by previous
work [54], at each optimization step and for each initialized
object, we sample |Fk,t|

2 camera poses among those stored
in the database and render color, depth and mask from these
poses using a fixed copy of the reused model. These synthe-
sized views are particularly important for object parts not
seen in the current video. Our experiments show that this
allows to complete the object with novel views while pre-
serving the original shape details.

4. Experiments
4.1. Experimental setting
Datasets. We evaluate the proposed approach on two
datasets of indoor scenes, Replica [70, 72] and Scan-
Net [11], and on our own sequences. The original Replica
dataset consists of synthetic, noiseless 2000-frame RGB-
D videos, one for each of 8 synthetic environments, along
with the corresponding camera poses and segmentation
masks [70]. Ground-truth meshes are also available for
quantitative evaluation. To get more meaningful evalua-
tions, we manually remove from this dataset ground-truth
meshes with fewer than 50 vertices, e.g., product tags, and
clean a few noisy meshes. The ScanNet dataset consists
of real RGB-D videos of various durations recorded with
a moving tablet. It also comes with camera poses from
BundleFusion [12] as well as manually annotated object
masks which however are still noisy. Our own sequences
are recorded in our lab with a Realsense D435 RGB-D cam-
era filming static scenes of few objects. We compute camera
poses with ORB-SLAM2 [44] and extract and track consis-
tent masks with Tracking-Anything [7, 39].

Implementation details. For our object models, the fea-
ture grid contains L = 3 levels with N0 = 16 and γ = 1.5,
and the MLPs consist respectively of 1 and 2 64-neuron hid-
den layers for geometry and color. As this work focuses
on object representations, we use the background model
from vMAP [33], which is a single MLP. For our object
library, we compare two resources to get object models:
one using 3D meshes, which are the ground-truth Replica
meshes extracted by vMAP [33]; the other using another
video sequence acquired with different viewpoints for each
environment, which was also generated by vMAP [33]. We



Object
prior

Seen parts Whole objects
Acc.↓ Comp.↓ Acc.↓ Comp.↓ CR 1cm↑ CR 5mm↑

TSDF* [9] — 0.61 0.38 0.59 3.07 73.7 69.2

vMAP* [33] — 1.32 0.79 2.31 2.10 73.0 52.7

Ours
— 0.82 0.34 2.31 2.43 81.3 75.9

3D meshes 0.78 0.26 1.25 0.29 98.7 93.9
Prior video 0.81 0.33 2.28 1.36 85.2 80.1

Table 1. Object-level reconstruction performance averaged over
8 Replica scenes evaluated with seen parts and whole objects as
ground-truth meshes. Our results with object priors rely on ground
truth meshes and shape from previously viewed videos. CR stands
for Completion Ratio. Methods with * are reproduced results from
the official code bases.

use the ground-truth retrieval and registration in the exper-
iments if not otherwise mentioned. In optimization, we set
λmask = 10 and take λcolor = 5 on Replica and 2 on Scan-
Net. We provide additional details about our implementa-
tion in the supplementary material.

Metrics. We measure the quality of reconstructions on
meshes extracted from the Replica sequences using accu-
racy and completion in cm as well as completion ratio with
various thresholds, as in prior work [33]. Denoting the re-
constructed and ground-truth meshes as R and G, accuracy
is defined as the average distance between points in R and
their nearest neighbour in G and completion is the aver-
age distance between points in G and their nearest neigh-
bour in R. We consider two types of ground-truth meshes
in our evaluation. The first is so-called seen parts where
we cull the original mesh by removing vertices that never
appear in the input video. We focus on the accuracy met-
ric for the seen parts. The second is the whole mesh in-
cluding both seen and unseen parts from the video. It is
more meaningful to measure the completion metrics with
the whole mesh when using object priors that inform about
parts unseen in the current video. In addition, unlike prior
works [28, 33, 66, 72, 89] that subsample vertices on the
ground-truth meshes for evaluation, we consider all the ver-
tices to remove any impact from this sampling. Computa-
tion time is also measured and discussed in the supplemen-
tary material. For the ScanNet dataset, since no ground truth
mesh exist and object masks are very noisy, our evaluations
are thus only qualitative.

Baselines. We compare our method with prior object-
level reconstruction methods. We run all the compared
methods with their released codes and the provided ground-
truth camera poses for fair comparison. vMAP [33] and
RO-MAP [21] are the only object-level neural implicit
RGB-D methods we are aware of. However, since RO-
MAP did not release codes on the evaluated datasets and
details lack in the paper to reproduce faithfully their re-
sults, we mainly compare with vMAP in the main paper and
put the discussion of RO-MAP in the supplementary mate-
rial. We also evaluate an object-level TSDF [9] integration.

Figure 4. Examples of reconstructions with our method on differ-
ent Replica scenes, compared to vMAP [33]. Our method recovers
object geometry that is more faithful to the actual shapes and with
better texture.

Figure 5. Reconstruction of a ScanNet sequence with vMAP
and our method, with close-up views on some parts. Our
method recovers more accurate geometries than vMAP, which
over-smoothes surfaces - see in particular the piano and plant on
the right or the sofa on the left - though it is a bit more sensitive to
ScanNet’s noisy inputs.

Most neural implicit RGB-D methods operate at the level
of scenes, e.g. [28, 66, 72]: we also compare to them in the
supplementary material. We extract object meshes at a res-
olution of 5mm for all methods using marching cubes [40],
and disable any mesh post-processing. Each method is run
with 5 different initializations on each environment, and we
present results averaged over all runs.

4.2. Comparison with the state of the art
Replica. Table 1 presents the object-level reconstruction
performance of vMAP [33], TSDF [9] and variants of our



Figure 6. Reconstruction of a self-captured sequence with object-
level TSDF, vMAP and our method using a prior video.

method. When no object shape priors are considered in
both approaches, our method outperforms vMAP across
all metrics for the seen parts, with a relative improvement
of around 40% in accuracy and 60% in completion. This
highlights the superior capability of our object-centric neu-
ral implicit model in faithfully reconstructing objects from
video streams. For metrics on the whole objects, we ob-
serve a decrease in completion for our method. This dis-
crepancy arises since vMAP uses pure MLPs to predict
smooth occupancy values in space, then extracting regular
surfaces beyond the seen parts. In contrast, while the fea-
ture grid we employ is more powerful, it is also more local
and only predicts surfaces for the visible parts of objects.
However, completion ratios are much higher with our model
than vMAP on whole meshes, with an increase of 23.2% at
5mm, showcasing superior capability to accurately fit seen
ground-truth mesh parts. Compared to TSDF, our approach
is less accurate on seen parts and whole meshes, but is more
complete and has higher completion ratios. As our method
relies on MLPs and multi-scale continuous feature grids, it
may slightly benefit from some surface regularity beyond
seen parts, unlike TSDF, explaining this gap. Adding ob-
ject priors mitigates this issue and leads to a substantial im-
provement in completion metrics for whole object evalu-
ation. When compared to using full 3D meshes as shape
priors, using object models fitted on prior video sequences
results in a decrease in performance. This can be attributed
to the fact that the two video sequences for each scene cover
very similar viewpoints of objects, resulting in limited po-
tential improvement on these metrics. We show a few exam-
ples of our reconstructions on scenes of the Replica dataset
in Figure 4. Our object representations recover geometry
that is more accurate and faithful to the original scene.

ScanNet. For real-world scenes, we show a reconstructed
scene from the ScanNet dataset in Figure 5. Again, our re-
constructions are closer to the actual geometry of the scene
than vMAP. However, our approach is more sensitive to
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Figure 7. Evolution of the median completion ratio at 1cm before
and after object bounding box extensions, either interpolating grid
features or reinitializing the grid from scratch. Colored areas rep-
resent the 20-th and 80-th percentiles. Interpolating features leads
to much smaller decays and more precise meshes right after box
extension (vertical line).

Figure 8. Visualization of completed meshes with our method on
Replica scenes. Interesting parts are highlighted. Note that the
back of the chair in the first row is never seen in any video, which
explains its poor reconstruction.

noise in the input segmentation masks and depth images
(see supplementary material for noisy input data). Since
our bounding boxes are computed from these inputs and
grown as soon as a single segmented point for the object
falls outside it, an ill-segmented image may have the boxes
grow too much and lead to artifacts in areas that are not or
little mapped, for which stored features are random. Our
object grid representations also optimize local features un-
like vMAP’s MLPs whose weights are shared for a whole
object and thus more global. This implies that our mod-
els are optimized locally to fit all points including outliers,
whereas vMAP oversmoothes geometries, trading a loss of
important object details for a higher robustness to outliers.

Our own video. We further evaluate the reconstruction of
a real-world sequence acquired in our lab, where we com-
pare variants of our model to TSDF [9] and vMAP [33]. The
results are shown in Figure 6. Again, our base model recov-
ers much finer details than vMAP and has fewer floating
artifacts and more regular geometries on parts seen in few
frames than TSDF. When we additionally leverage a library
made from another sequence of the same objects captured
with different viewpoints, we obtain higher completion for
the objects while preserving details for parts that were only
seen in the past video.



Object
library

Keyframe
synthesis

Seen parts Whole mesh
Acc.↓ Comp.↓ Acc.↓ Comp.↓ CR 1cm↑ CR 5mm↑

3D
meshes

Fixed models 0.77 0.23 1.21 0.26 99.3 97.1
✗ 0.76 0.34 1.96 1.61 82.8 76.4
✓ 0.78 0.26 1.25 0.29 98.7 93.9

Prior
video

✗ 0.80 0.34 2.16 1.82 82.5 77.0
✓ 0.81 0.33 2.28 1.36 85.2 80.1

Table 2. Ablations of the keyframe synthesis part of our method,
using different object libraries. Metrics are computed at the level
of objects and retrieval and registration are ground truth. In the
first row, the whole object models are frozen.

4.3. Ablations
Feature grid interpolation. We compare two strategies
for the grid update at each bounding box extension: reini-
tializing the grid features [21] or interpolating them, as pro-
posed above. For that, we compute completion ratios at 1cm
on seen parts of objects after each frame of each Replica
sequence. We then select the metrics in a window of few
frames before and after each box extension and average
them over all the objects and their box update steps. The
result is shown on Figure 7. We observe that reinitializ-
ing features requires 20 more frames after the update before
extracting a surface from the representation. Conversely,
interpolating features results in a small decay of the metric
immediately after the interpolation step, a value that is oth-
erwise reached after fitting for 40 more frames when reini-
tializing the features. This shows the importance of our in-
terpolation strategy to get an accurate model at all time.

Fitting with synthesized keyframes. We evaluate in Ta-
ble 2 the effectiveness of the proposed strategy to avoid los-
ing original shape details when utilizing the shape prior. In
the upper block of the table, as the reused object models
are obtained from full 3D meshes, simply freezing them
achieves high performance in both accuracy and comple-
tion. However, continuing to update them with no further
change, as indicated in the second row, exhibits a signifi-
cant drop in completion especially on the whole mesh. This
underlines the severity of the loss of detail problem. The
proposed strategy plays a crucial role in addressing it for
unseen parts, maintaining comparable performance to the
unoptimized models, see the third row. When employing
object models fitted on prior video sequences in the bot-
tom block, updating the models, imperfect due to partial
observations, becomes necessary. In this case, our proposed
strategy preserves similar performance on seen parts with-
out compromising completion metric on the whole mesh.
Our strategy thus allows to complete partially seen objects
while not deteriorating fully mapped ones. As determin-
ing whether an object has already been fully seen can be
difficult, we demonstrate here that all objects can be fitted
within a single framework. Figure 8 shows examples of
using object priors from video sequences with and without
keyframe synthesis.

Object
library

GT retr.
& reg.

Seen parts Whole mesh
Acc.↓ Comp.↓ Acc.↓ Comp.↓ CR 1cm↑ CR 5mm↑

— ✗ 0.82 0.34 2.31 2.43 81.3 75.9

3D
meshes

✓ 0.78 0.26 1.25 0.29 98.7 93.9
✗ 0.84 0.45 1.97 1.94 86.4 79.9

Prior
video

✓ 0.81 0.33 2.28 1.36 85.2 80.1
✗ 0.85 0.88 2.34 2.77 81.3 75.3

Table 3. Ablations of the retrieval and registration parts of our
method, using different object libraries. Metrics are computed
at the level of objects. The first row is the reconstruction from
scratch. CR stands for Completion Ratio.

Object retrieval and registration. Table 3 assesses the
influence of object retrieval and registration. Though uti-
lizing ground-truth retrieval and registration enhances per-
formance compared to the method without any object pri-
ors, the automatic retrieval and registration method notably
degrades overall performance, though leading to more ac-
curate and complete whole meshes when using 3D meshes
priors. In detail, objects are correctly retrieved in 57% and
78% for the full 3D mesh and previous video setups respec-
tively, and 22% and 51% of objects are both accurately re-
trieved and registered. When retrieval or registration fails,
our models are then fitted from scratch, similarly to the first
row. A few large objects are initialized with a wrong pose
with our retrieval and registration, explaining the decrease
in completion from the last row. Future work improving
automatic retrieval and registration will benefit our method.

5. Conclusion
We present an online method to reconstruct scenes at the
level of objects from RGB-D video sequences. Leveraging
object masks and camera poses obtained from the video,
we adapt neural implicit object models consisting of grid-
based occupancy and color fields, which can be incremen-
tally updated with new views of the object. To further im-
prove reconstruction accuracy and completeness, we build
object libraries from prior sequences or available meshes
and propose a way to utilize them as shape prior and update
the pre-trained object models without forgetting. Experi-
ments on Replica and ScanNet datasets as well as real-world
sequences demonstrate the effectiveness of our approach.
Limitations of our work and future directions are discussed
in the supplementary material.
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[15] Jakob Engel, Thomas Schöps, and Daniel Cremers. LSD-
SLAM: large-scale direct monocular SLAM. In ECCV (2),
pages 834–849. Springer, 2014. 1, 2

[16] Jakob Engel, Vladlen Koltun, and Daniel Cremers. Direct
sparse odometry. CoRR, abs/1607.02565, 2016. 1, 2

[17] Martin A. Fischler and Robert C. Bolles. Random sample
consensus: A paradigm for model fitting with applications to
image analysis and automated cartography. Commun. ACM,
24(6):381–395, 1981. 5

[18] Christian Forster, Zichao Zhang, Michael Gassner, Manuel
Werlberger, and Davide Scaramuzza. SVO: semidirect visual
odometry for monocular and multicamera systems. IEEE
Trans. Robotics, 33(2):249–265, 2017. 2

[19] Sara Fridovich-Keil, Alex Yu, Matthew Tancik, Qinhong
Chen, Benjamin Recht, and Angjoo Kanazawa. Plenoxels:
Radiance fields without neural networks. In CVPR, pages
5491–5500. IEEE, 2022. 2

[20] Yasutaka Furukawa and Jean Ponce. Accurate, dense, and
robust multi-view stereopsis. In CVPR. IEEE Computer So-
ciety, 2007. 2

[21] Xiao Han, Houxuan Liu, Yunchao Ding, and Lu Yang.
Ro-map: Real-time multi-object mapping with neural radi-
ance fields. IEEE Robotics and Automation Letters, 8(9):
5950–5957, 2023. 1, 2, 3, 6, 8

[22] Richard Hartley and Andrew Zisserman. Multiple View Ge-
ometry in Computer Vision. Cambridge University Press,
2004. 2

[23] Rasmus Laurvig Haugaard and Anders Glent Buch. Sur-
femb: Dense and continuous correspondence distributions
for object pose estimation with learnt surface embeddings.
In CVPR, pages 6739–6748. IEEE, 2022. 3

[24] Tomas Hodan, Frank Michel, Eric Brachmann, Wadim Kehl,
Anders Glent Buch, Dirk Kraft, Bertram Drost, Joel Vidal,
Stephan Ihrke, Xenophon Zabulis, Caner Sahin, Fabian Man-
hardt, Federico Tombari, Tae-Kyun Kim, Jiri Matas, and
Carsten Rother. BOP: benchmark for 6d object pose esti-
mation. In ECCV (10), pages 19–35. Springer, 2018. 4

[25] Jiahui Huang, Shi-Sheng Huang, Haoxuan Song, and Shi-
Min Hu. Di-fusion: Online implicit 3d reconstruction with
deep priors. In CVPR, pages 8932–8941. Computer Vision
Foundation / IEEE, 2021. 2

[26] Yuanhui Huang, Wenzhao Zheng, Yunpeng Zhang, Jie Zhou,
and Jiwen Lu. Tri-perspective view for vision-based 3d se-
mantic occupancy prediction. In CVPR, pages 9223–9232.
IEEE, 2023. 1

[27] Chenxing Jiang, Hanwen Zhang, Peize Liu, Zehuan Yu, Hui
Cheng, Boyu Zhou, and Shaojie Shen. H2-mapping: Real-
time dense mapping using hierarchical hybrid representation.
CoRR, abs/2306.03207, 2023. 2, 3

[28] Mohammad Mahdi Johari, Camilla Carta, and François
Fleuret. ESLAM: efficient dense SLAM system based on
hybrid representation of signed distance fields. In CVPR,
pages 17408–17419. IEEE, 2023. 1, 2, 3, 4, 6

[29] Bernhard Kerbl, Georgios Kopanas, and Thomas
Leimkühlerand George Drettakis. 3d gaussian splatting for
real-time radiance field rendering. ACM Transactions on
Graphics (SIGGRAPH), 42, 2023. 1



[30] Justin Kerr, Chung Min Kim, Ken Goldberg, Angjoo
Kanazawa, and Matthew Tancik. LERF: language embed-
ded radiance fields. CoRR, abs/2303.09553, 2023. 1

[31] Georg Klein and David William Murray. Parallel tracking
and mapping for small AR workspaces. In ISMAR, pages
225–234. IEEE Computer Society, 2007. 2

[32] Lukas Koestler, Nan Yang, Niclas Zeller, and Daniel Cre-
mers. TANDEM: tracking and dense mapping in real-time
using deep multi-view stereo. In CoRL, pages 34–45. PMLR,
2021. 2

[33] Xin Kong, Shikun Liu, Marwan Taher, and Andrew J. Davi-
son. vmap: Vectorised object mapping for neural field
SLAM. CVPR, 2023. 1, 2, 3, 4, 5, 6, 7

[34] Xin Kong, Shikun Liu, Xiaoyang Lyu, Marwan Taher, Xiao-
juan Qi, and Andrew J. Davison. Eschernet: A generative
model for scalable view synthesis. CoRR, abs/2402.03908,
2024. 3
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