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NetEvolve: Social Network Forecasting using Multi-Agent
Reinforcement Learning with Interpretable Features

Anonymous Author(s)

ABSTRACT

Predicting how social networks change in the future is important in
many applications. Results in social network research have shown
that the change in the network can be explained by a small number
of concepts, such as “homophily” and “transitivity”. However, ex-
isting prediction methods require many latent features that are not
connected to such concepts, making the methods’ black boxes and
their prediction results difficult to interpret, making them harder to
derive scientific knowledge about social networks. In this study, we
propose NetEvolve a novel multi-agent reinforcement learning-
basedmethod that predicts changes in a given social network. Given
a sequence of changes as training data, NetEvolve learns the char-
acteristics of the nodes with interpretable features, such as how the
node feels rewards for connecting with similar people and the cost
of the connection itself. Based on the learned feature, NetEvolve
makes a forecast based on multi-agent simulation. NetEvolve
achieves comparable or better accuracy than existing methods in
predicting network changes in real-world social networks while
keeping the prediction results interpretable.

CCS CONCEPTS

• Information systems→ Data mining; • Applied computing

→ Sociology; • Computing methodologies → Multi-agent

systems.
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1 INTRODUCTION

A social network is a graph in which people are connected based
on some relationship. Typical examples are the follower/followee
relationships on Twitter (X), the friend on Facebook, and collabora-
tive relationships between researchers. In many cases, each social
network node has attribute values that express its own charac-
teristics. In the case of a researcher’s co-authorship network, the
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Training

Patters Parameters
𝜶𝜶 (similarity) → (high)
𝜷𝜷 (cost) → (low)
𝝀𝝀 (stubbornness) ↓   (high)
𝝁𝝁 (influence) ↑   (very high)

Patters Parameters
𝜶𝜶 (similarity) ↑ (high)
𝜷𝜷 (cost) ↓ (low)
𝝀𝝀 (stubbornness) ↓ (high)
𝝁𝝁 (influence) ↑ (low)

Figure 1: NetEvolve forecasts the future network with inter-

pretable features in real-world social networks.We define the

features based onnetwork science studies to simulate the phe-

nomenon in real-world social networks such as homophily,

heterophily, homogenization, and polarization [26, 33, 34, 39]

which leads to the interpretation of the behavior of the nodes

in the network.

words contained in the researcher’s published papers are examples.
Social networks often change their structures and node attribute
values over time. For example, the interests and opinions of each
node change over time, and they change friendships in the network
according to the change in their interests and opinions [22, 24, 39].

In this study, we aim to predict the changes in such dynami-
cally changing social networks. The importance of social network
prediction is growing, and the predicted interests and connections
of a group of people are used for market size prediction [5], mar-
keting [40], and analyzing opinion dynamics [30]. Thus, future
prediction in social networks, such as predicting opinions and con-
nections in social networks, is gaining importance and is expected
to be used for prediction-based decision-making in social media in
the future [3].

Methods for predicting dynamically changing social networks
have been actively studied in recent years. Previous studies [11,
20, 23, 42] have used latent feature-based models that take into
account interest propagation and utilize graph neural networks
to predict how future connections in social networks will change.
However, existing methods require a large number of latent features
for prediction, making them black-box methods, which makes it
hard to derive scientific knowledge from the model. Moreover,
they do not fully consider theories considered in existing network
research, such as transitivity [45].

From this background, we propose a novel method NetEvolve
for predicting the future of social networks with interpretable fea-
tures based on multi-agent reinforcement learning. Our study aims
to forecast the change in their edges and attributes (interests or
opinions) over time. In our study, we assume each node represents
an agent in a reinforcement learning setting, and each node repre-
sents a rational agent, i.e., each node always moves to achieve a
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Figure 2: Framework of NetEvolveThe proposedmethod de-

fines a reward function and a policy function and learns the

parameters from observed network sequences. The learned

functions generate future network sequences by letting the

agent behave as a network generator in a reinforcement

learning environment.

higher reward in the network. For the reward and the policy func-
tions, we designed the interpretable features based on knowledge
of network science. Our research questions are two-fold;

(RQ1) How to design the explainable reward and policy func-
tions that can simulate the phenomena of social networks in
a multi-agent reinforcement learning setting?

(RQ2) How well does the devised framework behave in terms
of forecasting the real-world data?

To answer (RQ1), we formulated a dynamic social network as
an environment of multi-agent reinforcement learning, in which
a node represents an agent in the environment. We assume the
actions of nodes are to make/delete the edge and change their
attribute. NetEvolve consists of three parts of processes (Figure 2);

Step1. Learning the reward functions of each node indicates
in what situation the nodes feel comfortable.

Step2. Learning the policy of each node to learn the strategy
to achieve a higher reward.

Step3. Based on the learned policy of each node, forecasts the
future representation of the network based on the policy
of each node.

We constructed the reward and policy functions based on a net-
work science-based scheme. For the reward function, we designed
a reward function as a linear combination of the similarity of con-
necting nodes’ attributes and the cost function for remaining edges;
this is based on the homophily effect [34] in the network, which
means similar nodes have more connections and different attributes
are difficult to connect to other nodes [14]. We designed a policy
function that can illustrate various stories for getting high rewards.

The contributions of this study are the following. We proposed
a novel method for forecasting social networks using interpretable
features of network science and psychology knowledge based on
multi-agent reinforcement learning. The number of parameters is
smaller than that of existing methods, which improves the model’s
explanatory power and illustrates the characters of each node. Ex-
periments using synthetic data show NetEvolve can simulate the
phenomena in real-world social networks, such as homophily, het-
erophily, homogenization, and polarization[26, 33, 34, 39]. More-
over, to answer (RQ2), we conducted experiments using real-world

network data. The results show that by fitting the model to the
real-world network data, NetEvolve forecasts the future network
structure and the attribute more accurately than the previous works,
which indicates NetEvolve well fits the real-world social phenom-
enon. The main advantages of NetEvolve are the following.

(1) Interpretable: Interpretability is improved by constructing
a network science and psychology-based model.

(2) Extensible: can be easily extended to incorporate other
network science and psychology known phenomena.

(3) Effective: Experimental results on real data show that our
method outperforms existing methods in predicting edges
in unobserved networks by 8% in accuracy.

Reproducability: Our code and datasets will be open-sourced on
GitHub https://github.com/crowd4u/netevolve

2 RELATEDWORKS

In this section, we describe the related works and discuss the dif-
ferences between our work.

Representation Learning for Social Networks Representa-
tion learning for network data is the method for learning vectors
encoding the network structure. In particular, several methods have
been proposed within the framework of latent vector models based
on probabilistic models [1], network embeddings [17, 38, 41, 44, 50],
and graph neural networks [28, 29, 43]. In recent years, methods
have been proposed to embed both node and attribute and track
their changes [31], a method for tracking user interest in Twitter
by embedding nodes and words in a dynamic network [50]. These
methods were developed for acquiring graph and node features in
observed networks and did not examine the prediction of networks
at unobserved times.

Reinforcement Learning Multi-agent reinforcement learning
is a framework in which multiple agents interact to learn behaviors
that maximize their own or the group’s satisfaction. Multi-agent
reinforcement learning includes both fully cooperative and compet-
itive tasks [10, 25]. Previous research [12] has focused on learning
the optimal behavior of agents in an environment called a Markov
game. Another study [48] defines social capital, which is the ben-
efits society provides to individuals, in a game-based framework
and predicts the emergence of new social network structures in
a multi-agent reinforcement learning framework. Recent studies
have attempted to conduct reinforcement learning for several graph
mining tasks, such as representation learning, relational reasoning,
and link prediction [32, 35].

While these studies have attempted to predict the optimal behav-
ior of agents in a given situation and the associated emergence of
network structures, they have not performed the task of generating
unobserved time series networks from observed networks.

Network Predictions Recently, methods for predicting the so-
cial networkwere proposed. GraphSAGE [21] improves onGCN [28]
by sampling from neighboring nodes during training to increase
accuracy and speed, have been proposed as methods for generating
new node features from the network structure. LFP [23] is a method
for predicting changes in the latent variables of a node, taking into
account their propagation in the network structure. CoNN [18] is a
method for predicting changes in the opinions of a set of nodes as
a crowd, and ELSM [19] is a method for augmenting the network

2

https://github.com/crowd4u/netevolve


233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

NetEvolve: Social Network Forecasting using Multi-Agent Reinforcement Learning with Interpretable Features Conference’17, July 2017, Washington, DC, USA

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

Property
Method LF

P
[2
3]

Te
ns
or
Ca

st
[4
]

D
yn

gr
ap
h2
ve
c
[1
6]

D
ua
lC
as
t [
27
]

SI
N
N
[3
7]

N
et

Ev
ol
ve

Network-forecast " " " "

Attribute-forecast " " " "

Extensible " "

Multi-task " " " "

Interpretable "

Table 1: Comparisons of NetEvolve with existing methods.

structure by extracting changes in the latent variables of nodes and
the community structure. STEP [11], Dyrep [42], and VGRNN [20]
are network structure prediction methods that incorporate struc-
tural and temporal information for link prediction. ONE-M [36] and
TensorCast [4] are methods for predicting changes in node features
from the network structure. These studies have focused only on
predicting the graph structure or node’s attributes, which can not
capture the mutual effects between the change of the friendship and
the change of their interests, a.k.a. attributes. In contrast to these
studies, we focus on both predicting the graph structure and the
attribute values of nodes that can fully utilize their mutual effects.

In a previous study, DualCast [27], a method for predicting both
the future of a network structure and attributes, was proposed and
showed high accuracy compared to existing methods. SINN [37]
uses a mathematical model to describe properties known in psy-
chology and incorporates them into the model to predict opinion
dynamics. This research shows the effectiveness of describing the
properties of psychology in a mathematical model for forecasting
opinion dynamics; however, the generation of edges and the pre-
diction of features for multiple future time series have not been
sufficiently investigated.

Table 1 summarizes the characteristics of the proposed method
compared to existing methods. In this study, we model properties
known from network science and psychology and assume that
nodes in a social network take the best actions to increase the
degree of satisfaction. Compared to the existing methods, the pro-
posed method differs significantly in considering changes in graph
structure and attribute values, and allowing other properties to be
easily incorporated.

3 PROBLEM DEFINITION

In this section, we explain the definition of the problem that we are
targeting in this study. The input social network is represented as a
graph structure with attribute values, where each node 𝑛 represents
a person, the attribute value x𝑛 ∈ R𝑘 is a vector representing
the interests of each person such as words, and edges represent
connections between people. Note that, for simplicity, we do not
consider the appearance and disappearance of nodes. Appendix A.1
summarizes the symbols and their definitions.

We can define the objective of our research as follows:

• Input: Given social networks G (𝑡 ) = ⟨V (𝑡 ) , E (𝑡 ) ,X (𝑡 ) ⟩
at time 𝑡 = 1 ∼ 𝑇 , whereV (𝑡 ) is the set of nodes, E (𝑡 ) =

{𝑒 (𝑡 )
𝑖, 𝑗
} is the set of edges between nodes, and X (𝑡 ) = {𝒙𝑖 }

is the set of attribute value vectors.
• Output: Forecast the future, that is, the of edges E (𝑡 ′ ) and

node-attributes X (𝑡 ′ ) at 𝑡 ′ > 𝑇 .

4 PROPOSED METHOD: NETEVOLVE

This section describes NetEvolve, a model for predicting future
social networks based on multi-agent reinforcement learning. Note
that we construct the model that the parameters are interpretable to
understand the property of the given social networks, and easy to
extend by incorporating the other knowledge on network science.

The method consists of two stages; (1) optimize reward and
policy functions for each node using historical time-series social
network data, and (2) generate unobserved time-series network
data based on multi-agent simulation.

The proposed method learns the parameters of each node’s re-
ward function from the input social network time series and op-
timizes the policy function to maximize the estimated value of
the reward function using the policy gradient method. The future
network is generated by calculating the probability of edge cre-
ation and deletion, and change of their attributes using the learned
parameters of the policy functions.

4.1 Reinforcement Learning Environment

4.1.1 Preliminary: Markov Decision Process. In this study, we as-
sume the environment as the Markov decision process (MDP)[6],
which consists of the state 𝑆 (𝑡 ) , action 𝐴(𝑡 ) , and reward 𝑅 (𝑡 ) . In
MDP, the agents select the actions based on the state by the pol-
icy function 𝜋 (𝐴(𝑡 ) | 𝑆 (𝑡 ) ,Θ), and the state will change according
to the agent’s actions according to the state transition function
𝑓 (𝑆 (𝑡+1) | 𝑆 (𝑡 ) , 𝐴(𝑡 ) ), and the rewards are calculated based on the
reward function 𝑟 (𝑆 (𝑡 ) | Ψ), where Θ and Ψ are the parameters
of the policy function and the reward function, respectively. The
objective of reinforcement learning is to learn the parameter for
the policy function that maximizes the expected reward.

4.1.2 MDP for Social Network. In this study, to utilize reinforce-
ment learning to forecast the social network, we define

• State 𝑆 (𝑡 ) as the current social network G (𝑡 ) .
• Action 𝐴(𝑡 ) as the change in social network ΔG (𝑡 ) .

Note that, ΔG (𝑡 ) = ⟨ΔE (𝑡 ) ,ΔX (𝑡 ) ⟩, where ΔE (𝑡 ) is a set of newly
added/deleted edges and ΔX (𝑡 ) is a change in attributes of nodes.
By using the above statements, we can describe the reward, policy,
and state transition as follows:

• Reward 𝑟 (𝑆 (𝑡 ) | Ψ) = 𝑟 (G (𝑡 ) | Ψ)
• Policy 𝜋 (𝐴(𝑡 ) | 𝑆 (𝑡 ) ,Θ) = 𝜋 (ΔG (𝑡 ) | G (𝑡 ) ,Θ)
• State transition

𝑓 (𝑆 (𝑡+1) |𝑆 (𝑡 ) , 𝐴(𝑡 ) ) = ⟨V (𝑡 ) , E (𝑡 ) ∪ΔE (𝑡 ) ,X (𝑡 ) ∪ΔX (𝑡 ) ⟩
We can forecast the future social network by using the policy func-
tion 𝜋 (ΔG (𝑡 ) | G (𝑡 ) ,Θ) and the state transition ⟨V (𝑡 ) , E (𝑡 ) ∪
ΔE (𝑡 ) ,X (𝑡 ) ∪ ΔX (𝑡 ) ⟩.

4.1.3 Multi-agent Reinforcement Learning for Social Network. We
assume that each node 𝑛𝑖 is an agent and has a reward function
𝑟𝑖 (G (𝑡 ) | 𝜓𝑖 ) with a set of parameters𝜓𝑖 ∈ Ψ and a policy function
𝜋𝑖 (ΔG | G (𝑡 ) , 𝜃𝑖 ) with a set of parameters 𝜃𝑖 ∈ Θ; which represents

3
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as the multi-agent environment. The reward function expresses
each node’s desirability to a social network, and the policy function
expresses the tendency to change their edges and attributes. For
simplicity, we assume the overall reward is a summation of each
node’s reward and the policy is the simple product of each node’s
policy, which are described as follows:

• Reward 𝑟 (G (𝑡 ) | Ψ) = ∑
𝑛𝑖 ∈V 𝑟𝑖 (G (𝑡 ) | 𝜓𝑖 )

• Policy 𝜋 (ΔG (𝑡 ) | Θ) = ∏
𝑛𝑖 ∈V 𝜋𝑖 (ΔG (𝑡 ) | G (𝑡 ) , 𝜃𝑖 )

We construct the optimization scheme to learn the parameters
Ψ = {𝜓𝑖 }𝑛𝑖 ∈V of the reward function and Θ = {𝜃𝑖 }𝑛𝑖 ∈V of the ac-
tion policy from the sequence of social network ⟨G (1) ,G (2) , . . . ,G (𝑇 ) ⟩.

4.1.4 Forecasting the Network using the Policy Function. By learn-
ing the policy function, we can forecast the future sequence of the
social network ⟨G (𝑇+1) ,G (𝑇+2) , . . . ,G (𝑇+𝑇 ′ ) ⟩. Based on MDP, the
probability of generating a sequence of future social network is

𝑃𝑟 (⟨G (𝑇+1) , . . . ,G (𝑇+𝑇
′ ) ⟩) =

𝑇 ′∏
𝑡=1

𝜋 (ΔG (𝑇+𝑡 ) | G (𝑇+𝑡 ) ,Θ) (1)

4.2 Reward Function

In this section, we describe the design of the reward function for a
given social network. We designed the reward function to measure
the desirability of a given network for each node. In this work, we
assume the reward that a node gets from the network is calculated
based on the relationship between neighboring nodes (Fig. 3). We
define the reward function in the social network at time G (𝑡 ) for
each node by the following equation.

𝑟𝑖 (G (𝑡 ) |𝜓𝑖 ) =
∑︁

𝑛 𝑗 ∈𝑵 (𝑛𝑖 )
𝛼𝑖 𝑠𝑖𝑚(𝑛𝑖 , 𝑛 𝑗 ) − 𝛽𝑖 𝑐𝑜𝑠𝑡 (𝑛𝑖 , 𝑛 𝑗 )
+ 𝛾𝑖 𝑖𝑚𝑝𝑎𝑐𝑡 (𝑛 𝑗 )

(2)

Eq. 2 consists of a linear combination of the reward based on
the similarity of the connecting nodes, the cost of connecting an
edge, and the impact for changing the neighbor’s attribute with
weighting parameters 𝛼𝑖 ,𝛽𝑖 and 𝛾𝑖 . Note that the reward function
is easy to extend by adding the other factors for calculating the
reward of the nodes. Intuitively, each of the parameters can be
interpreted as follows:

• 𝛼𝑖 : Similarity weight representing tendency for making
homophily. When this value is positive, the node is more
motivated to connect to someone with close interests.

• 𝛽𝑖 : Cost weight representing stress in human connections.
The higher this value, the lower the reward value for a
connection.

• 𝛾𝑖 : Impact weight representing reward for influencing
neighbors. When this value is positive, the node gets a
higher reward by influencing the neighbor’s attribute.

where𝜓𝑖 = {𝛼𝑖 , 𝛽𝑖 , 𝛾𝑖 } is the parameter set of node 𝑛𝑖 and 𝑵 (𝑛𝑖 ) is
the set of adjacent nodes of 𝑛𝑖 .

𝑠𝑖𝑚(𝑛𝑖 , 𝑛 𝑗 ) denotes the similarity of nodes. In this study, for
simplicity, we assume the similarity as the cosine similarity of the
node attribute value vector x𝑖 .

𝑠𝑖𝑚(𝑛𝑖 , 𝑛 𝑗 ) =
𝒙𝑖 · 𝒙 𝑗

|𝒙𝑖 | |𝒙 𝑗 |
(3)

𝒏𝒏𝒊𝒊

𝒓𝒓𝒊𝒊(𝓖𝓖 𝑻𝑻 )

Reward

Reward
Reward

Figure 3: Evaluation scheme for reward function. The reward

is calculated for each edge based on similarity and the cost

and aggregated over the neighboring nodes.

𝑐𝑜𝑠𝑡 denotes the cost of having an edge between node 𝑛𝑖 and 𝑛 𝑗 in
the social network. In this study, we defined it as follows.

𝑐𝑜𝑠𝑡 (𝑛𝑖 , 𝑛 𝑗 ) =
{
1, 𝑒𝑖, 𝑗 ∈ E (𝑡 )

0, 𝑒𝑖, 𝑗 ∉ E (𝑡 )
(4)

𝑖𝑚𝑝𝑎𝑐𝑡 denotes the influence of one’s attributes on others. In this
study, we defined it as follows.

𝑖𝑚𝑝𝑎𝑐𝑡 (𝑛 𝑗 ) = ∥xj (𝑡 ) − xj (𝑡−1) ∥22 (5)

We can also employ more complex models for 𝑠𝑖𝑚, 𝑐𝑜𝑠𝑡 , and 𝑖𝑚𝑝𝑎𝑐𝑡 ,
such as utilizing embeddings and graph neural networks [8, 13, 28].

To optimize the parameters in the reward function, we assume
that the observed time-series social network is optimal in the en-
vironment and estimate the parameters so that the value of the
reward function in the current social network is maximized. In this
study, we find the parameter that maximizes the reward summed
over a series of input social networks.

Ψ∗ ← 𝑎𝑟𝑔𝑚𝑎𝑥Ψ

𝑇∑︁
𝑡=1

𝑟 (G (𝑡 ) | Ψ) (6)

To optimize the problem, we employed SGD to estimate the param-
eters that maximize the reward.

4.3 Policy Function

This section describes the policy function of the nodes. We as-
sume each node can take the actions for making/deleting edges and
changing their attributes. In this study, the policy for edges and the
attributes are independent,

𝜋𝑖 (ΔG (𝑡 ) | G (𝑡 ) , 𝜃𝑖 ) = 𝜋𝑖 (ΔE (𝑡 ) | G (𝑡 ) , 𝜃𝑖 ) · 𝜋𝑖 (ΔX (𝑡 ) | G (𝑡 ) , 𝜃𝑖 )
(7)

In the following sections, we describe the design of the policy
functions and strategy for learning the parameters.

4.3.1 Policy Function for Edges. In this section, we describe the
design of policy functions for changing their edges. The choices of
action of a node aremaking new edges or deleting the existing edges.
We assume the targets to create edges based on random selection
and transitivity based on knowledge of network science [45]. In
this study, let the making/deleting of the edges be independent; we
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𝒏𝒊

Figure 4: How to run policy function for edges. The policy

for making new edge 𝜋+ (·) calculates the edge probability

for the two-hop neighbors and random nodes, and the policy

for deleting edge 𝜋− (·) calculates the deleting probability for

the current edges.

assume the policy function can be decomposed as follows:

𝜋𝑖 (ΔE (𝑡 ) | G (𝑡 ) , 𝜃𝑖 ) =
∏

𝑛 𝑗 ∈A𝑖

𝜋+𝑖 (𝑒
(𝑡 )
𝑖, 𝑗
| 𝜃𝑖 )

∏
𝑛 𝑗 ∈𝑁 (𝑛𝑖 )

𝜋−𝑖 (𝑒
(𝑡 )
𝑖, 𝑗
| 𝜃𝑖 )

(8)

where 𝜋+
𝑖
(𝑒𝑖, 𝑗 | 𝜃𝑖 ) and 𝜋−

𝑖
(𝑒𝑖, 𝑗 | 𝜃𝑖 ) are the policy functions for

making and deleting an edge, respectively. Let A𝑖 = {𝑛 𝑗 ∈ V|𝑛𝑖 ∈
𝑉𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 (𝑖) ∪ 𝑉𝑟𝑎𝑛𝑑𝑜𝑚} as action space for making new edges,
where𝑉𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 (𝑖) =

⋃
𝑛 𝑗 ∈𝑵 (𝑖 ) 𝑵 (𝑖) which is a set of nodes in the

two-hop neighbors of node 𝑛𝑖 , and𝑉𝑟𝑎𝑛𝑑𝑜𝑚 is a set of nodes which
are randomly selected. By designing the action space as the above
setting, the edges are more likely to be generated in the neighbor
of the neighbors, which simulates the transitivity phenomenon.

We design the policy function for making/deleting the edges to
illustrate the variety of representation patterns (Fig. 4). To increase
the reward function, there are a variety of strategies, such as (1)
making the edges too many people while ignoring the costs, (2)
making the edges a limited number of people with similar attributes,
etc. In this study, we define a similarity function based on the
attribute values of each node and use it to define a policy function.
Using the similarity function 𝑠𝑖𝑚(𝑛𝑖 , 𝑛 𝑗 ), the policy function for
edge making 𝜋+ (·) and edge deletion 𝜋− (·) for the 𝑖-th node are
defined as follows:

𝜋+𝑖 (𝑒
(𝑡 )
𝑖, 𝑗
| 𝜃𝑖 ) = tanh

{
𝜖𝑖 exp

(
𝑠𝑖𝑚(𝑛𝑖 , 𝑛 𝑗 )

𝜏𝑖

)}
𝜋−𝑖 (𝑒

(𝑡 )
𝑖, 𝑗
| 𝜃𝑖 ) = tanh

{
𝜖𝑖 exp

( 1 − 𝑠𝑖𝑚(𝑛𝑖 , 𝑛 𝑗 )
𝜏𝑖

)} (9)

(10)

Equations (9)(10) contains the following parameters:
• 𝜖𝑖 : Intensity for making/deleting the edges. When the pa-

rameter is large, the node tends to make/delete more of the
edges to increase the rewards.

• 𝜏𝑖 : Temperature for making/deleting the edges. When the
parameter is small, the node tends to make/delete edges
relying on the similarity of the attributes.

4.3.2 Policy Function for Attributes. Next, this section describes
the policy function for changing the attributes. The function is
designed to illustrate various stories of changing the attribute to
earn higher rewards (Fig.5). The possible stories are (1) changing
their attributes similar to the neighboring nodes to increase the
similarity between the neighbors, (2) enforcing the neighbors to

𝒏𝒏𝒊𝒊

𝝅𝝅𝒊𝒊 𝚫𝚫𝓧𝓧𝐭𝐭 𝓖𝓖𝐭𝐭,𝜽𝜽𝒊𝒊)

𝓧𝓧𝒋𝒋
(𝒕𝒕)

𝓧𝓧𝒋𝒋
(𝒕𝒕)

𝓧𝓧𝒋𝒋
(𝒕𝒕)

𝓧𝓧𝒊𝒊
(𝒕𝒕)

𝓧𝓧𝒊𝒊
(𝒕𝒕+𝟏𝟏)

𝓧𝓧𝒊𝒊
(𝒕𝒕+𝟏𝟏)

𝓧𝓧𝒊𝒊
(𝒕𝒕+𝟏𝟏)

Figure 5: How to run policy function for attributes. In this

figure, the color of the node represents the attributes. The

nodes change their attributes based on his/her stubbornness

and the attributes of neighboring nodes of strong influence.

change the attributes to make the neighboring nodes similar, etc.
To illustrate such stories, we model the policy based on the nodes’
stubbornness and influence. To simplify the function, we designed
the policy function can make changes to their own attributes only:

𝜋𝑖 (ΔX (𝑡 ) | G (𝑡 ) , 𝜃𝑖 ) = 𝜋𝑖 (𝒙 (𝑡+1)𝑖
| G (𝑡 ) , 𝜃𝑖 )

= 𝜎
©­«𝜆𝑖 · 𝒙 (𝑡 )𝑖

+ (1 − 𝜆𝑖 )
∑︁

𝑛 𝑗 ∈𝑵 (𝑛𝑖 )
𝜇 𝑗 · 𝒙 (𝑡 )𝑗

ª®¬ (11)

Where 𝜆𝑖 , 𝜇𝑖 are the parameter of node 𝑖 .

• 𝜆𝑖 : Stubbornness of their attributes. When the value is
large means the node does not tend to change its attributes.

• 𝜇𝑖 : Influence to the neighbors. The larger value means
they influence to make change the attribute of neighbors.

Overall, the set of parameters in policy functions of node 𝑛𝑖 is
𝜃𝑖 = {𝜖𝑖 , 𝜏𝑖 , 𝜆𝑖 , 𝜇𝑖 }, i.e., the behavior of the node 𝑛𝑖 in the network
is characterized by the parameters.

4.3.3 Learning the Parameters in Policy Functions. Next, we de-
scribe how to learn the parameters of the policy functions. Specifi-
cally, we learn the parameters of the policy function that maximizes
its own optimized reward function in 4.2 using REINFORCE [47],
one of the gradient descent methods. This method generates an
unobserved social network and learns the policy parameters that
maximize the expected value of the reward function.

Assuming that each node in the social network has chosen the
optimal action at each time, it is possible to predict the network in
the unobserved time series by obtaining the strategy that maximizes
the future reward.

In this study, we optimize the policy function parameter Θ using
the policy gradient method. To generate a social network at an
unobserved time based on the policy function 𝜋 (ΔG (𝑡 ) | G (𝑡 ) ,Θ),
we use the generation function eq. 1, and we note the simulated se-
quence as 𝜔 = ⟨ G (𝑇+1) ,G (𝑇+2) , . . . ,G (𝑇+𝑇 ′ ) ⟩. From the sequence,
we can calculate the cumulative rewards for all nodes in the network
at an unobserved time as follows.

𝑅(𝜔) = 𝑟 (G (𝑇+1) ) + 𝜉 · 𝑟 (G (𝑇+2) ) + · · · + 𝜉𝑇
′
· 𝑟 (G (𝑇+𝑇

′ ) ) (12)

where 𝜉 is the discount rate.
5
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This method learns the policy function’s parameters that maxi-
mize the cumulative reward’s expected value. The objective func-
tion 𝐽 (𝜃 ) is expressed as follows.

𝐽 (Θ) = E𝜔∼𝜋Θ [𝑅(𝜔)] (13)

We derive the gradient for the parameter Θ in the objective
function to maximize the above objective function.

∇Θ 𝐽 (Θ) = ∇ΘE𝜔∼𝜋Θ [𝑅(𝜔)]

≈ 1
𝑁

𝑁∑︁
𝑖=1

𝑇 ′∑︁
𝑡=1

𝑅(𝜔 (𝑖 ) )∇Θ log𝜋 (ΔG (𝑡 ) | G (𝑡 ) ,Θ) (14)

Refer to appendix A.2 to see the derivation process. 𝜔 (𝑖 ) is the 𝑖-th
sequence sampled by the policy function. The gradient is used to
update the set of parameters Θ

Θ∗ ← Θ + 𝜂 · ∇Θ 𝐽 (Θ) (15)

where 𝜂 is the learning rate. The learned parameters of the policy
functions are used to generate an unobserved network graph. Ap-
pendix A.3 shows the computational complexity of NetEvolve is
almost linear to the number of nodes in a sparse network.

5 EXPERIMENT 1: ADEQUACY OF MODEL

To answer (RQ1), we conducted experiments with synthesized data
to see whether NetEvolve can simulate potential phenomena we
can see in social networks, such as homophily, heterophily, ho-
mogenization, and polarization [26, 33, 34, 39]. We expect that the
parameters of NetEvolve can explain such phenomena with a
variety of parameter settings.

5.1 Experimental Setting

In this experiment, we manually set the parameters of the reward
function and the policy function, and see in what setting the phe-
nomena will occur. The phenomena we aim to simulate are ho-
mophily, heterophily, homogenization, and polarization, which are
very famous phenomena in real-world social networks. The follow-
ing are brief explanations of each pattern.

• Homophily: The property of the similar nodes in the net-
work tends to be connected in the network. In a homophily
network, the network will grow by people connecting to
similar people [9, 24].

• Heterophily: The property of the dissimilar nodes in the
network tends to be connected in the network. In a het-
erophily network, the network will grow by people con-
necting dissimilar nodes [49].

• Homogenization: The property of the connecting nodes
gradually gets similar to each other while keeping the con-
nections [39].

• Polarization: The property of the similar nodes form com-
munities, and the communities are gradually separated.
The phenomena typically observed in the congress net-
work [15, 18, 22, 26].

In this experiment, we set the number of nodes is 20, and the
attributes are "red" and "blue".

5.2 Results: Representation Differences in

Parameters

Figures 6a to 6d show the generated network, and table 2 summa-
rizes the parameter settings to simulate the networks. In figure 6a,
NetEvolve generates homophily network, in which the parameters
are a high reward in high similarity, and the low cost for connec-
tion, and the nodes have great influence and low stubbornness. This
illustrates the nodes will be happy to connect and make one big
community of similar nodes. In figure 6c, NetEvolve generates het-
erophily network, in which the parameters are similar to the case of
homophily in rewards and low influence. The final network is differ-
ent from homophily network; one big community of nodes having
different attributes occurs. In figure 6b, NetEvolve generates ho-
mogenization, in which the parameters are similar to homophily.
In figure 6d, NetEvolve generates polarization, the community is
separated, and the nodes of the same attribute form the different
communities. These results indicate that, even if the initial network
is in the same condition, NetEvolve can successfully illustrate the
different scenarios in different parameters.

6 EXPERIMENT2: FIT NETEVOLVE AND

FORECAST IN REAL-WORLD DATA

To answer (RQ2), we verify how accurately NetEvolve predicts un-
observed social network edges and changes in attributes using real
data. More specifically, we calculated the probability that the edges
and the attribute were generated in the unknown time segment.
The details of implementation and the hyperparameter setting are
shown in appendix A.5.

As for comparative methods, for edge forecasting, we employ
simple RNN, DualCast [27], which predicts edges and features based
on latent vector features, and VGAE [29] and VGRNN [20], which
are methods based on graph neural networks that generate edges.
For attribute forecasting, we employ simple RNN and DualCast.
Moreover, for the ablation study, we employed NetEvolve with
only forecasts edge or attributes.

In this study, we employ the area under the curve (AUC) and neg-
ative log-likelihood (NLL) to verify the forecasting accuracy, where
a higher AUC and lower NLL indicate a more accurate prediction.

6.1 Dataset Description

We use the three datasets, DBLP, NIPS, and Twitter for experiments.
We chose them to cover a variety of settings in terms of size and
density. In every dataset, we collected 10 time segments and used 5
time segments to optimize the reward function and the remaining
to test the accuracy. The following are the dataset description and
statistics (see appendix A.4 for more detail):

• DBLP is a co-authorship network of researchers. Nodes are
authors, edges are co-authorship, and the time segment is
in years. The number of nodes is 32 and the average 𝑑𝑒𝑛𝑠𝑖𝑡𝑦
of edges is 0.0045 ± 0.00020, where 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 ≜ |E |/ |V |𝐶2.

• NIPS is a co-authorship network of researchers. Nodes are
authors, edges are co-authorship, and the time segment
is in years. The number of nodes is 500 and the average
𝑑𝑒𝑛𝑠𝑖𝑡𝑦 of edges is 0.0435 ± 0.00259.
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Figure 6: Results of Experiment1: By setting the different parameters, NetEvolve can simulate the various types of social

network phenomena. In each scenario, the parameters are set to that stated in table 2.

𝛼 (similarity) 𝛽 (cost) 𝛾 (impact) 𝜖 (intensity) 𝜏 (temperature) 𝜆 (stubbornness) 𝜇 (influence)
homophily (Fig.6a) 𝑉𝑒𝑟𝑦 𝐻𝑖𝑔ℎ 𝐿𝑜𝑤 𝐻𝑖𝑔ℎ 𝐻𝑖𝑔ℎ 𝐻𝑖𝑔ℎ 𝐻𝑖𝑔ℎ 𝑉𝑒𝑟𝑦 𝐻𝑖𝑔ℎ

homogenization (Fig.6b) 𝐻𝑖𝑔ℎ 𝐿𝑜𝑤 𝐻𝑖𝑔ℎ 𝐿𝑜𝑤 𝐻𝑖𝑔ℎ 𝐿𝑜𝑤 𝑉𝑒𝑟𝑦 𝐻𝑖𝑔ℎ

heterophily (Fig.6c) 𝑉𝑒𝑟𝑦 𝐻𝑖𝑔ℎ 𝐿𝑜𝑤 𝐿𝑜𝑤 𝐻𝑖𝑔ℎ 𝐻𝑖𝑔ℎ 𝐻𝑖𝑔ℎ 𝐿𝑜𝑤

polalization (Fig.6d) 𝐻𝑖𝑔ℎ 𝐻𝑖𝑔ℎ 𝐿𝑜𝑤 𝐻𝑖𝑔ℎ 𝐿𝑜𝑤 𝐻𝑖𝑔ℎ 𝐿𝑜𝑤

Table 2: Parameter setting of Experiment1. The (𝑉𝑒𝑟𝑦 𝐻𝑖𝑔ℎ, 𝐻𝑖𝑔ℎ, 𝐿𝑜𝑤) represents the relative value of parameters. We note

“𝑉𝑒𝑟𝑦 𝐻𝑖𝑔ℎ" if 𝑥 ≥ 1.5, “𝐻𝑖𝑔ℎ” if 1.5 > 𝑥 ≥ 1.0, and “𝐿𝑜𝑤" if 𝑥 < 1.0. For simplicity, we set the parameters of every node to the same.

• Twitter is a retweet network of Twitter users, and the time
segment is in months. The number of nodes is 15000 and
the average 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 of edges is 2.79𝑒 − 6 ± 1.83𝑒 − 6.

We use the NIPS and DBLP, the first five years are used for train-
ing data, and the remaining five years are used for test data. And,
we use the twitter datasets, the first five months are used for
training data, and the remaining data is used for testing.

6.2 Result: Accuracy Evaluation on Forecasting

Figures 7a to 7c show the change in AUC values for edge forecasting,
and figures 7d to 7f show the NLL at each prediction time. By
comparing the accuracy of NetEvolve and that of predicting only
edges, the two methods achieve almost the same accuracy in DBLP
and NIPS. In Twitter, NetEvolve of both predicting the edges and
attributes is higher than that for only edges. It indicates that multi-
task learning is effective in several cases. Figures 8a to 8c show
the change in AUC values for attribute forecasting, and figures 7d
to 7f show the NLL at each prediction time. Similar to the edge
forecasting task, NetEvolve forecasting edges and attributes wins
that of only forecasting edges. The running time for the experiment
were 49.6 ± 1.31(𝑠), 10.0 ± 3.16(𝑠), and 1213.9 ± 199.0(𝑠) for DBLP,
NIPS, and Twitter, respectively. It indicates our method is scalable
for large network data having over 10,000 nodes.

6.3 Interpretability: Learned Parameters

To validate the interpretability of NetEvolve, we monitored the
optimized parameters of reward functions. Table 3 shows the av-
erage and std of learned parameters 𝛼 (similarity), 𝛽 (cost), and 𝛾
(impact). Before learning the parameters, we set the initial value
of each parameter to 1.0. The results of DBLP, NIPS, and Twitter
show that 𝛼 (similarity) and 𝛾 (impact) have a larger impact on
node behavior than 𝛽 (cost). A result on the Twitter shows the

Dataset average ± std.

DBLP
𝛼 (similarity) 1.31 ± 0.40 (𝐻𝑖𝑔ℎ)
𝛽 (cost) 0.93 ± 0.02 (𝐿𝑜𝑤)
𝛾 (impact) 3.00 ± 0.00 (𝑉𝑒𝑟𝑦 𝐻𝑖𝑔ℎ)

NIPS
𝛼 (similarity) 1.13 ± 0.12 (𝐻𝑖𝑔ℎ)
𝛽 (cost) 0.99 ± 0.00 (𝐿𝑜𝑤)
𝛾 (impact) 1.13 ± 0.00 (𝐻𝑖𝑔ℎ)

Twitter
𝛼 (similarity) 1.03 ± 1.29 (𝐻𝑖𝑔ℎ)
𝛽 (cost) 0.99 ± 0.00 (𝐿𝑜𝑤)
𝛾 (impact) 41.0 ± 0.00 (𝑉𝑒𝑟𝑦 𝐻𝑖𝑔ℎ)

Table 3: The result of learned parameters in each dataset.

effects of 𝛼 and 𝛽 are the same and 𝛾 has a larger impact on node
behavior.

7 CONCLUSION

We proposed a novel multi-agent reinforcement learning-based
network forecasting method called NetEvolve, that explicitly mod-
els the network science and psychology knowledge by designing
a reward function and policy function, which makes the model
explainable and can derive network scientific outcome from the
model parameters. Experiments show NetEvolve can simulate
the various types of social phenomena and can forecast future
networks comparably or more accurately than the related works,
which indicates NetEvolve well fits the change in real-world social
networks.

For future works, we aim to explain the behavior of nodes in
social networks with higher accuracy by incorporating properties
revealed in other network sciences and psychology into the reward
function that determines behavior.

Reproducability: Our code and datasets will be open-sourced
on GitHub https://github.com/crowd4u/netevolve.
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NetEvolve win the comparative methods in most of the cases.
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A APPENDICES

A.1 Table of symbols

For referencing the symbols, we state the table as a summary.

Table 4: Symbols and Definitions

G (𝑡 ) Graph at time 𝑡 .
V (𝑡 ) = {𝑛𝑖 } Node set at time 𝑡 .
E (𝑡 ) = {𝑒 (𝑡 )

𝑖, 𝑗
} Edge set at time 𝑡 .

X (𝑡 ) = {𝒙𝑖 } Attribute value set at time 𝑡 .
𝑛𝑖 𝑖-th node.
𝑒
(𝑡 )
𝑖, 𝑗

= ⟨𝑛𝑖 , 𝑛 𝑗 ⟩ Directed edge between nodes 𝑛𝑖 and 𝑛 𝑗 .
𝒙𝑖 ∈ R𝑘 Attribute of node 𝑛𝑖 .
𝑆 (𝑡 ) State at time 𝑡 .
𝐴(𝑡 ) Action at time 𝑡 .
𝑟 (𝑆 (𝑡 ) | Ψ) Reward function with parameters Ψ.
𝜋 (𝐴(𝑡 ) | 𝑆 (𝑡 ) ,Θ) Policy function with parameters Θ.
Ψ = {𝜓𝑖 }𝑛𝑖 ∈V (𝑡 ) Parameters of reward function.
Θ = {𝜃𝑖 }𝑛𝑖 ∈V (𝑡 ) Parameters of policy function.
𝜓𝑖 = {𝛼𝑖 , 𝛽𝑖 , 𝛾𝑖 } Parameters of reward function of node 𝑛𝑖 .
𝜃𝑖 = {𝜖𝑖 , 𝜏𝑖 , 𝜆𝑖 , 𝜇𝑖 } Parameters of policy function of node 𝑛𝑖 .
𝛼𝑖 ∈ R+ Similarity weight in reward.
𝛽𝑖 ∈ R+ Cost weight in reward.
𝛾𝑖 ∈ R+ Impact weight in reward.
𝜖𝑖 ∈ R+ Intensity in policy for edges.
𝜏𝑖 ∈ R+ Temperature in policy for edges.
𝜆𝑖 ∈ R+ Stubbornness in policy for attributes.
𝜇𝑖 ∈ R+ Influence in function for attributes.
𝜂 ∈ R+ Learning rate of policy gradient.
𝜉 ∈ R+ Discount rate of the reward.
𝑁 ∈ N+ Number of simulations in policy gradient.
𝑇 ′ ∈ N+ Future time of the simulation. height

A.2 Derivation of the policy gradient

We derive the gradient for the parameter Θ in the objective func-
tion (13) to maximize the function. Following the “log-likelihood
trick” [46], we derive the gradient:

∇Θ 𝐽 (Θ) = ∇ΘE𝜔∼𝜋Θ [𝑅(𝜔)]

= ∇Θ
∑︁
𝜔

𝑃𝑟 (𝜔 | Θ)𝑅(𝜔)

=
∑︁
𝜔

𝑅(𝜔)∇Θ𝑃𝑟 (𝜔 | Θ)

=
∑︁
𝜔

𝑅(𝜔)𝑃𝑟 (𝜔 | Θ) ∇Θ𝑃𝑟 (𝜔 | Θ)
𝑃𝑟 (𝜔 | Θ)

= E [𝑅(𝜔)∇Θ log 𝑃𝑟 (𝜔 | Θ)]

= E

[
𝑇 ′∑︁
𝑡=1

𝑅(𝜔)∇Θ log𝜋 (ΔG (𝑡 ) | G (𝑡 ) ,Θ)
]

≈ 1
𝑁

𝑁∑︁
𝑖=1

𝑇 ′∑︁
𝑡=1

𝑅(𝜔 (𝑖 ) )∇Θ log𝜋 (ΔG (𝑡 ) | G (𝑡 ) ,Θ) (16)

A.3 Computational Complexity

NetEvolve has the following part of the calculation each of which
has the following time complexity :

(1) Learning reward function: O(𝑇 · |E |)
(2) Learning policy function: O(𝑇 · 𝑁 · | E |

2

|V | )

(3) Generate future networks: O(𝑇 ′ · | E |
2

|V | )

Overall, NetEvolve has O
(
(𝑇𝑁 +𝑇 ′) · | E |

2

|V |

)
. Note that, when

edges are sparse, the time complexity is almost linear to |V|.

A.4 Dataset conditions

Following are more details of the dataset creation processes.
• DBLP is a co-authorship network of researchers. Nodes are

authors, edges are co-authorship relationships, and the time
segment is in years. When two authors, x and y, publish a
joint paper in a given year, a bi-directional directed edge is
created between them. We obtained 47 international con-
ference papers published from 2008 to 2017 in data mining,
databases, natural language processing, machine learning,
artificial intelligence, information retrieval, and computer
vision. We use the data from 2008 to 2012 as training data
and from 2013 to 2017 as test data. The number of nodes is
500, and the number of attribute values is 3854.

• NIPS is a co-authorship network of researchers. Nodes are
authors, and edges are co-authors. Network data, such as
edge information and features, are generated similarly to
DBLP. Each node has a word in the title of a paper published
in a certain year as an attribute value. The number of nodes
is 32, and the number of attribute values is 2411.

• Twitter is a retweet network of Twitter users. A node
represents a user. We set the time segment to be monthly.
When a user 𝑖 retweeted a tweet from another user 𝑗 dur-
ing the month, directed edge appeared from 𝑖 to 𝑗 . 112, 044
users were collected [7]. The collection period of tweets
was from January 2010 to October 2010. Data from Janu-
ary to May were used as training data, and from June to
October were used as test data. Users who appeared only
once throughout all time segments were excluded from the
dataset. The number of attribute values was 5372. Each user
had hashtags included in the tweets from each time division
as the attribute value.

A.5 Details of implementation and

hyperparameters

We can set the hyperparameters by measuring the accuracy of
validation data, which are separated from the observed time series
graph. In the experiments, we used 3 time segments as training data,
and the 2 remaining time segments as validation data, and used
Optuna [2] to search the optimal hyperparameters. As a result of
tuning, we got 𝜂 = 0.00015, 𝜉 = 0.420 for NIPS, 𝜂 = 0.079, 𝜉 = 0.164
for DBLP, 𝜂 = 0.00086, 𝜉 = 0.725 for Twitter, and |A𝑟𝑎𝑛𝑑𝑜𝑚 | =
0.001 × |V|, 𝑁 = 48, 𝑇 ′ = 48 for all dataset.

We implemented NetEvolve using PyTorch2.1.0. We ran the ex-
periments onMacOS 13.4.1, AppleM1Max, 64GBRAM, Python3.11.4.
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