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Abstract

Although pre-trained models such as Contrastive
Language-Image Pre-Training (CLIP) show im-
pressive generalization results, their robustness
is still limited under Out-of-Distribution (OOD)
scenarios. Instead of undesirably leveraging hu-
man annotation as commonly done, it is possi-
ble to leverage the visual understanding power of
Multi-modal Large Language Models (MLLMs).
However, MLLMs struggle with vision problems
due to task incompatibility, thus hindering their
effectiveness. In this paper, we propose to ef-
fectively leverage MLLMs via Machine Vision
Therapy which aims to rectify erroneous predic-
tions of specific vision models. By supervising
vision models using MLLM predictions, visual
robustness can be boosted in a nearly unsuper-
vised manner. Moreover, we propose a Denois-
ing In-Context Learning (DICL) strategy to solve
the incompatibility issue. Concretely, by examin-
ing the noise probability of each example through
a transition matrix, we construct an instruction
containing a correct exemplar and a probable er-
roneous one, which enables MLLMs to detect
and rectify the incorrect predictions of vision
models. Under mild assumptions, we theoreti-
cally show that our DICL method is guaranteed
to find the ground truth. Through extensive ex-
periments on various OOD datasets, our method
demonstrates powerful capabilities for enhancing
visual robustness under many OOD scenarios.
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Figure 1. Illustration of our methodology: Upper row: Compari-
son between common fine-tuning process and fine-tuning via Ma-
chine Vision Therapy. Our method potentially eliminates the ne-
cessity for human-annotation by leveraging the knowledge from
MLLMs. Lower row: Comparison between previous MLLM so-
lution to vision tasks and Denoising In-Context Learning strategy.
Instead of considering all classes, our method make predictions by
presenting a pair of positive and negative exemplars.

1. Introduction
Pre-trained vision models such as Vision Transformers
(ViT) (Dosovitskiy et al., 2020; Liu et al., 2021; Wang
et al., 2021) with Contrastive Language-Image Pretrain-
ing (CLIP) (Chen et al., 2023a; Radford et al., 2021; Li
et al., 2021; 2022; Wang et al., 2024b; Zheng et al., 2023a)
have been widely used thanks to their strong generaliza-
tion performance meanwhile effectively avoiding training
vision models from scratch. But when deployed to Out-
of-Distribution (OOD) scenarios (Dong et al., 2023; Kong
et al., 2023; Hendrycks & Gimpel, 2016; Hong et al.,
2024; Peng et al., 2023; Wang et al., 2019; Zhu et al.,
2023b), their recognition performance could be seriously
degraded (Shu et al., 2023). Downstream fine-tuning
has been a common practice to regain the generalizabil-
ity (Goyal et al., 2023; Wortsman et al., 2022), but it re-
quires additional label acquisition through human labor,
which is undesirable for large-scale applications.

Fortunately, the thriving Multi-modal Large Language
Models (MLLMs) (Alayrac et al., 2022; Awadalla et al.,
2023; Chen et al., 2024; Gong et al., 2023; Li et al.,
2023c;b; Liu et al., 2023; Ye et al., 2023; Zhu et al., 2023a),
which take advantage of the few-shot learning ability of
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Large Language Models (LLM) (Brown et al., 2020; Chung
et al., 2022; Floridi & Chiriatti, 2020; OpenAI, 2023; Scao
et al., 2022; Touvron et al., 2023a;b; Zheng et al., 2023b),
have manifested powerful capabilities on understanding
visual information with language interpretations, and ex-
celled at recognizing novel objects in multimodal tasks
such as image captioning, visual question answering, vi-
sual reasoning, etc. Considering the vulnerability of vision
models under OOD situations, here we hope to refine vi-
sion models by leveraging the knowledge of MLLMs, as
shown in the upper row of Figure 1. However, due to the
difficulty of aligning the text generation process with vi-
sual recognition tasks1 (Alayrac et al., 2022; Wang et al.,
2022), MLLMs struggle with generating correct answers
that match the ground-truth class names, thus underper-
forming the current dominant contrastive paradigms, even
when employing them as own vision encoders (Alayrac
et al., 2022; Awadalla et al., 2023; Huang et al., 2023a;
Wang et al., 2022; Zhai et al., 2023).

Focusing on enhancing the robustness of vision models, in
this paper, we propose to effectively leverage MLLMs to
conduct Machine Vision Therapy (MVT) which aims to
diagnose and rectify the error predictions through a novel
Denoising In-Context Learning (DICL) strategy. Then, we
utilize the rectified supervision to guide the fine-tuning pro-
cess in downstream OOD problems. Specifically, rather
than giving a set of options to ask MLLMs for the exact
answer (Alayrac et al., 2022; Huang et al., 2023a; Zhai
et al., 2023), we show that it is sufficient to query for the
ground truth by using only two exemplars, i.e., 1) a cor-
rect one that demonstrates the exact match between a query
class name with its image example and 2) an erroneous one
that combines the same query class with an image from the
most confusing category for the vision model. Since the
erroneous predictions are essentially label noise, hence we
draw inspiration from learning with noisy labels (Han et al.,
2018; Liu & Tao, 2015; Lin et al., 2022; 2023b; Natara-
jan et al., 2013; Wu et al., 2024; 2023; Xia et al., 2020b;a;
Yao et al., 2020; 2021; 2023; Yuan et al., 2024). Particu-
larly, we can find the erroneous categories by estimating a
transition matrix that captures the probability of one class
being mistaken as another. By feeding the two exemplars,
MLLMs can be instructed to leverage their few-shot learn-
ing power to distinguish the semantically similar images
that are easily misclassified by vision models, as shown
in the lower row of Figure 1. To process such instruc-
tions, we leverage the multi-modal in-context learning abil-
ity of several existing MLLMs (Chen et al., 2023b; Li et al.,
2023a; Yasunaga et al., 2023; Zhao et al., 2023) to realize
our methodology. After the error predictions are diagnosed
and rectified, vision models can be further fine-tuned to en-
hance their OOD robustness on downstream data distribu-

1In this paper, we mainly focus on classification task.

tion. Through a comprehensive empirical study on many
challenging datasets and their OOD variants, such as Ima-
geNet (Deng et al., 2009), WILDS (Koh et al., 2021b), and
DomainBed (Gulrajani & Lopez-Paz, 2021), we carefully
validate the effectiveness of our method and demonstrate
its superiority under various OOD scenarios on many well-
known vision models.
To sum up, our contributions are three-fold:

• We design a novel Machine Vision Therapy paradigm
to enhance computer vision models by effectively
leveraging the knowledge of MLLMs without needing
additional label information.

• We propose a Denoising In-Context Learning strategy
to successfully align MLLMs with vision tasks.

• Through comprehensive quantitative and qualitative
studies on many well-known datasets, we demonstrate
that the proposed method can enhance: 1) generaliza-
tion on both ID and OOD data, 2) robustness against
domain shift, 3) robustness against common corrup-
tions, 4) performance on recognizing fine-Grained at-
tributes, 5) robustness against spurious correlations, 6)
detection on prediction errors and OOD data.

2. Methodology
In this section, we carefully demonstrate the Machine Vi-
sion Therapy process which mainly contains three compo-
nents, namely Transition Matrix Estimation, Denoising In-
Context Learning, and Fine-Tuning of vision models. Next,
we demonstrate problem setting and framework overview.

2.1. Problem Formulation and Overview
Generalizing to Out-of-Distribution tasks has been a chal-
lenging topic in computer vision problems, where we nor-
mally have a vision model parameterized by θcv ∈ Θcv

pre-trained on massive labeled in-distribution (ID) data
Did = {xid

i , yidi }mi=0 ∈ X × Y , where Y = RC . Here
each ID example is sampled from a joint distribution, i.e.,
(Xid, Y id) ∼ pid, where Xid and Y id stand for variables.
After pretraining, we can assume the conditional distribu-
tion P (Y id|Xid) can be perfectly captured by the infer-
ence function ỹid = fθcv (x

id), where ỹid is the prediction.
In OOD tasks, we are given a set of unlabeled examples
Dood = {xood

i }ni=0 whose element xood ∈ X is drawn
from an unknown data distribution pood. Due to the change
of downstream task, some factors that affect the data gen-
erating process are shifted, causing a difference between
pood and pid, further hindering the label prediction, i.e.,
ỹood = fθcv (x

ood) ̸∼ P (Y ood|Xood), where Y ood is the
unknown ground truth. Fortunately, having been observed
with extraordinary low-shot generalization capability, we
leverage MLLM with parameters θmllm ∈ Θmllm to en-
hance the OOD robustness of vision models.

Our framework is illustrated in Figure 2 and our problem
can be formulated as follows:
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Figure 2. Workflow of our Machine Vision Therapy: The orange part demonstrates the Transition Matrix Estimation, the blue part
indicates the Denoising In-Context Learning process, and the green part illustrates the Fine-Tuning of vision models.

min
θcv

L(fθcv , z); z =
[
θmllm((X+

c , Y
+
c ); (X−

c , Y
+
c );Xi)

]N
c
;

Yc = T [c; argmax[fθcv (Xi)]], (1)

where X+
i and X−

i denotes the positive and negative ex-
emplars, respectively, Xi is the query image, and T is the
transition matrix. Intuitively, when a distribution shift oc-
curs, the emerging prediction errors are essentially label
noises that can be captured by estimating a transition ma-
trix. Hence, by focusing on calibrating the examples with
high noise probabilities, the visual robustness of down-
stream tasks can be improved effectively. In particular, we
feed all OOD data into the vision model to obtain the noisy
prediction distribution P (Ỹ ood|Xood), based on which we
can effectively estimate T and provide exemplars to in-
struct MLLM2. Further, we conduct machine vision ther-
apy to find the possible ground truth for Xi based on the
MLLM output z. Finally, z is leveraged to minimize L to
optimize θcv . Next, we explain the details of each process.

2.2. Transition Matrix Estimation
The distribution shift from OOD data xood leads to unreli-
able label prediction ỹood, which is highly unreliable due
to instance-dependent feature noises (Li et al., 2024; Xia
et al., 2020b) as shown in Section 3.3. Hence, in order
to capture the relationship between Ỹ ood and Y ood, we
leverage a transition matrix T ∈ [0, 1]C×C (Liu & Tao,

2Although some manual annotation is required, we show in
later experiments that our strategy has an acceptable labeling
workload and demonstrates superior performance to vanilla fine-
tuning on the support set. Furthermore, the support set is not
used for parameter tuning in our method, so our fine-tuning
does not actually use any human annotation for training.

2015; Natarajan et al., 2013; Xia et al., 2019) which satis-
fies P (Y ood|Xood) = T⊤P (Ỹ ood|Xood). However, esti-
mating such a transition matrix is difficult without access
to any noisy label supervision or strong assumption (Liu
& Tao, 2015; Xia et al., 2019). Therefore, we propose
a simple yet effective sample selection approach to con-
struct a support set with clean labels. Specifically, we
rank all OOD data within each class based on their pre-
diction confidence, i.e., maxc

[
fθcv (x

ood)
]
c
, where [·]c de-

notes the value of the c-th entry. From the sorted dataset
{xood,c

1 , xood,c
2 , · · · , xood,c

n
C

}Cc=1, we uniformly sample ρ

examples per class, where ρ is the labeling budget, i.e.,
Dsupp = {{xood,c

j× n
ρC

}ρj=1}Cc=1. In this way, we can ef-

fectively model the noisy posterior P (Ỹ ood|Xood). Then,
through an acceptable labeling process3, we can obtain the
clean label posterior P (Y ood|Xood), thus effectively esti-
mating the transition matrix T . Finally, the noise transition
probability T [:; argmax[fθcv ]] of a query image can be ob-
tained by indexing T through its current prediction.

2.3. Denoising In-Context Learning
Thanks to the previously obtained noise probability list
T [:; argmax[fθcv ]], we can further decide which one is
the possible ground truth through DICL. In particular, we
only consider the classes of the top-N noise probability
as potential candidates. If the label prediction denoted by
“PRE#0” is not in the candidates, we would fix it in the first

3We experimentally show that when there is a distribution shift
between Dsupp and Dood, the proposed method can still perform
effectively. As a result, it is unnecessary to conduct the labeling
process on each practical task. Instead, we can just use the exist-
ing support set to instruct most of OOD tasks.
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place. Further, we conduct Diagnosing which decides the
fidelity of the current prediction, and Therapy which finds
the possible ground truth.

Diagnosing. Since the inference time of MLLMs is non-
trivial, it is necessary to avoid redundant analysis on con-
fident examples. Hence, to examine the fidelity of vi-
sion model predictions, our Diagnosing focuses on answer-
ing whether a query image belonging to class “PRE#0” is
“True”. Specifically, we retrieve from Dsupp to obtain one
exemplar image belonging to “PRE#0”, and another ex-
emplar image belonging to the class with the largest noise
transition probability “CLN#1”4. Then, combined with the
query image Xq , an in-context instruction is constructed:

Question: This image <IMG PRE#0> shows a
photo of <PRE#0>, True or False? Answer: True;

Question: This image <IMG CLN#1> shows a
photo of <PRE#0>, True or False? Answer: False;

Question: This image <IMG Query> shows a
photo of <PRE#0>, True or False? Answer:

The symbols <IMG PRE#0>, <IMG CLN#1>, and
<IMG Query> are replace tokens for the image features
of exemplars from “PRE#0” and “CLN#1”, and Xq , re-
spectively. The first exemplar acts as the positive one to
show MLLMs the true image from class “PRE#0”, and the
second exemplar shows the negative one to show the highly
probable false image from “CLN#1”. Then, based on the
Xq and “PRE#0”, MLLMs can effectively judge the cor-
rectness by outputting z0:

z0=θmllm((XPRE#0,YPRE#0); (XCLN#1,YPRE#0);Xq).
(2)

To enable further quantitative analysis, we obtain the
logits of “True” and “False” tokens from the MLLM
output z0 followed by a softmax function, i.e., z0 :=
softmax([z0[True], z0[False]]). Finally, we combine
z0[True] and the prediction confidence of the vision model
to obtain a detection score ∆:

∆ =
1

2
(z0[True] + max

c
[fθcv ]c (x

ood)). (3)

If ∆ is larger than a threshold δ, we assume the current
prediction “PRE#0” is correct5, otherwise, we conduct the
next Therapy process.

Therapy. During therapy, we continue to use the in-
struction template above and traverse across the rest clean
class candidates. Particularly, for each iteration c in
N − 1 trials, we choose “CLN#c” as the positive class
and “PRE#0” as the negative class, whose exemplars are

4The performance of retrieve strategy is carefully studied in
Section 3.4.

5Detailed analysis is shown in Section 3.4.

Algorithm 1 Machine Vision Therapy.
Input: Pre-trained vision model θcv , MLLM θmllm, OOD dataset Dood.
1: Uniformly sample ρC examples from confidence-sorted Dood to construct sup-

port set Dsupp;
2: Estimate transition matrix T ; {Section 2.2}
3: for i ∈ 0, 1, · · · , n do
4: Based on the label prediction ỹood

i to obtain the noisy transition probability
T [:; argmax[fθcv ]];

5: Conduct Diagnosing through Eq. 2 and compute detection score ∆ through
Eq. 3;

6: if ∆ > δ then
7: Accept current prediction;
8: else
9: Conduct Therapy and obtain MLLM prediction through Eq. 4;

{Section 2.3}
10: Based on the MLLM prediction, conduct fine-tuning through Eq. 5.

{Section 2.4}
11: end if
12: end for

correspondingly retrieved from Dsupp to construct the
prompt. Then, it is fed into MLLM to output whether
the query image belongs to the class “CLN#c”, i.e., zc =
θmllm((XCLN#c, YCLN#c); (XPRE#0,YCLN#c);Xq), let
zc := softmax([zc[True], zc[False]]). As a result, we can
decide the final prediction through:

ymllm = argmax [zc[True]]Nc=0 . (4)

As shown in Section 3, the performance of MLLM pre-
diction shows strong performance in many OOD scenarios.
However, we still cannot directly employ MLLMs for in-
ference, due to three main reasons: 1) Non-negligible in-
ference time: Since current MLLMs cannot handle large-
batch data, it would be unimaginably slower (e.g., 1000×)
when using MLLMs rather than vision models; 2) High
requirements for computation: Inference through MLLM
takes up huge memory of GPU. For MLLMs using large
LLMs such as LLaMA-13B, it requires distributed infer-
ence on less advanced devices; 3) Model privacy issue:
Many MLLMs are highly sensitive with limited accessibil-
ity, therefore. Hence, we propose to fine-tune vision mod-
els based on the prediction of MLLMs.

2.4. Fine-Tuning of Vision Models

After obtaining the MLLM prediction ymllm, we propose
to optimize vision models through the following objective:

minθcvLce(fθcv , ymllm), (5)

where Lce(·) denotes the cross-entropy loss. Here we sum-
marize our methodology in Algorithm 1. Further, we can
directly deploy the fine-tuned vision models to OOD tasks
whose effectiveness is demonstrated in Section 3.

2.5. Theoretical Analysis

We denote the MLLM is pretrained over a distribution p
defined by a latent concept ϕ ∈ Φ. During DICL, there are
n examples to form a prompt Sn which are sampled from
a prompt distribution pprompt defined by concept ϕ∗ ∈ Φ.
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To justify the proposed DICL strategy, based on the theo-
retical framework proposed by Xie et al. (2021), we show
that when MLLM achieving the most probable z based on
the given prompt Sn and query image-text pair xq-y under
a concept ϕ∗, the corresponding y is the same as the one
found from pprompt, which is yq that matches with xq .

Assumption 2.1 (Distribution consistency). ∀(xq, yq) ∼
pprompt, p(xq, yq) = pprompt(xq, yq).
Moreover, the assumptions from Xie et al. (2021) also hold,
then we have the following Theorems:

Theorem 2.2. Assume that the above assumptions hold, if
for all ϕ ∈ Φ, ϕ ̸= ϕ∗, the concept ϕ∗ satisfies the dis-
tinguishability condition:

∑k
j=1 KLj(ϕ

∗∥ϕ) > ϵϕstart +

ϵϕdelim, then as n → ∞, the prediction according to the
pretraining distribution is
argmax

y
p(y|Sn, xq, ϕ

∗) → argmax
y

pprompt(y|xq). (6)

Thus, the in-context predictor fn achieves the optimal 0−1
risk: limn→∞ L0−1(fn) = inff L0−1(f).

Lemma 2.3. Under the same condiction of Theorem 2.2,
the prediction z according to the pretraining distribution is

argmax
z

p(z|Sn,xq,yq,ϕ
∗)→argmax

z
pprompt(z|xq,yq).(7)

Theorem 2.4. Assume that the above assumptions hold, as
n → ∞, when achieving the largest prediction probabil-
ity of z given prompt under concept ϕ∗, the corresponding
class description y follows the same y obtained from the
prompt distribution:
argmax

y
p(z|Sn,xq,y,ϕ

∗)→argmax
y

pprompt(z|xq,y). (8)

Please see the appendix for proof. We can see that if n is
large enough, the MLLM prediction z achieves the largest
value when yq is the exact match to xq . As a result, we
can justify that only when we feed the positive image-text
pair to the MLLM, the prediction z is the largest among all
other combinations between xq and y ∈ Y, y ̸= yq .

3. Experiments
In this section, we first provide our experimental details.
Then we conduct quantitative comparisons with the state-
of-the-art vision models. Finally, we conduct ablation stud-
ies and analyses to qualitatively validate our method.

3.1. Experimental Setup
Datasets. In our experiments, we use well-known ID
datasets including ImageNet-1K (Deng et al., 2009) val-
idation dataset, ImageNet-V2 (Recht et al., 2019), CI-
FAR10 (Krizhevsky et al., 2009), CIFAR100 (Krizhevsky
et al., 2009) and MNIST (LeCun et al., 1998). We also
evaluate OOD generalization on datasets that are com-
monly considered OOD ones, ImageNet-A (Hendrycks
et al., 2021b), ImageNet-R (Hendrycks et al., 2021a),
mageNet-Sketch (Wang et al., 2019), ImageNet-V (Dong
et al., 2022), iWildCam (Koh et al., 2021a), and Do-
mainBed (Gulrajani & Lopez-Paz, 2020).

Models and baselines. For vision backbone, we employ
CLIP models (Radford et al., 2021) and utilize ViT-L/14
and ViT-g (Zhai et al., 2022) from EVA (Fang et al., 2022)
as the vision model to be enhanced. For the MLLM back-
bone, we consider two existing works MMICL (Zhao et al.,
2023) and Otter (Li et al., 2023b) that possess multimodal
ICL ability. We also assess the performance of CLIP vari-
ants on ResNet50, ResNet101, and ViT-B/32 as alternative
vision encoders in the appendix. Additionally, we conduct
Visual Question Answering (VQA) to directly ask MLLMs
the class of query images. Moreover, we conduct vanilla
fine-tuning (Vanilla FT) using only Dsupp as a baseline.
The performance of using MLLM prediction is denoted as
MVT, and our fine-tuning result is denoted as FT.

Settings. For model evaluation, we randomly select
5000 images independently from the ImageNet valida-
tion set (IN-Val), ImageNet-V2 (IN-V2), ImageNet-A
(IN-A), ImageNet-R (IN-R), ImageNet-Sketch (IN-SK),
ImageNet-V (IN-V) and 10000 images independently from
CIFAR10, CIFAR100, MNIST to constitute the test sam-
ples. Additionally, we select 3 images per category to
construct a support set to provide in-context exemplars.
In the main paper, we evaluate iWildCam from WILDS
and VLCS, PACS, OfficeHome, and DomainNet from Do-
mainBed. For the details of implementation, we choose
the top-6 noisy classes to conduct MVT. Concretely, we
set the threshold δ = 0.6 to diagnose incorrect predictions,
then we retrieve exemplars from the support set based on
the most similar logit prediction to query images. For each
round of DICL, we repeat the process for 3 times and aver-
age the model predictions. During fine-tuning, we optimize
the vision models for 3 epochs using Adam and SGD opti-
mizers for ViT-L and ViT-g, respectively. Other details and
datasets are shown in Appendix.

3.2. Quantitative Comparison
First, we compare our MVT method with well-known vi-
sion models under both ID and OOD scenarios. As shown
in Table 1, we can see that our method with fine-tuning
denoted as “+FT” achieves better performance in most set-
tings. Specifically, on “IN-V”, our method with fine-tuning
can significantly surpass both CLIP and EVA for 17%
and 6%, respectively. Moreover, on “IN-A”, our method
achieves 4.3% and 2.8% performance improvement over
the second-best method on both ViT-L and ViT-g back-
bone, respectively. We can also observe that even without
fine-tuning, the prediction accuracy of MLLM denoted by
“MVT” can still surpass all baselines on most scenarios,
which denotes the strong performance enhancement of our
MVT fine-tuning on vision models. Note that we did not
provide fine-tuning on iWildCam because most of the pre-
dictions are incorrect. Though MVT can still achieve the
best result, the vision encoders could be misled by erro-
neous decisions during the fine-tuning process.
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Table 1. Classification accuracy (%) of baseline CLIP models and our method on 5 ID datasets and 5 OOD datasets. The baseline
methods includes ViT-L from CLIP (Radford et al., 2021) and ViT-g from EVA (Fang et al., 2022), VQA, and Vanilla FT.

Arch Method ID OOD
IN-Val IN-V2 CIFAR10 CIFAR100 MNIST IN-A IN-R IN-SK IN-V iWildCam

RN50
CLIP

59.7 52.6 71.5 41.9 58.5 23.9 60.7 35.4 31.1 8.2
RN101 61.7 56.2 80.8 48.8 51.6 30.2 66.7 40.9 35.4 12.3
ViT-B 62.9 56.1 89.9 65.0 47.9 32.2 67.9 41.9 30.5 10.9

ViT-L

CLIP 75.8 70.2 95.6 78.2 76.4 69.3 86.6 59.4 51.8 13.4
VQA 64.9 59.9 97.6 83.2 56.7 66.0 87.3 56.9 56.2 13.3
Vanilla FT 76.1 70.8 96.1 80.3 77.5 70.8 87.5 60.0 53.6 15.2
MVT 75.2 70.8 97.9 78.9 53.0 71.2 88.1 59.0 62.1 25.0
+FT 76.9 70.5 96.7 82.0 79.2 75.1 89.5 61.4 68.8 -

ViT-g

EVA 78.8 71.2 98.3 88.8 62.2 71.9 91.4 67.7 64.9 21.9
VQA 64.3 59.6 97.9 84.5 55.7 64.6 87.4 58.2 59.2 19.7
Vanilla FT 78.9 71.8 98.7 89.1 62.9 72.7 91.6 68.1 65.6 22.4
MVT 79.1 71.6 98.1 89.0 63.2 73.2 91.4 67.9 66.3 25.1
+FT 79.0 72.2 98.9 91.2 65.7 75.5 92.8 68.6 70.6 -

Table 2. Classification accuracy (%) of baseline CLIP models and our method on 4 subsets of DomainBed datasets. The baseline methods
includes ViT-L from CLIP (Radford et al., 2021) and ViT-g from EVA (Fang et al., 2022), VQA, and Vanilla FT.

Datasets VLCS PACS OfficeHome DomainNet Avgmethod 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3 4

V
iT

-L

CLIP 74.9 83.5 80.3 74.5 97.8 97.4 97.5 99.4 87.7 92.7 85.7 85.6 61.1 62.1 60.2 78.4 51.1 80.6
Vanilla FT 78.8 85.2 83.4 77.0 98.0 97.6 97.7 99.6 87.9 93.1 87.1 86.9 62.0 62.5 60.5 78.5 51.9 81.6
MVT 83.8 89.0 87.2 80.3 97.6 97.5 98.0 99.4 87.7 93.4 89.0 88.5 61.3 62.1 60.4 78.7 53.4 82.8
+FT 84.2 89.8 87.9 82.5 98.0 98.2 98.0 99.8 90.9 95.0 90.9 90.8 62.5 63.8 62.4 80.1 54.0 84.0

V
iT

-g

EVA 72.5 80.0 79.8 72.8 99.0 98.8 98.9 99.8 90.5 94.2 88.6 88.7 61.4 64.7 61.2 81.6 54.9 81.6
Vanilla FT 75.5 82.3 82.1 75.6 98.9 98.7 98.9 99.8 90.6 94.5 89.2 89.0 61.5 64.9 61.3 81.8 54.8 82.3
MVT 81.2 86.6 86.1 79.5 98.2 98.0 98.0 99.4 89.7 93.8 89.7 89.1 62.2 65.0 61.6 82.3 56.1 83.3
+FT 83.7 89.5 86.9 82.0 99.1 98.9 99.0 100.0 91.6 95.1 90.7 90.6 61.9 64.8 63.2 81.9 56.6 84.4

Furthermore, we consider domain shift by leveraging Do-
mainBed datasets. Specifically, for each dataset, we leave
one domain out as a test dataset and fine-tune on rest do-
mains. By comparing two state-of-the-art vision backbones
ViT-L and ViT-g, we show the performance comparison in
Table 2. As we can see, both MVT and MVT with fine-
tuning can significantly surpass the baseline methods. For
some scenarios such as the PACS dataset, our method can
achieve nearly 100% performance. Moreover, in several
scenarios in the VLCS dataset, both our MVT and fine-
tuning can achieve almost 10% improvements. Addition-
ally, we find that our method with fine-tuning largely sur-
passes vanilla fine-tuning baseline on both Tables 1 and 2.
Hence, we can conclude that our learning strategy can in-
deed provide effective supervisions which enhances vision
robustness under distribution shift.

3.3. Ablation Study
In this part, we conduct ablation studies to analyze each
module of MVT by using ViT-L backbone vision model.

Ablation Study on Transition Matrix Estimation. To
validate the performance of transition matrix estimation,
we compare our confidence-based uniform sampling strat-
egy to a random sampling baseline. The result on the
ImageNet-V dataset is shown in Figure 3. To quantitatively
show the superiority of our method, we compute the ℓ2
norm of the difference between one estimation and ground

truth which indicates the fidelity of the estimation. As a
result, our estimation is much more accurate by achieving
3.83 norm, compared to 4.46 of random sampling.

Figure 3. Ablation study on transition matrix estimation by com-
paring our method with random sampling and ground truth.

Ablation Study on Choosing Noisy Classes. Further,
we justify the choice of using a transition matrix to obtain
the noisy classes. As a comparison, we use the top-6 pre-
dictions as the therapy candidates and show the results in
Table 3. We can see on all datasets, our method can outper-
form the opponent with non-trivial improvements. There-
fore, leveraging the transition matrix to find the potential
noisy classes is more effective than using prediction.

Table 3. Performance comparison between choosing noisy classes
through transition matrix (MVT) and using Top-N predictions.

IN-A IN-SK IN-Val IN-R IN-V2 IN-V
Top-N Pred. 60.3 58.4 74.2 85.3 67.7 58.3
MVT 65.5 59.0 75.1 86.0 70.7 61.6
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Figure 4. Ablation study on detection score distribution. Upper:
ImageNet-A; Lower: ImageNet-V.

Table 4. Comparison of classification accuracy (%) on 5 OOD
datasets with Otter (Li et al., 2023b) and MMICL (Zhao et al.,
2023). We compare the performance on CLIP ViT-L (Radford
et al., 2021) backbone.

MLLM Method IN-A IN-R IN-SK IN-V iWildCam
None CLIP 69.3 86.6 59.4 51.8 13.4

Otter MVT 64.1 85.2 59.5 51.9 16.2
+FT 73.5 88.7 60.0 55.7 -

MMICL MVT 71.2 88.1 59.0 62.1 25.0
+FT 75.1 89.5 61.4 68.8 -

Ablation Study on Detection Score. To analyze the pro-
posed detection score on conducting diagnosing, we show
the distribution of prediction confidence provided by the
vision model, MLLM, and our detection score ∆ in Fig-
ure 4. Based on the results, we can justify our design of ∆:
In the left column, we can see the confidence of correctly
classified examples is very high, but the wrong ones show
uniform distribution. Conversely, in the middle column, al-
though MLLM poses slightly lower scores on correct ones,
it significantly suppresses the confidence of wrong ones.
As a result, we combine two scores to obtain ∆, which
can produce clearly separable distributions to benefit the
diagnosing process. Unless specified, we set the threshold
δ = 0.6 which works effectively in most scenarios.

Ablation Study on MLLM Backbone. To testify the ef-
fectiveness of MVT on different MLLM backbones, here
we instantiate our method using Otter (Li et al., 2023a)
and compare it to the previous realization on MIMIC (Zhao
et al., 2023). The result is shown in Table 4. We can see that
both the implementation on MMICL and Otter show supe-
rior performance to the employed vision encoder backbone.
Although the performance slightly differs between Otter
and MMICL, which could be due to the model capacity and
their training strategy, we can generally conclude that our
MVT method is applicable to different MLLMs backbones
with ICL and could further benefit from more sophisticated
MLLMs in the future.

3.4. Performance Analysis
Further, we conduct qualitative analysis to thoroughly val-
idate the effectiveness of our MVT.

Figure 5. Performance analysis
by varying the number of top-
N chosen noisy classes.

Figure 6. Performance analysis
by varying the number of re-
trieved exemplars.

Choice of Top-N Noisy Classes. To study how a var-
ied number of chosen noisy classes could affect the perfor-
mance of our method, we change the top-N number from 2
to 12, and show the result on ImageNet-R, ImageNet-V, and
ImageNet-Sketch datasets in Figure 5. We find a common
phenomenon that either too small or too large a number
of N could hurt the performance. This could be because
that small N would ignore too many potential ground-truth
classes. In contrast, large N includes too many choices
that could interfere with the final prediction. Setting N to
6 could be an ideal choice for ImageNet-based datasets.

Effect of Retrieval Numbers. In our experiments, we re-
trieve exemplars for 3 times and average the predictions. To
further investigate the effect of varied retrieval numbers, we
change the number of retrievals from 3 to 18 and conduct
experiments on the same OOD datasets as above. Specifi-
cally, we consider one positive and negative pair for a sin-
gle DICL round as one retrieval. We repeat this process
for R times and ensemble the MLLM predictions through
1
R

∑R
r [zc[True]r, zc[False]r]. In this way, it is possible that

MLLM predictions would be more accurate. The result
is shown in Figure 6. We observe that the performance
steadily improves as the retrieval number increases, how-
ever, the performance gains vanish when the retrieval num-
ber becomes too large. Moreover, large retrieval numbers
would multiply the computation cost. Therefore, it is sug-
gested to set the number to a reasonably small value.

57.0 59.4

61.560.2

fe
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e

lo
gi
t

mostleast

86.7 87.7

88.787.9

fe
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e
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gi
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ImageNet-R ImageNet-V

Figure 7. Performance analysis
on different retrieval strategies.

Performance of Differ-
ent Retrieval Strategy.
As shown by Alayrac et
al. (Alayrac et al., 2022),
Retrieval-based In-Context
Example Selection (RICES)
can significantly affect the
ICL performance. Therefore,
here we investigate its influence. Specifically, we propose
two retrieval strategies, namely feature-based retrieval and
logit-based retrieval. The former one is based on feature
similarity and the latter one is based on the prediction logit.
For each strategy, we conduct experiments on selecting
the most similar examples and the least similar examples,
which are denoted as “most” and “least”, respectively. The
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Figure 8. Performance analysis
on in-context exemplars with
distribution shift.

Figure 9. Performance analysis
by varying the length of in-
context exemplars.

results are shown in Figure 7. Apart from the intuitive
finding that least-similar retrieval is inferior to selecting
the most-similar one, we also observe that logit-based
retrieval is more effective than feature-based one. We
assume this is due to the image classification task is more
related to logit value rather than feature similarity.

Effect of In-Context Exemplars with Distribution Shift.
When the support set suffers from a distribution shift from
the target OOD dataset, whether DICL can still perform
robustly remains to be validated. Hence, we leave one do-
main out as our support set and leverage the rest domains as
our target OOD dataset. In comparison, we choose a small
hold-out data split as the support set which shares the same
distribution as the OOD dataset. The results are shown
in Figure 8. Surprisingly, we find that the performance is
not influenced by the distribution shift, which demonstrates
that our MVT can still be effective when exemplars are re-
trieved from different distributions.

Effect of Varying In-Context Length. Further, we an-
alyze the effect of increasing exemplar length during in-
ference. Particularly, we consider one positive and nega-
tive exemplar pair as length 1. Here we vary the length
from 1 to 5 and show the results in Figure 9. We observe
slight improvement when the length gradually increases
which is consistent with the theoretical findings (Xie et al.,
2021). However, when the length is longer than 4 the per-
formance drops and the predictions of MLLM become un-
stable which could be other than “True” or “False”. This
might be due to the limited capacity of MLLMs on han-
dling a certain amount of information, which is worth con-
ducting studies on sophisticated MLLMs in the future.

Performance of OOD Detection. At last, we consider a
more challenging scenario where data from open classes
could exist in the target dataset. Here we simulate this situ-
ation by choosing 60% of the classes as closed classes and
the rest are open classes. To detect such open-class data,
i.e., OOD detection (Hendrycks & Gimpel, 2016; Wang
et al., 2024a)6, we use the vision model prediction confi-

6Note that OOD detection here is different from the previous
setting: here we focus on detecting open-class data, and previous
one focuses on detecting prediction errors.
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Figure 10. OOD detection analysis. Upper: Detection score dis-
tribution on ImageNet-A; Lower: F1 scores of vision model
confidence, MLLM diagnosing confidence, and our ∆ score in
ImageNet-A, ImageNet-R, and ImageNet-V.

dence as a baseline and compare it with the MLLM diag-
nosing confidence as well as the detection score ∆ in Eq. 3.
The result is shown in Figure 10. In the upper row, we ob-
serve the similar clearly distinguishable distributions using
our score ∆ as in Figure 4. In the lower row, we show
the F1 score of each detection criterion under a threshold
varied from 0 to 1 on three datasets. When a criterion pro-
duces confidence larger than the threshold, it would pre-
dict as close-class data, other as open-class ones. Based
on the result, we find that MLLM achieves better detection
performance when the threshold is small, but vision model
confidence is relatively better when the threshold is large,
i.e., MLLM can effectively detect open classes while vision
models are better at recognizing close classes. However,
an effective detection should have a reasonable threshold
value that is neither too large nor too small and meanwhile
has a high F1 score. Hence, by combining them together,
our detection score ∆ can achieve the best F1 score when
the threshold is around the middle range.

4. Conclusion
In this paper, we propose a novel paradigm of fine-tuning
vision models via leveraging MLLMs to improve visual ro-
bustness on downstream OOD tasks. Specifically, we ef-
fectively estimate a transition matrix to help find the most
probable noisy classes. By using a positive exemplar and a
negative exemplar retrieved based on the noisy classes, we
can conduct DICL to rectify incorrect vision model predic-
tions through two stages dubbed diagnosing and therapy.
Thanks to the rectified predictions, the robustness of vision
models can be further improved through fine-tuning. We
conduct detailed theoretical analysis and extensive quanti-
tative and qualitative experiments to justify the proposed
method. Our framework can significantly reduce the cost
of training vision models and provide insights into many
visual recognition problems such as OOD detection, OOD
generalization, weakly-supervised learning, etc.
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Supplementary Material for
“Machine Vision Therapy: Multimodal Large Language Models

Can Enhance Visual Robustness via Denoising In-Context Learning”

In this supplementary material, we provide extensive quantitative and qualitative studies on a wide range of datasets to
thoroughly understand the essence of the proposed framework. First, we discuss some related works on OOD generalization
and Multimodal Large Language Models in Section A. Second, we theoretically analyze and justify the proposed DICL
strategy in Section B. Then, we elucidate the additional details of our experimental setting and implementation in Section C.
Further, we provide additional quantitative comparisons on different MLLM and CV backbone models, and different OOD
types in Section D. Finally, we perform additional analysis to further explore the effectiveness of our method in Section F.
Finally, we discuss the limitation of this work and the broader impact in Section G

A. Related Work
In this section, we provide a brief discussion of the OOD generalization problem and multimodal large-language models.

A.1. OOD Generalization

OOD data refers to those with different distributions from training data. OOD generalization aims at improving the perfor-
mance of deep models to unseen test environments. Researchers attempted to tackle the problem from different perspec-
tives, such as data augmentation, OOD detection, invariant causal mechanisms (Huang et al., 2023c;b; Zhou et al., 2021;
2022), and so on. Data augmentation is effective in improving model generalization. Typical methods involve Cutout (De-
Vries & Taylor, 2017), which randomly occludes parts of an input image; CutMix (Yun et al., 2019), which replaces a
part of the target image with a different image; Mixup (Zhang et al., 2017), which produces a convex combination of two
images; DeepAugment (Hendrycks et al., 2021a), which passes a clean image through an image-to-image network and
introduces several perturbations during the forward pass. Some methods conduct OOD detection to separate OOD data.
Typical methods include softmax confidence score (Hendrycks & Gimpel, 2016; Huang et al., 2023d), which is a baseline
for OOD detection; Outlier Exposure (OE) (Hendrycks et al., 2018), which uses unlabeled data as auxiliary OOD training
data. Energy scores are shown to be better for distinguishing OOD samples from IID ones (Liu et al., 2020). Some work
resort to causality to study the OOD generalization problem. Typical methods include MatchDG (Mahajan et al., 2021),
which proposes matching-based algorithms when base objects are observed and approximate the objective when objects
are not observed; INVRAT (Chang et al., 2020), which leveraged some conditional independence relationships induced by
the common causal mechanism assumption.

A.2. Multimodal Large Language Models

The field of vision-language models has witnessed significant advancements in recent years, driven by the growing synergy
between computer vision and natural language processing. Notably, this synergy has led to the exceptional zero-shot
performance (Hou et al., 2024) of CLIP (Radford et al., 2021), a model that employs a two-tower contrastive pretraining
approach to align image and text information. In the rapidly evolving landscape of LLMs, exemplified by GPTs (Brown
et al., 2020), LLaMA (Touvron et al., 2023a), and Vicuna (Chiang et al., 2023), it has become evident that LLMs possess
the capacity to process information from diverse domains. BLIP-2 (Li et al., 2023c), for instance, serves as a foundational
model, aligning visual features and text features using a Querying Transformer (Q-former) and utilizing OPT (Zhang
et al., 2022) and FLAN (Chung et al., 2022) as language models. Building upon BLIP-2, Instruct-BLIP (Dai et al., 2023)
has enhanced instruction-following capabilities. To further bolster the instruction-following proficiency of multi-modal
models, LLaVA (Liu et al., 2023) and Mini-GPT4 (Zhu et al., 2023a) have introduced meticulously constructed instruction
sets, which have found widespread application in various multi-modal models. mPLUG-Owl (Ye et al., 2023) introduces
a two-stage learning paradigm, first fine-tuning the visual encoder and then refining the language model with LoRA (Hu
et al., 2021). This approach effectively fuses image and text features. Some models consider additional modalities, such as
ImageBind (Girdhar et al., 2023), which simultaneously incorporates data from six modalities without the need for explicit
supervision, and PandaGPT (Su et al., 2023) which enhances its instruction-following capabilities. Several multi-modal
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models prioritize the in-context learning abilities of LLMs. Flamingo (Alayrac et al., 2022), in one of the pioneering
efforts, integrates a gated cross-attention module to align with the spaces of images and text. Otter (Li et al., 2023b) refines
OpenFlamingo (Awadalla et al., 2023), an open-source version of Flamingo, by introducing instruction-tuning datasets to
improve instruction-following abilities. Multi-Modal In-Context Learning (MMICL) (Zhao et al., 2023) is a comprehensive
vision-language model that incorporates Instruct-BLIP, enabling the analysis and comprehension of multiple images, as
well as the execution of instructions. MLLMs possess the remarkable capacity to capture intricate details and engage in
reasoning when presented with an image. Nevertheless, it remains uncertain about how to enhance visual perception by
harnessing the knowledge embedded within LLMs.

B. Theoretical Framework
Pretraining distribution formulation. We based on the in-context learning framework proposed by Xie et al. (2021).
In this framework, a latent concept ϕ from a concept space Φ defines a pretraining distribution p over prompt tokens o
observed from a vocabulary space O. To generate the desired content, we first sample a concept from a prior p(ϕ) and then
sample the tokens conditioned on the concept. We denote the total length of the pretraining examples is T :

p(o1, . . . , oT ) =

∫
ϕ∈Φ

p(o1, . . . , oT |ϕ)p(ϕ)dϕ. (9)

The conditional probability p(o1, . . . , oT |ϕ) is defined by a Hidden Markov Model (HMM). Based on the concept ϕ, a
transition matrix of the HMM hidden states h1, . . . , hT from a hidden state space H can be found.

Prompt distribution formulation. During the in-context learning process, we sample a prompt from a new distribution
pprompt, which contains n independent exemplars and 1 query example, which are all conditioned on a shared prompt
concept ϕ∗. The goal is to predict the next token based on the exemplars and the query example. Specifically, the i-th
exemplar Oi consists of a tokenized image feature xi = Oi[1 : kx], a text description to claim the class of the image
yi = Oi[kx : kx + ky], and a binary prediction to judge whether the claim of the image is “True” or “False”, which is
denoted by zi = Oi[kx + ky : kx + ky + 1] at the end of each exemplar. The generating process of the i-th exemplar is as
follows:

1. First generate a start hidden state hstart
i from prompt start distribution pprompt;

2. Given hstart
i , generate the exemplar sequence Oi = [xi, yi, zi] from p(Oi|hstart

i , ϕ∗), the generate exemplars are
conditioned on a given prompt concept ϕ∗.

The query example Q is sampled similarly without the binary prediction zq , i.e. Q = [xq, yq]. Between each exemplar and
the query example, there is a special delimiter token odelim denoting the end of each exemplar sequence. The prompt can
be formulated as follows:

[Sn, Q] = [x1, y1, z1, o
delim, x2, y2, z2, o

delim, . . . , xn, yn, zn, o
delim, xq, yq] ∼ pprompt, (10)

where Sn denotes the n independent exemplars for in-context demonstration.

Denoising In-context learning task. In our denoising in-context learning, the output prediction z for each image and
text pair [x, y] is sampled based on the prompt distribution pprompt(z|x, y):

zq ∼ pprompt(z|x, y) = Ehstart
q ∼pprompt(hstart

q |Q)[p(z|Q, hstart
q , ϕ∗)], (11)

where hstart
q denotes the hidden state corresponding to the first token of Q, i.e., the first token of xq .

Our goal is to analyze the in-context predictor fn(xq, yq) = argmaxz p(z|Sn, xq, yq) which outputs the most likely
prediction over the pretraining distribution p conditioned on the exemplars Sn sampled from the prompt distribution
pprompt. We assume the in-context predictor is trained by 0 − 1 error with n training examples L0−1(fn) = Exq,yq ∼
pprompt[1[fn(xq) ̸= yq]] and L0−1(fn) = Exq,yq,zq ∼ pprompt[1[fn(xq, yq) ̸= zq]]..

One major difference of our denoising in-context learning strategy is that we not only use positive exemplars that show
exact image-text match, i.e., (x, y) ∼ p(x, y) = pprompt(x, y), we also have negative exemplars where image and text are
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not corresponding to each other. To construct such a prompt, we have to first select the ideal y, based on the matching result
of x and y, we can further obtain the prediction z. Therefore, in the following theoretical proof, we propose to conduct
two-step analyses on y and z, respectively.

B.1. Assumptions

Our theoretical framework is built upon Xie et al. (2021), whose assumptions are also applied to our analysis.

Assumption B.1 (Delimiter hidden states). Let the delimiter hidden states D be a subset of H. For any hdelim ∈ D and
ϕ ∈ Φ, p(odelim|hdelim, ϕ) = 1 and for any h /∈ D, p(odelim|h, ϕ) = 0.

Assumption B.2 (Bound on delimiter transitions). For any delimiter state hdelim ∈ D and any hidden state h ∈ H, the
probability of transitioning to a delimiter hidden state under ϕ is upper bounded p(hdelim|h, ϕ) < c2 for any ϕ ∈ Φ\{ϕ∗},
and is lower bounded p(hdelim|h, ϕ∗) > c1 > 0 for ϕ∗. Additionally, the start hidden state distribution for delimiter hidden
states is bounded as p(hdelim|ϕ) ∈ [c3, c4].

Assumption B.3 (Distribution shift from prompt start distribution). We assume that the prompt start distribution
pprompt is close in TV distance to all hidden transition distributions (under ϕ∗) starting from a delimiter hidden state:
maxhdelim∈D TV (pprompt(h)∥p(h|hdelim, ϕ∗)) < τ/4. Here, τ = pprompt(ymax|Q) −maxy ̸=ymax

pprompt(y|Q) is the
margin between the most likely label ymax = argmaxy pprompt(y|Q) and the second most likely label.

Assumption B.4 (Well-specification). The prompt concept ϕ∗ is in Φ.

Assumption B.5 (Regularity). The pretraining distribution p satisfies: 1) Lower bound on transition probability for the
prompt concept ϕ∗: for any pair of hidden states h, h′ ∈ H, p(h|h′, ϕ∗) > c5 > 0. 2) Start hidden state is lower bounded:
for any h ∈ H, p(h|ϕ∗) ≥ c8 > 0. 3) All tokens can be emitted: for every symbol o, there is some hidden state h ∈ H such
that p(o|h, ϕ∗) > c6 > 0, 4) The prior p(ϕ) has support over the entire concept family Φ and is bounded above everywhere.

Except from the above five adapted assumptions from Xie et al. (2021), we have an another mild assumption:

Assumption B.6 (Distribution consistency). The pretraining distribution p and prompt distribution pprompt satisfy
∀(xq, yq) ∼ pprompt, p(xq, yq) = pprompt(xq, yq).

This assumption indicates that the chosen prompt distribution is a sub-distribution of the pretraining distribution and the
joint distribution of xq and yq is consistent across p and pprompt. This assumption avoids the situations where there are
concept shifts between p and pprompt, i.e., all y ∼ pprompt are known in p and can find an exact match for each xq in p.

B.2. Theoretical Proof

We first show that given a query image xq , when conditioned on a concept ϕ∗ and prompt Sn, the most probable text output
token for yq is the same as the class in the prompt distribution pprompt with maximum probability. Then, we show that:
in our denoising in-context learning, when achieving the most likely prediction z output by the MLLM predictor, the class
text yq in the pretraining distribution p is the same as the one found by the prompt distribution pprompt, which is the exact
match for the give image xq .

Before we start analyzing the binary prediction z, we first investigate the most probable class y given prompt and query
image argmaxy p(y|Sn, xq).

Theorem B.7. Assume that the above assumptions hold, if for all ϕ ∈ Φ, ϕ ̸= ϕ∗, the concept ϕ∗ satisfies the distinguisha-
bility condition:

∑k
j=1 KLj(ϕ

∗∥ϕ) > ϵϕstart + ϵϕdelim, then as n → ∞, the prediction y according to the pretraining
distribution is

argmax
y

p(y|Sn, xq, ϕ
∗) → argmax

y
pprompt(y|xq). (12)

Thus, the in-context predictor fn achieves the optimal 0− 1 risk: limn→∞ L0−1(fn) = inff L0−1(f).

The detailed proof of this theorem is similar to Xie et al. (2021), please refer to the Section D of the original paper.

Under this assumption, the in-context predictor is guaranteed to have the highest probability of generating the class descrip-
tion y that exactly matches the query image xq . In another way, when xq does not belong to y, the probability p(y|Sn, xq)
is less than the optimal value.

16



Machine Vision Therapy

Lemma B.8. Under the same condiction of Theorem B.7, the prediction z according to the pretraining distribution is

argmax
z

p(z|Sn, xq, yq, ϕ
∗) → argmax

z
pprompt(z|xq, yq). (13)

Lemma B.8 can be easily derived based on Theorem B.7 by considering y as a fixed prompt in Q.

Theorem B.9. Assume that the above assumptions hold, as n → ∞, when achieving the largest prediction probability
of z given prompt under concept ϕ∗, the corresponding class description y follows the same y obtained from the prompt
distribution:

argmax
y

p(z|Sn, xq, y, ϕ
∗) → argmax

y
pprompt(z|xq, y) (14)

Proof. Since we already have Theorem B.7, if we can prove that argmaxy p(y|Sn, xq, ϕ
∗) = argmaxy p(z|Sn, xq, y, ϕ

∗)
and argmaxy pprompt(y|xq) = argmaxy pprompt(z|xq, y), then we can complete the justification.

p(z|Sn, xq, y, ϕ
∗) =

∑
hstart
q ∈H

p(z|hstart
q )p(hstart

q |Sn, xq, y, ϕ
∗). (15)

By expanding the last term, we have:

p(hstart
q |Sn, xq, y, ϕ

∗) =
p(xq, y|hstart

q , Sn, ϕ
∗)p(hstart

q )

p(xq, y)
(16)

∝
p(xq, y|hstart

q , Sn, ϕ
∗)

p(xq, y)
(17)

where p(hstart
q ) is considered as a constant. Moreover, based on Assumption B.6, the joint distribution p(xq, y) is prede-

fined by the pretraining distribution, which does not affect the marginal distribution of z, thus we can have

p(xq, y|hstart
q , Sn, ϕ

∗)

p(xq, y)
=

p(y|Sn, xq, h
start
q , ϕ∗)p(xq|hstart

q )

p(xq, y)
(18)

∝ p(y|Sn, xq, h
start
q , ϕ∗)p(xq|hstart

q ). (19)

Since the change of y does not affect the quantity of p(z|hstart
q ), therefore, applying argmax on both sides of the equation

holds for finding the optimal y:

argmax
y

p(z|Sn, xq, y, ϕ
∗) = argmax

y

∑
hstart
q ∈H

p(z|hstart
q )p(y|Sn, xq, h

start
q , ϕ∗) (20)

= argmax
y

p(y|Sn, xq, h
start
q , ϕ∗). (21)

Similarly,

pprompt(z|xq, y) =
∑

hstart
q ∈H

p(z|hstart
q , ϕ∗)pprompt(h

start
q |xq, y), (22)

pprompt(h
start
q |xq, y) =

pprompt(xq, y|hstart
q )pprompt(h

start
q )

pprompt(xq, y)
(23)

∝ pprompt(xq, y|hstart
q ) (24)

∝ pprompt(y|xq, h
start
q )pprompt(xq|hstart

q ), (25)

argmax
y

pprompt(z|xq, y) = argmax
y

∑
hstart
q ∈H

pprompt(z|hstart
q , ϕ∗)pprompt(y|xq, h

start
q ) (26)

= argmax
y

pprompt(y|xq, h
start
q ), (27)

17



Machine Vision Therapy

where the change of y still does not affect the quantity of pprompt(z|hstart
q , ϕ∗). Since

p(y|Sn, xq, ϕ
∗) =

∑
hstart
q ∈H

p(y|hstart
q , Sn, xq, ϕ

∗)p(hstart
q |Sn, xq, ϕ

∗), (28)

pprompt(y|xq) =
∑

hstart
q ∈H

pprompt(y|hstart
q , xq)pprompt(h

start
q |xq), (29)

it is easy to find that

argmax
y

pprompt(y|xq, h
start
q ) = argmax

y
pprompt(y|xq), (30)

argmax
y

p(y|Sn, xq, h
start
q , ϕ∗) = argmax

y
p(y|Sn, xq, ϕ

∗). (31)

Thus, we have that as n → ∞,

argmax
y

p(z|Sn, xq, y, ϕ
∗) → argmax

y
pprompt(z|xq, y). (32)

Lemma B.8 and Theorem B.9 together show that when given a query image xq , if the chosen query class description yq is
the true class of xq , then under the given assumptions, the binary prediction z for judging the correctness of the image-text
pair would be the maximum value compared to all other class descriptions y ̸= yq, y ∈ Y . Therefore, we can justify that
using an in-context predictor can help identify the true class label of a given image.

C. Additional Details
We run all our experiments on 8 NVIDIA 3090 GPUs using the Pytorch framework. During MVT, we freeze the MLLM
backbone model to stop generating gradients that might cause additional computational costs. Then, for the vision encoder,
we use model.eval() to produce vision predictions. Additionally, the predictions are evaluated and corrected. Based on
the rectified predictions, we use torch.optim.Adam() or torch.optim.SGD() optimizer to fine-tune the vision
model for 3 epochs. Note that we conduct fair comparisons in each experiment by using the same optimizer. Due to the
memory of ViT-g is larger, thus we use torch.optim.SGD() to optimize ViT-g model and torch.optim.Adam()
for other vision models. The vision encoder is trained with torch.float32 precision to prevent overflow. The batch
size for ViT-L vision encoder is 16 and the batch size for ViT-g is 8 with 2 accumulation steps. The learning rate of
the training process is 5e − 7 and the cosine scheduler for ViT-L with torch.optim.Adam(). Due to limited GPU
memory, we fine-tune ViT-g with torch.optim.SGD() of learning rate 1e−4 and 0 momentum. Besides, experiments
in Sec. D.2 in the Appendix do not follow the settings mentioned above. Because the vision encoders to be fine-tuned have
a large capacity gap with the vision encoders in MLLMs. We need to fine-tune the vision encoder to match the performance
of MLLMs. Therefore, the learning rate is adjusted to 1e − 4 and the training epoch is adjusted to 20. Note that all the
fine-tuned data from the evaluation dataset are the chosen ones for therapy. Then we test the performance of all baseline
methods on a split-out test set.

In DICL, our prompt for multi-class classification tasks is as follows:

This image {replace token} shows a photo of <#text>, True or False; Answer:

where the {replace token} is further replaced by the image feature, and <#text> is further replaced by
the class name. The MMICL and Otter model we use can be found at https://github.com/haozhezhao/mic and
https://github.com/Luodian/Otter, respectively. All our fine-tuned vision models can be directly found in Openai CLIP
models: https://huggingface.co/openai.
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Table 5. Classification accuracy (%) of baseline CLIP models and our method with MMICL (Zhao et al., 2023) and Otter (Li et al.,
2023b) as the VLMs on 5 ID datasets and 5 OOD datasets. We compare the performance of our method, and the fine-tuned models
supervised by our method with the baseline models, i.e., ViT-L from CLIP (Radford et al., 2021). Fine-tuning with both MMICL and
Otter improves the classification accuracy.

MLLM Method ID OOD
IN-Val IN-V2 CIFAR10 CIFAR100 MNIST IN-A IN-R IN-SK IN-V iWildCam

None CLIP 75.8 70.2 95.6 78.2 76.4 69.3 86.6 59.4 51.8 13.4

MMICL MVT 75.2 70.8 97.9 78.9 53.0 71.2 88.1 59.0 62.1 25.0
+FT 76.9 70.5 96.7 82.0 79.2 75.1 89.5 61.4 68.8 -

Otter MVT 74.2 67.4 94.7 70.1 52.0 64.1 85.2 59.5 51.9 16.2
+FT 76.3 70.1 96.6 81.8 81.3 73.5 88.7 60.0 55.7 -

Table 6. Classification accuracy (%) of baseline CLIP models and our method with MMICL (Zhao et al., 2023) and Otter (Li et al., 2023b)
as the VLMs on 4 subsets of DomainBed datasets, including VLCS, PACS, OfficeHome, and DomainNet. We compare the performance
of our method and the fine-tuned models supervised by our method with the baseline models, i.e., ViT-L from CLIP (Radford et al.,
2021). Fine-tuning with both MMICL and Otter improves the classification accuracy.

MLLM Datasets VLCS PACS OfficeHome DomainNet Avgmethod 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3 4
None CLIP 74.9 83.5 80.3 74.5 97.8 97.4 97.5 99.4 87.7 92.7 85.7 85.6 61.1 62.1 60.2 78.4 51.1 80.6

MMICL MVT 83.8 89.0 87.2 80.3 97.6 97.5 98.0 99.4 87.7 93.4 89.0 88.5 61.3 62.1 60.4 78.7 53.4 82.8
+FT 84.2 89.8 87.9 82.5 98.0 98.2 98.0 99.8 90.9 95.0 90.9 90.8 62.5 63.8 62.4 80.1 54.0 84.0

Otter MVT 67.5 77.4 73.7 66.6 97.0 96.3 96.5 99.0 85.6 89.9 83.6 83.3 56.5 58.6 56.3 74.1 46.5 77.0
+FT 76.8 87.7 82.3 77.4 98.0 97.7 98.0 99.8 88.7 93.4 87.7 87.1 62.0 63.0 61.3 79.7 53.4 82.0

D. Additional Quantitative Comparisons
Here we provide extensive quantitative comparisons of different MLLM and vision models, in various robustness settings.

D.1. Quantitative Comparison using Otter

First, similar to Table 1 in the main paper, here we conduct additional experiments on various ImageNet-based datasets
and DomainBed datasets using ViT-L but a different MLLM backbone: Otter (Li et al., 2023b). The results are shown
in Tables 5 and 6. We find that the performance of MVT is dependent on the MLLM backbone: when using Otter as the
backbone model for MVT, the OOD performance would slightly degrade from the performance of MMICL, which could
be due to the capability of MLLM to conduct ICL. However, the rectified predictions can still contain useful information to
boost the performance of vision models. In several cases in ImageNet-Val, MNIST, and ImageNet-R, Otter with fine-tuning
can still improve the visual robustness to the best or second-best results.

Table 7. Classification accuracy (%) of baseline CLIP models and our method on 5 ID datasets and 5 OOD datasets. We compare the
performance of our method, and the fine-tuned models supervised by our method with the baseline models, including ResNet-50 and
ViT-B/32. The supervisor MLLM is MMICL (Zhao et al., 2023).

Arch Method ID OOD
IN-Val IN-V2 CIFAR10 CIFAR100 MNIST IN-A IN-R IN-SK IN-V iWildCam

RN50
CLIP 59.7 52.6 71.5 41.9 58.5 23.9 60.7 35.4 31.1 8.2
MVT 76.2 70.8 80.2 49.7 50.8 47.5 72.9 41.6 54.1 14.5
+FT 66.3 65.7 75.1 46.9 47.3 32.1 64.4 36.5 38.2 -

ViT-B
CLIP 62.9 56.1 89.9 65.0 47.9 32.2 67.9 41.9 30.5 10.9
MVT 77.5 71.0 92.5 60.4 51.5 60.6 83.0 47.8 53.1 19.3
+FT 66.3 66.0 90.1 59.5 46.6 38.8 68.7 43.1 37.6 -

D.2. MVT on Additional Vision Models

Then, we conduct MVT using MMICL but using different vision backbone models such as ViT-B and ResNet-50 on Im-
ageNet and DomainBed datasets. The results are shown in Tables 7 and 8. We can see that the performance of MVT is
quite strong compared to other vision models which shows over 10% and 4% improvements in ImageNet datasets and Do-
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Table 8. Classification accuracy (%) of baseline CLIP models and our method on 4 subsets of DomainBed datasets, including VLCS,
PACS, OfficeHome, and DomainNet. We compare the performance of our method and the fine-tuned models supervised by our method
with the baseline models, including ResNet-50 and ViT-B/32. The supervisor MLLM is MMICL (Zhao et al., 2023).

Arch Datasets VLCS PACS OfficeHome DomainNet Avgmethod 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3 4

RN50
CLIP 75.0 82.3 81.3 75.0 91.3 90.3 90.0 96.2 71.7 80.9 69.4 67.8 47.2 46.8 44.9 64.0 32.9 71.0
MVT 84.3 88.0 88.7 81.8 96.0 96.1 95.4 98.8 77.2 85.3 77.5 75.4 46.1 46.3 43.4 61.7 33.2 75.0
+FT 83.7 87.3 88.1 81.3 95.6 95.7 95.1 98.6 75.9 85.0 75.8 74.7 45.3 45.6 43.0 60.4 32.6 74.3

ViT-B
CLIP 74.0 82.0 79.6 74.4 93.6 92.8 93.0 98.2 79.2 86.4 77.4 76.3 49.7 54.3 51.0 68.7 40.7 74.8
MVT 84.2 87.3 88.4 82.8 96.7 96.4 96.6 98.8 84.0 89.3 82.9 81.5 49.5 53.1 51.5 69.9 41.7 78.5
+FT 76.0 84.8 81.3 81.6 92.9 88.8 89.4 93.3 81.1 88.3 80.8 77.7 47.2 52.5 48.7 66.9 40.5 74.8

mainBed datasets, respectively. Especially on ImageNet-V2, ImageNet-A, ImageNet-R, and ImageNet-V, the performance
improvement of MVT are encouragingly over 15%, 24%, 12%, and 23%, respectively. After fine-tuning, the performance
can be improved in most cases, such as ResNet-50 is further improved by 13.1% and 3.3% correspondingly on ImageNet-
V2 and DomainBed thanks to MMICL.

Table 9. Classification accuracy (%) of baseline CLIP models and our method with MMICL (Zhao et al., 2023) as the VLM on 15
corruptions and 5 severities of ImageNet-C datasets. We compare the performance of our method and the fine-tuned models supervised
by our method with the baseline models, i.e., ViT-L from CLIP (Radford et al., 2021). The fine-tuned models with our MVT method
have the best performance.

Arch Datasets Gaussian Noise Shot Noise Impulse Noise
method 1 2 3 4 5 avg 1 2 3 4 5 avg 1 2 3 4 5 avg

M
M

IC
L

CLIP 69.8 66.7 59.7 46.9 30.6 54.7 70.5 64.9 57.7 43.6 32.1 53.8 65.7 60.2 55.9 45.0 32.7 51.9
MVT 70.1 67.5 61.2 49.8 33.6 56.4 70.8 66.8 59.2 46.1 35.6 55.7 66.3 61.9 58.4 47.5 35.6 53.9
+FT 71.0 67.9 61.3 48.7 33.5 56.5 72.0 67.1 60.1 46.1 35.2 56.1 68.5 64.2 59.8 48.9 35.8 55.4

Defocus Blur Glass Blur Motion Blur
1 2 3 4 5 avg 1 2 3 4 5 avg 1 2 3 4 5 avg

CLIP 66.1 62.4 53.0 43.4 35.0 52.0 65.5 59.3 40.5 33.8 25.4 44.9 70.9 66.8 59.9 49.5 41.8 57.8
MVT 67.1 63.3 55.8 47.6 38.8 54.5 67.1 61.3 42.8 36.0 29.4 47.3 71.9 67.7 60.9 51.5 43.2 59.0
+FT 68.8 64.1 56.3 47.4 38.4 55.0 68.9 64.8 45.2 37.6 30.2 49.3 72.8 69.1 62.1 52.7 45.3 60.4

Zoom Blur Snow Frost
1 2 3 4 5 avg 1 2 3 4 5 avg 1 2 3 4 5 avg

CLIP 62.2 55.9 49.8 43.9 37.3 49.8 68.3 61.2 61.9 56.1 52.6 60.0 68.5 61.2 53.8 51.1 46.6 56.2
MVT 64.1 57.3 52.0 45.7 38.7 51.6 69.2 61.5 62.9 57.1 54.0 60.9 69.5 61.5 54.2 52.7 47.4 57.1
+FT 65.2 59.2 54.2 48.8 41.4 53.8 70.6 63.9 64.6 59.2 55.6 62.8 71.9 65.2 57.9 56.4 51.5 60.6

Fog Brightness Contrast
1 2 3 4 5 avg 1 2 3 4 5 avg 1 2 3 4 5 avg

CLIP 69.8 67.9 65.0 61.3 52.0 63.2 74.3 74.0 72.8 70.6 68.1 72.0 70.6 69.3 64.8 52.4 35.1 58.4
MVT 70.7 69.2 66.5 62.6 53.8 64.6 74.7 74.1 72.6 71.1 68.8 72.3 70.9 69.9 65.1 52.9 36.9 59.1
+FT 72.5 71.3 69.5 67.1 60.3 68.1 76.0 75.1 74.3 73.1 71.1 73.9 73.5 73.5 70.2 59.2 42.7 63.8

Elastic Pixelate JPEG
1 2 3 4 5 avg 1 2 3 4 5 avg 1 2 3 4 5 avg

CLIP 69.2 50.6 64.1 53.1 30.4 53.5 71.0 70.4 66.2 60.1 54.6 64.5 70.8 67.7 65.1 58.0 45.3 61.4
MVT 70.0 51.1 65.8 55.2 32.7 55.0 71.7 70.7 66.5 61.9 57.3 65.6 72.5 69.6 67.5 60.5 47.7 63.6
+FT 70.7 53.6 67.7 58.5 32.2 56.5 72.8 71.8 69.1 62.9 57.7 66.9 71.2 68.9 65.8 60.0 48.8 62.9

D.3. Robustness against Visual Corruptions

Further, we consider the visual robustness against image corruptions by evaluating our method on a robustness benchmark:
ImageNet-C (Hendrycks & Dietterich, 2019). Specifically, there are 15 different types of corruption with different cor-
ruption severities varied from 1 to 5. Here we cover all scenarios to evaluate our method using MMICL as a backbone
model and a baseline method CLIP ViT-L. The results are shown in Table 9. We can see that our method shows very strong
performance in all scenarios. Compared to CLIP, using MVT can improve the performance by over 2%, and through fine-
tuning, the performance is further boosted by over 4%. The encouraging results again demonstrate the effectiveness of our
method.
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Figure 11. Figures are from Lynch et al. (Lynch et al., 2023), the letters on each images denote a certain background. There are two
spurious correlation types in the Spawrious dataset, namely O2O and M2M. In the O2O setting, each dog class is correlated to one
certain background type and different distributions have different correlation probabilities as shown by the bar below the O2O figure. As
for the M2M setting, multiple classes and backgrounds are correlated together and the correlation changes to different groups of classes
and backgrounds during testing.

D.4. Robustness against Spurious Correlation

Moreover, we consider a common distribution shift scenario where the training dataset and test dataset have different
foreground and background correlation, i.e., spurious correlation. Specifically, as shown in Figure 11 standing for the
Spawrious dataset that we use, there are two different settings: One-To-One (O2O) correlation where each class is corre-
lated to one background type with a certain probability. The foreground objects in the training dataset and test dataset have
different probabilities to be combined with a certain background. For the Many-To-Many (M2M) setting, the foregrounds
and backgrounds are split into subgroups that contain multiple classes and background types. When different subgroups
are correlated together between training and test datasets, the M2M spurious correlation is formed and brings more com-
plexity. In the Spawrious dataset, there are three levels of hardness based on correlation probability difference between
training and test datasets, namely easy, medium, and hard. Here, we consider all scenarios and show the results in Table 10.
We can see that the MVT method can outperform the ViT-L and ViT-g baseline methods in all scenarios, which leads to
the conclusion that our method is robust to spurious correlations and can identify the class of interests despite the changing
backgrounds.

Table 10. Performance comparison between MVT and CLIP on robustness against spurious correlation using Spawrious dataset.

Type O2O easy O2O medium O2O hard M2M easy M2M medium M2M hard Avg.
ViT-L 94.1 95.4 93.3 96.7 95.0 92.5 94.5
MVT 95.8 96.3 93.6 96.8 95.8 92.9 95.2
ViT-g 94.6 97.0 92.6 96.7 95.6 94.8 95.2
MVT 95.3 97.4 92.8 96.8 96.6 95.4 95.7
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Figure 12. Examples of celebA photos with different attributes.

D.5. Performance on Recognizing Fine-grained Attributes

Additionally, here we further explore the capability of recognizing subtle attributes based on the CelebA dataset (Liu et al.,
2015). Particularly, we consider 12 face attributes, as shown in Figure 12. For each attribute, we testify whether a learning
model could correctly identify the attribute in a given image. Here we compare our MVT method with CLIP ViT-L and
ViT-g, and the performance of MVT produced by conducting therapy on ViT-L and ViT-g models.

Particularly, since CelebA is a binary classification task, here we design different prompts for vision models and
our MLLM. For CLIP models, we use The person in this image is <#classname> as text input, where
<#classname> of each attribute is shown in Table 11. For our method, we still designed one positive prompt and one
negative prompt for each ICL round. Specifically, for “Male” attribute, our in-context instruction is as follows:

Question: Is the person in this image {replace roken} a male? Answer: True;

Question: Is the person in this image {replace roken} a female? Answer: False;

Question: Is the person in this image {replace roken} a male? Answer:

in which is first exemplar demonstrates an image of a male positively described as male, the second exemplar shows an
image of a male negatively described as female, and finally, we ask whether the input image is a male and use the output
of MLLM as the prediction.

The results on CelebA are shown in Table 12, we observe that our method is quite effective in recognizing fine-grained
attributes and its performance significantly surpasses ViT-L and ViT-g with a large margin. Especially in attributes such as
“Blond Hair”, “Mustache”, and “Wearing Necktie”, the performance improvements are even over 10% on both two CLIP
models, and the final averaged results on all 12 attributes, the total improvements are 8.1% and 3.4% for ViT-L and ViT-g,

22



Machine Vision Therapy

Table 11. Class names for 12 chosen attributes.
Attribute -1 +1
Male a woman a man
Wear Hat not wearing a hat wearing a hat
Smiling not smiling smiling
Eyeglasses not wearing eye glasses wearing eye glasses
Blond Hair not having blond hair having blind hair
Mustache not having mustache having mustache
Attractive not attractive attractive
Wearing Lipstick not wearing lipstick wearing lipstick
Wearing Necklace not wearing necklace wearing necklace
Wearing Necktie not wearing necktie wearing necktie
Young not young young
Bald not bald bald

Table 12. Performance comparison between MVT and CLIP on recognizing fine-grained attributes using CelebA dataset.

Attr. Male Wearing Hat Smiling Eyeglasses Blond Hair Mustache Attractive Wearing Lipstick Wearing Necklace Wearing Necktie Young Bald Avg.

ViT-L 63.0 60.8 64.5 75.8 36.2 29.0 42.0 30.8 38.0 37.5 66.6 86.3 52.5
MVT 74.0 67.0 65.4 76.1 53.0 55.8 42.4 39.4 38.6 53.9 73.5 88.1 60.6
ViT-g 98.5 75.5 70.4 83.8 46.0 66.6 58.2 72.5 43.5 28.4 54.1 91.3 65.7
MVT 98.9 77.2 71.0 84.1 58.3 74.9 59.0 73.2 43.6 41.2 56.1 91.8 69.1

respectively. Therefore, it is reasonable to conclude that our method can be effectively conducted on fine-grained attribute
recognition and significantly outperforms several powerful vision models.

E. Complementary Experimental Results
Due to the non-negligible inference time of MLLMs, we cannot conduct performance evaluation of VQA and MVT on full
test set of ImageNet variants and CIFAR variants. Therefore, some results in Table 1 are conducted under a test set split. To
further fully validate our performance under the original test set, we conduct MVT on a vision model which successfully
distills the knowledge and enables efficient inference. The results are shown in Table 13. We can see that the effectiveness
of MVT is again validated on all datasets. We can also observe a similar effect to the main paper: the performance
improvement on OOD data is much more significant than that on ID data, which still validates the effectiveness of MVT
on enhancing visual robustness.

Table 13. Performance comparison on full test set evaluation.

Arch Method IN-Val IN-V2 CIFAR10 CIFAR100 MNIST IN-A IN-R IN-SK IN-V

ViT-L CLIP 75.5 69.8 95.5 78.3 76.4 70.8 87.8 59.6 51.5
MVT+FT 77.1 70.4 98.1 81.8 79.3 75.3 89.9 61.9 68.6

ViT-g EVA 80.1 73.6 98.3 88.7 62.5 69.4 92.2 68.9 64.9
MVT+FT 81.2 74.9 98.6 90.9 65.6 75.0 93.9 71.1 70.6
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F. Additional Performance Analysis
In this section, we carefully conduct additional performance analysis to further validate the effectiveness of our MVT.

F.1. Analysis on MLLM Guided Fine-Tuning

We find that our MLLM-guided fine-tuning is quite effective in further improving the prediction accuracy based on MVT
corrections. To investigate why such a fine-tuning process can help the learning performance, here we compare the pre-
diction logits of image examples from ImageNet and its variant datasets before and after the fine-tuning process. As we
already shown in Figure 4 in the main paper, our MVT framework can effectively find the examples misclassified by the
vision model, thus we randomly select some images that are further processed with our therapy and fine-tuning. The logits
are shown in Figure 13, we can observe that after fine-tuning, the predictions of the previously incorrect examples are
finally rectified which shows that the proposed MVT method is indeed helpful for visual recognition. Moreover, we also
observe that the ground truth logit values of some examples are quite small which means that the vision models are very
confident in their incorrect predictions. Thanks to our MVT, we can not only successfully find the ground truth classes, but
also help produce a less confident prediction for the previously incorrect examples. We hypothesize such an effect could
help mitigate the overfitting issue (Lin et al., 2023a; 2024) and thus generalize better on unseen OOD test sets.
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ImageNet-Val ImageNet-V2 ImageNet-A

ImageNet-R ImageNet-Sketch ImageNet-V

Figure 13. Images with the prediction logits before and after fine-tuning. Examples are randomly chosen from ImageNet-Val, ImageNet-
V2, ImageNet-A, ImageNet-R, ImageNet-Sketch, and ImageNet-V. The green boxes highlight the ground truth class logits.
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F.2. Analysis on Various DICL Designs

To justify why using just one positive-negative exemplar pair can effectively conduct vision tasks, here we provide an
analysis of using three different DICL designs. Specifically, we consider using two positive exemplars, two negative
exemplars, and two incorrect exemplars as baseline DICL designs and compare them to the original MVT results in the
main paper. For example, the three types of instructions are shown as:

Two positive exemplars:

Question: This image <IMG PRE#0> shows a photo of <PRE#0>, True or False? Answer: True;

Question: This image <IMG CLN#c> shows a photo of <CLN#c>, True or False? Answer: True;

Question: This image <IMG Query> shows a photo of <PRE#0>, True or False? Answer:

Two negative exemplars:

Question: This image <IMG CLN#c> shows a photo of <PRE#0>, True or False? Answer: False;

Question: This image <IMG CLN#c+1> shows a photo of <PRE#0>, True or False? Answer: False;

Question: This image <IMG Query> shows a photo of <PRE#0>, True or False? Answer:

Two incorrect exemplars:

Question: This image <IMG CLN#c> shows a photo of <PRE#0>, True or False? Answer: True;

Question: This image <IMG PRE#0> shows a photo of <PRE#0>, True or False? Answer: False;

Question: This image <IMG Query> shows a photo of <PRE#0>, True or False? Answer:

Table 14. Performance of using different DICL prompt designs. We also compare them with the original MVT using ViT-L and fine-
tuning performance using the MMICL backbone.

MLLM Method ID OOD
IN-Val IN-V2 CIFAR10 CIFAR100 MNIST IN-A IN-R IN-SK IN-V iWildCam

None CLIP 75.8 70.2 95.6 78.2 76.4 69.3 86.6 59.4 51.8 13.4

M
M

IC
L

Two incorrect 73.2 68.3 93.2 77.6 54.6 68.7 86.8 58.2 58.3 22.3
Two positive 74.5 69.5 94.1 77.9 56.2 69.0 87.4 57.5 60.9 23.7
Two negative 75.0 69.0 96.6 78.1 55.7 69.3 87.8 58.1 61.2 24.3
MVT 75.2 70.8 97.9 78.9 53.0 71.2 88.1 59.0 62.1 25.0
+FT 76.9 70.5 96.7 82.0 79.2 75.1 89.5 61.4 68.8 -

The results are shown in Table 14. We find that all three designs are inferior to our method MVT, thus we know that using
one positive and negative exemplar pair is the most effective instruction strategy. Moreover, we find that using Two negative
exemplars is slightly better than the other two, which manifests that negative exemplars are quite important in deciding
the effectiveness of MVT, further justifying that using a noise transition matrix to find the most probable negative classes
is essential to our method. Furthermore, we also find that using two incorrect exemplars achieves the worst performance,
even inferior to CLIP ViT-L. This could be because that feed incorrect instructions could indeed mislead the learning
performance, thus showing degradation.

F.3. Analysis on OOD Robustness

To further investigate the performance on facing OOD data with varied strengths, here we use ImageNet-C to show how
increasing the corruption severity could affect the prediction of the vision model and MLLM (MMICL). For illustration, we
randomly choose four examples from ImageNet-C and plot their top-6 prediction logits from the vision model. Moreover,
for clear comparison, we also choose the top-6 prediction classes as our therapy candidates (which is different from the
settings of MVT) to show the MLLM prediction results. As shown in Figure 14, we can see that as the severity increases,
the prediction of CLIP logit values is highly unstable. When the severity is large, the final top-1 prediction could be
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incorrect. However, the prediction of MLLM remains consistent through all severities. Even when CLIP prediction is
incorrect, MLLM can still correctly find the ground truth classes. Only when there is no ground truth in top-6 predictions,
MLLM can be uncertain about the final prediction. Therefore, the robustness of MLLM against corruption could justify
that our MVT is quite effective on OOD tasks compared to vision models.

Severity 1 Severity 2 Severity 3 Severity 4 Severity 5

Severity 1 Severity 2 Severity 3 Severity 4 Severity 5

Figure 14. Robustness analysis using ImageNet-C. The first two rows are examples of Glass Blur corruption, and the last two rows are
examples of Shot Noise corruption. The green boxes highlight the logits of ground truth classes, and the orange boxes denote there are
no ground truth predictions in the CLIP top-6 predictions.
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Figure 15. OOD detection performance on ImageNet-A, ImageNet-R, ImageNet-V, ImageNet-Sketch, ImageNet-Val, and ImageNet-V2
datasets using ViT-L. The first three columns: Density distribution of different OOD detection scores; The last column: F1 score values
by varying the OOD detection threshold δ.
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Figure 16. First three rows: OOD detection performance on MNIST, CIFAR10, and CIFAR100 datasets using ViT-L. Last three rows:
OOD detection performance on ImageNet-A, ImageNet-R, and ImageNet-V datasets using ViT-g. The first three columns: Density
distribution of different OOD detection scores; The last column: F1 score values by varying the OOD detection threshold δ.
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Figure 17. OOD detection performance on ImageNet-Sketch, ImageNet-Val, ImageNet-V2, MNIST, CIFAR10, and CIFAR100 datasets
using ViT-g. The first three columns: Density distribution of different OOD detection scores; The last column: F1 score values by
varying the OOD detection threshold δ.
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F.4. Analysis on OOD Detection

As an extension of the main paper, here we further provide more results on OOD detection. We consider ImageNet-A,
ImageNet-R, ImageNet-V, ImageNet-Sketch, ImageNet-Val, ImageNet-V2, MNIST, CIFAR10, and CIFAR100 datasets
using both ViT-L and ViT-g models. The results are shown in Figures 15, 16, 17. We can observe similar phenomenons
as in the main paper: MLLM can effectively identify open-class data and vision models can identify close-class data. By
combining the prediction confidence of MLLM and vision models, our detection score ∆ can be successfully leveraged
to conduct OOD detection, and the F1 score of ∆ can achieve the largest value with a reasonable detection threshold δ.
Still, some datasets are relatively challenging compared to other datasets: ImageNet-Sketch and MNIST. This could be due
to that the classification performance on these two datasets is not outstanding, about 50% to 68% for both vision models
and MLLMs. Moreover, the patterns of such two datasets are quite simple: both of them are handwritten lines without
complex natural features, which could further hinder the extraction of useful knowledge, thus leading to sub-optimal
detection performance. Overall, the OOD detection performance of MVT is effective on most datasets and the capability
of recognizing unknown examples could provide insight to the OOD detection field. We plan to further investigate its
potential in future works.

G. Limitation and Broader Impact
In this paper, we proposed an effective framework that aims to enhance the visual robustness of vision models by exploiting
the knowledge of MLLMs instead of requiring additional human annotations. Based on our proposed DICL strategy, the
paradigm of MLLMs can be perfectly aligned to vision tasks and achieve encouraging results. However, we found that
the performance of our MVT is highly related to the ICL capability of MLLMs. Moreover, since there are only two
existing MLLMs that possess multimodal ICL power, the potential of our MVT framework could be further improved
when sophisticated MLLMs with multimodal ICL abilities are developed in the future. We hope our work could bring
insight into the multimodal learning field with our DICL to achieve alignment between MLLMs and vision learning tasks.
Based on our work, we believe many traditional fields that are related to visual recognition such as weakly-supervised
learning, OOD detection, and fine-grained image classification could be further advanced by effectively leveraging the
knowledge of MLLMs.
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