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Abstract

Point tracking in videos is a fundamental task with appli-
cations in robotics, video editing, and more. While many
vision tasks benefit from pre-trained feature backbones to
improve generalizability, point tracking has primarily re-
lied on simpler backbones trained from scratch on synthetic
data, which may limit robustness in real-world scenarios.
Additionally, point tracking requires temporal awareness
to ensure coherence across frames, but using temporally-
aware features is still underexplored. Most current methods
often employ a two-stage process: an initial coarse predic-
tion followed by a refinement stage to inject temporal in-
formation and correct errors from the coarse stage. These
approach, however, is computationally expensive and po-
tentially redundant if the feature backbone itself captures
sufficient temporal information.

In this work, we introduce Chrono, a feature backbone
specifically designed for point tracking with built-in tem-
poral awareness. Leveraging pre-trained representations
from self-supervised learner DINOv2 and enhanced with
a temporal adapter, Chrono effectively captures long-term
temporal context, enabling precise prediction even without
the refinement stage. Experimental results demonstrate that
Chrono achieves state-of-the-art performance in a refiner-
free setting on the TAP-Vid-DAVIS and TAP-Vid-Kinetics
datasets, among common feature backbones used in point
tracking as well as DINOv2, with exceptional efficiency.
Project page: https://cviab-kaist.github.io/
Chrono/

1. Introduction

Point tracking aims to track any point within a casual video,
which has wide-ranging applications such as robotics [46],
video editing [23], and view synthesis [48]. It involves es-
tablishing correspondences of specific points across frames
to determine their positions over time and whether they are
visible or occluded. Accurate point tracking is challenging
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Figure 1. Chrono is a highly precise, temporally-aware feature
backbone specifically designed for point tracking. Without relying
on extensive iterative refinement [11-13, 19, 25] or test-time opti-
mization [45, 47], our model demonstrates a significant improve-
ment over existing feature backbones such as TSM-ResNet [31].

due to complex motions, occlusions, and deformations [11—
14]. Achieving robust tracking requires effective matching
of points across frames and a comprehensive understanding
of temporal dynamics.

In many computer vision tasks such as segmentation, ob-
ject detection, and depth estimation, it is often beneficial to
use pre-trained feature backbones along with task-specific
heads [4, 6-8, 21]. These backbones, trained on large-scale
datasets, offer robust representations that enhance general-
izability to real-world data. In contrast, point tracking mod-
els often rely on simpler backbones such as ResNet [20]
and are frequently trained from scratch [11-13, 19, 25] on
synthetic dataset [16, 52]. This difference raises an impor-
tant question: Could point tracking similarly benefit from
adopting pre-trained feature backbones?

While these backbones are often pre-trained on single-
image tasks [15, 32, 36, 45, 51], point tracking inher-
ently demands temporal awareness to maintain coherence
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across video frames. Unlike single-image tasks, point track-
ing requires consistent point matching over time, neces-
sitating a model capable of capturing temporal informa-
tion [11, 14, 25, 26, 30, 46]. Therefore, features used in
point tracking also need to be temporally aware.

Despite its critical role, temporally-aware backbone has
been relatively under-explored in this area. Early efforts,
such as simply incorporating TSM-ResNet [31] in point
tracking models [12, 13], yielded limited improvements.
This outcome may be attributed to two factors: First, train-
ing on small synthetic datasets [16] may limit generaliza-
tion to real-world data. Second, TSM-ResNet’s temporal
awareness, constrained to adjacent frames, may not provide
long-term temporal context for point tracking.

On the other hand, point tracking methods often adopt a
two-stage process [11, 13, 14]: an initial stage that predicts
coarse tracks directly from the simple feature backbone
such as ResNet, followed by a refinement stage that intro-
duces temporal information by analyzing trajectories across
frames and iteratively refining the prediction. This pipeline
has become standard, with refinement methods aiming to
mitigate noise and enhance track smoothness [11, 14, 25,
26, 30, 46]. However, these refinement steps can be compu-
tationally demanding and query-dependent [10, 11], often
requiring temporal refinement for each query point individ-
ually, which impacts efficiency. Moreover, a strong reliance
on post-hoc refinement adds a substantial burden in correct-
ing initial prediction errors from the first stage. This error
could potentially be mitigated by leveraging features with
built-in temporal awareness.

To address these limitations, we propose a feature back-
bone for point tracking that incorporates temporal aware-
ness, dubbed as Chrono. Our key insights are twofold:
First, we leverage robust feature representations learned
from large-scale, real-world datasets. We employ DI-
NOV2 [36], a pre-trained model known for strong feature
representations across various tasks such as segmentation,
classification, and localization [29, 36]. However, these rep-
resentations are not directly compatible with point tracking
due to a lack of temporal awareness. Second, we incorpo-
rate temporal awareness by designing a temporal adapter
that enables the pre-trained backbone to process data with
temporal context, without losing its learned knowledge.
This enables the use of these strong feature backbones for
point tracking tasks. Unlike the adjacent-frame context used
in TSM-ResNet [31], our approach incorporates a temporal
context that is six times longer, enabling the capture of com-
plex dynamics and enhancing tracking performance.

Experimental results show that tracks estimated from
Chrono features, computed solely using soft argmax with-
out any learnable layers or additional temporal informa-
tion after feature extraction, significantly outperform tradi-
tional feature backbones commonly used in point tracking

as well as DINOv2 [36]. Specifically, Chrono achieves a

+20.6%p increase in the position accuracy on the TAP-Vid-

DAVIS [12] dataset compared to TSM-ResNet-18 [31]. Ad-

ditionally, our method demonstrates superior efficiency and

comparable performance compared to point tracking mod-
els equipped with refiners that inject temporal information
post-feature extraction. Despite the absence of learnable
layers after feature extraction, Chrono achieves high pre-
cision, underscoring that directly embedding temporal in-
formation within the features is both efficient and powerful.

This finding demonstrates that Chrono models temporal dy-

namics and motion as effectively as more complex refiner-

based methods.
In summary, our contributions are as follows:

* We highlight the lack of temporally-aware feature back-
bones and the reliance on computationally intensive re-
finement processes in current point tracking methods.

* We propose a feature backbone designed for point track-
ing that incorporates a long-range temporal adapter, en-
hancing temporal awareness over extended sequences.

* We demonstrate that our backbone produces accurate ini-
tial tracks in simple and effective manner, reducing the
need for extensive refinement and achieving both im-
proved performance and efficiency.

2. Related Work

Point tracking. PIPs [19] independently tracks a point
by fetching a local correlation around the point estimate
and gradually refining the tracking result through itera-
tion. TAP-Net [12] utilizes a shallow TSM-ResNet [31]
for point tracking, with lightweight layers added to the
backbone. TAPIR [13] integrates TAP-Net with the iter-
ative refinement from PIPs, modifying the architecture to
a convolution-based model for temporal processing. Co-
Tracker tracks multiple points simultaneously, modeling
their dependencies with a Transformer architecture. Loco-
Track [11] achieves improved correspondence using local
4D correlation, inspired by dense matching literature [9].
TAPTR [30] introduces the DETR-like [6] architecture for
point tracking. Another line of work employs test-time
optimization with regularization, such as tracking smooth-
ness, geometric constraints, and cycle consistency [45, 47].
While these methods focus on designing better architec-
tures for track refinement, the exploration of more effective
feature backbones has been relatively underexplored. Our
work focuses on developing an improved feature backbone.

Feature backbone in point tracking. Early works on
point tracking [12] explored the performance of self-
supervised feature backbones, such as VFS [49], as well
as temporally-aware features like TSM-ResNet [31]. How-
ever, the exploration of feature backbones has been rela-
tively underdeveloped compared to iterative track refine-



ment [10, 11, 13, 25]. DINO-Tracker [45] explored the
use of DINO in point tracking but it requires an hour of
optimization for each video. Recently, [2] investigated the
tracking capabilities of foundational models, such as Sta-
ble Diffusion [40] and DINOv2 [36], though the potential
to extend these models for temporal applications remains
unexplored.

Adapting large feature backbone. With recent advances
in large-scale self-supervised training [22, 36], effectively
transferring its vast knowledge has become a key challenge.
Specifically, the strong features of DINOv2 have been
adapted to various tasks. [42] fine-tunes DINO for video
tasks in a self-supervised manner. Additionally, DINO has
been applied to various correspondence tasks [1, 17, 29, 34,
43] and has demonstrated robustness in establishing corre-
spondence and semantic segmentation [1, 18, 35], showcas-
ing its rich semantics. We focus on adapting this representa-
tion to the point tracking task, enhancing its temporal con-
sistency while preserving its pre-trained knowledge.

3. Method

In this section, we introduce our temporally aware feature
backbone. We begin by formally defining the point track-
ing problem and its associated challenges. We then de-
scribe the design of our temporal adapter and its integration
with a pre-trained backbone to incorporate temporal aware-
ness. Finally, we present our approach for adapting the pre-
trained backbone and training the temporal adapter for point
tracking.

3.1. Preliminaries and Motivation

Task definition. Point tracking [10-14, 25, 30] in videos
involves establishing correspondences of specific points
across frames, determining their positions over time, and
identifying whether they are visible or occluded. Formally,
given a video sequence {Z;}/', where Z, € RH*Wx3
represents the ¢-th frame of height H and width W, and a
query point ¢ = (4,94, t,) € R at frame ¢,, the goal is to
produce a trajectory T = {p;}1—,", where p; € R? denotes
the estimated position of the point at time ¢, and an associ-
ated visibility probability V = {v;}7_', where v; € [0,1]
indicates the likelihood of the point being visible at frame ¢.

Motivation and overview. Accurate point tracking in
videos requires robust point matching across frames, a chal-
lenging task due to complex motions, occlusions, deforma-
tions, and scale variations [11, 25, 47]. Because videos con-
sist of sequences over time, considering both spatial and
temporal aspects is essential to understand point dynam-
ics. More specifically, a good feature for point tracking
must satisfy two key criteria. Spatially, it should effectively
model complex real-world data with powerful feature repre-
sentations vital for robust matching, the cornerstone of point
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Figure 2. Overall architecture of Chrono. Temporal adapters be-
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tracking [11]. Temporally, it must capture complex motions
and understand the dynamics of points over time to handle
their movement across frames.

To fulfill the spatial criterion, we utilize DINOv2 [36],
a self-supervised model trained on large-scale real-world
data, renowned for its robust feature representations across
various tasks [5, 29, 36]. However, DINOv2 lacks inherent
temporal awareness, which is essential for point tracking in
videos. To address this limitation, we introduce a temporal
adapter that supplements DINOv2’s features with temporal
information. This adapter integrates temporal understand-
ing directly into the feature extraction process, creating a
feature backbone tailored for point tracking that combines
strong spatial representations with temporal dynamics.

3.2. Temporal Adapter

Temporal awareness is essential for accurately tracking
points across frames, as it enables the model to capture mo-
tion patterns and temporal dependencies. To embed this ca-
pability within DINOv2, we design a temporal adapter that
allows the backbone to incorporate information from adja-
cent frames, enhancing its temporal sensitivity. Figure 2
illustrates the overall architecture of Chrono.



Design of the temporal adapter. Our temporal adapter is
placed between each transformer block of DINOv2 [36] to
enhance temporal modeling across multiple feature levels.
By computing adjacent features from other frames at once,
the adapter connects features from different time steps, en-
abling it to recognize motion across frames.

Each adapter follows a bottleneck structure inspired by
the ResNet [20] architecture. It begins with a 2D convo-
lutional layer Conv2D%"" with stride s that reduces the
spatial dimensions from H, x W, x Cj, to a compact
HZ’, X W; X Cout, Where Hz,> = H,/sand Wz; = W,/s. This
spatial downsampling step optimizes the representation for
efficient processing while expanding the spatial receptive
field for subsequent operations. This is formally defined as:

£ = Conv2D*""(£}"), (1)

where " € RH»*WpxCn and fout ¢ R7p*WpxCon gre the
input and output feature maps of Conv2D"" at time ¢, re-
spectively.

After downsampling, we apply a temporal attention layer
that captures dependencies within a local temporal win-
dow of size N, focusing on temporal correlations across
time [3, 41]. The local window attention is carefully cal-
ibrated to balance computational efficiency with effective
motion capture, ensuring a broad enough temporal window
without excessive resource demands. This layer operates
over the neighboring frames within the window [t—k, t+k],
where k = % For each spatial location (x,y), we com-
pute attention weights based on the similarity between the
query vector at time ¢ and key vectors from neighboring
times. The aggregated feature at time ¢ and location (z, y),
referred to as 2" (z, y), is computed as a weighted sum of
the value vectors from these neighboring frames:

k
ffnn(l",y) = Z Oé(t’n)(xa Y) - Vitn(2,9), 2

n=—k

where a/(*™) (z,y) represents the attention weights for time
offset n, computed as:

€xXp (Qt ($, y) ) Kt+n(xv y))
S rexp (Qu(z,y) - Ko (2,))

ot () = )
3
where Q, K, and V are projections of f down - ohtained
through the linear projection layers W, W, and Wy, .
After temporal attention, another 2D convolutional layer
restores the spatial dimensions back to H,, x W, x Ciy:

£,* = Conv2D"(f"™), 4

where f;* € R¥»*W»xCn_ Finally, a residual connection
adds the original input feature map to the output of the
adapter to preserve the feature representation of DINOv2:

£ =17 4+ £ (5)
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Figure 3. Point track prediction. To predict point positions, we
simply match the query points with features from other frames,
without using any learnable layers.

3.3. Point Prediction with the Feature Backbone

As shown in Figure 3, we track a query point by simply
performing feature matching using features from Chrono.
This approach avoids the need for learnable modules such
as iterative refinement, as used in [10, 11, 13, 25].

Correlation construction. Given the query point ¢ =
(x4, Yq, tq), we extract the query feature f, from the feature
map of frame ¢, at position (x4, y,) using bilinear interpo-
lation. For each frame ¢, we compute the correlation map
C; by calculating the cosine similarity between f; and the
feature map f; at every spatial location:

f;rft(xv y)

N A eI ©
where f;(z,y) is the feature vector at position (z,y) in
frame ¢, qu f;(z,y) denotes the dot product between f, and
fi(z,y), and ||f;|| and |/fi(x,y)| indicate the Euclidean
norms of f, and f;(x, y), respectively. This correlation map
C; quantifies the similarity between the query feature and
features across all spatial locations in each frame ¢.

Point prediction. To estimate the position of points in
frame ¢, we apply the soft-argmax operation to the correla-
tion map C}. The soft-argmax computes a weighted average
of all spatial positions, with weights given by the softmax
of the correlation values:

pe= > o (Cilx,y) - (x,y), @)

(z,y)

where o (Cy(z,y)) is the softmax over all spatial positions
within frame ¢:
exp (Cy(,y) - 7)

o (Cy(z,y)) Z(x',y') oxp (Co(a ) 7))’ (8)
where 7 is a softmax temperature. The soft argmax is non-
learnable and provides a differentiable method to estimate
the point’s position based on the correlation map. To en-
hance precision, we mask out positions more than M pix-
els away from the maximum correlation value, focusing the
soft argmax computation on a local neighborhood and re-
ducing the influence of irrelevant regions [28].




Training. To train Chrono, we use the Huber loss [24] to
supervise the estimated positions. The Huber loss is chosen
for its robustness to outliers compared to the squared error
loss. At each time step ¢, the loss is defined as:

Llpe — pel®
Luber(Pype) = 4 27000
Huber (D> Pt) {5, (||f>t —p - %5) , otherwise,

©))
where p; is the ground truth position, and § is a thresh-
old parameter. For occluded points indicated by the ground
truth visibility status v;, we exclude the loss computation,
effectively masking out those time steps:

Ly = (1—v;) - Luver(Pt, Pt)- (10)

By minimizing this loss over all time steps and query points,
we train the backbone to produce features for predicting ac-
curate tracked positions.

4. Experiments
4.1. Implementation Details

We implement our method using PyTorch [37]. During
training, we use AdamW optimizer [33] with a learning
rate of 1074, a weight decay of 10~%, and a batch size of
1 per GPU. All models are trained for 100,000 iterations
on 4 A100 GPUs, employing a cosine learning rate sched-
uler with warmup. For training, we use the Kubric Panning-
MOVi-E dataset [11, 13] and sample 256 query points per
batch. The hyperparameters are set as follows: the softmax
temperature is 7 = 20.0, the soft argmax pixel threshold is
M =5 and the local temporal window size is N = 13, and
the 2D convolution stride in the temporal adapter is s = 4.

4.2. Evaluation Protocol

Evaluation datasets. To assess our approach, we employ
the TAP-Vid benchmark [12], which comprises both real
and synthetic video sets. The real videos come with ac-
curate annotation tracks, while synthetic videos are paired
with perfect ground-truth trajectories. For our analysis,
we focus on the real video datasets, specifically TAP-Vid-
DAVIS and TAP-Vid-Kinetics. The DAVIS dataset [38]
provides 30 videos that include challenges such as substan-
tial scale shifts of objects, while Kinetics [27] consists of
1,189 YouTube videos featuring diverse difficulties, includ-
ing intense motion blur and abrupt scene transitions.

Evaluation metrics. We assess the accuracy of the pre-
dicted tracks using two metrics: position accuracy at vari-
ous thresholds and average position accuracy (< d%, g). Po-
sition accuracy is evaluated at five threshold levels: < &7,
< 6, < 6%, < 6%, and < 8%, representing accuracies within
pixel distances of 1, 2, 4, 8, and 16, respectively. Each

< 0% score indicates the percentage of visible ground-truth

if [|[p; —pef| <6,

points with predictions falling within the specified thresh-
old. < dy,, averages these scores to provide an overall
measure of position accuracy across all thresholds.
Following [12], we evaluate the datasets using two
modes: strided query mode and first query mode. In strided
query mode, query points are sampled along the ground-
truth trajectory at intervals of 5 frames. In first query mode,

query points are sampled from the first visible frame.

4.3. Main Results

Quantitative comparison. We evaluate our method
against the backbones [20, 31] commonly used in point
tracking [11-13, 25, 26] and DINOv2 [36] in both the
strided query (Table 1) and the first query modes (Ta-
ble 2). Specifically, we compare with ResNet-18 [20] from
TAPIR [13] and TSM-ResNet-18 [31] from TAP-Net [12],
both trained for point tracking. We report position accuracy
to demonstrate the effectiveness of temporal information in
our model.

Our small model, Chrono (ViT-S/14) with DINOv2 (ViT-
S/14), achieves state-of-the-art performance in position ac-
curacy across all thresholds, surpassing other backbones.
Chrono (ViT-B/14) with DINOv2 (ViT-B/14) delivers even
better results. Across both Kinetics and DAVIS datasets,
in the strided and first query modes, Chrono (ViT-S/14)
and Chrono (ViT-B/14) consistently outperform ResNet-18,
TSM-ResNet-18, and other DINOv2 variants in PCK ac-
curacy at all thresholds. The high accuracy at < §° un-
derscores the precision of Chrono features in point track-
ing, with further gains at higher thresholds. At < §%,
only Chrono backbones achieve over 90% accuracy on the
DAVIS dataset in strided mode. Both Chrono (ViT-S/14)
and Chrono (ViT-B/14) reach the highest position accuracy
among backbones, demonstrating Chrono ’s ability to effec-
tively model spatial and temporal information in videos.

Qualitative comparison. We visualize the estimated
tracks from the DAVIS dataset, with a qualitative com-
parison shown in Figure 4. Unlike other methods, which
produce highly jittery and inconsistent tracks over time,
Chrono generates temporally smooth and accurate tracks.
This jitter in other methods is expected as they lack aware-
ness of neighboring frames. In contrast, Chrono utilizes
temporal adapters to maintain frame-to-frame consistency,
allowing it to produce smooth tracks even when individual
frame estimates are less stable.

4.4. Analysis and Ablation Study

Comparison to point tracking with iterative refiner. As
shown in Table 3, Chrono, although solely a feature back-
bone without a refiner, achieves point estimation precision
comparable to full pipelines with refiners, while demon-
strating significantly higher efficiency.
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Figure 4. Qualitative comparison of complex real-world video tracking. We qualitatively compare the results generated by Chrono
with those from other commonly used backbones in point tracking and as well as DINOv2. Our model demonstrates better smoothness

and precision than other competitors.

Kinetics-Strided

DAVIS-Strided

Backbone <8 <8 <8 <8 <ot o<an, | <8 <8 <8 <6 <ot <,
ResNet-18 [13, 20] 105 353 657 813 886 563 | 97 311 606 783 870 533

TSM-ResNet-18 [12,31] | 9.15 332 64.6 79.2 86.5
DINOv2 (ViT-S/14) [36] | 49 158 419 738 86.0
DINOv2 (ViT-B/14) [36] | 59 18.6 459 757 869

54.5 82 268 536 735 839 49.2
44.5 73 227 529 80.0 895 504
46.6 100 28.6 595 829 874 544

Chrono (ViT-S/14) 322 552 739 84.0 887
Chrono (ViT-B/14) 335 572 758 858 90.2

68.5 318 592 788 884 922 701

Table 1. Quantitative comparison on the TAP-Vid datasets [12] with the strided query mode. Compared to DINOv2 and previous

feature backbones used in point tracking, our model shows a significant

Unlike other models, which require refiners to inject
temporal information for each query point, Chrono embeds
temporal awareness directly in the feature backbone. This
approach significantly increases throughput, with Chrono
(ViT-B/14) achieving 12.5 times the speed of TAPIR while
maintaining only a 3.5%p difference in precision, and
Chrono (ViT-S/14) delivering 16.4 times the throughput.
These results demonstrate that Chrono provides a simple yet
highly effective solution, offering performance comparable
to refiner-based models without requiring iterative process-
ing. We define the number of learnable parameters after
feature extraction as the number of refiner parameters.

Analysis on Chrono as a backbone in existing point
tracking pipeline. In Table 4, we present an analysis of

performance boost.

the impact of adding a refiner after our model to investi-
gate its ability as a feature backbone within a point tracking
pipeline that uses iterative refinement [11, 13, 19, 25]. To
assess the ability to predict precise occlusion status, we use
occlusion accuracy (OA) and the Average Jaccard (AJ) met-
ric [12], which measures both position and occlusion.

For our experiment, we incorporate the iterative refiner
from LocoTrack [11]. Since LocoTrack utilizes three lev-
els of hierarchical features from ResNet, we apply a sim-
ple convolutional upsampler to our single-resolution feature
map. Specifically, using transposed convolution [50], we
generate a 2 x feature map with a 4 x channel reduction and
then a 4 x feature map with a further 2 x channel reduction.
We freeze our model and train the convolutional upsam-
pler and the LocoTrack refiner on the Kubric [16] panning



Backbone Kinetics-First DAVIS-First
<8 <ot <8 <8 <8t <o, | <00 <d <8 < <ot <ol

ResNet-18 [13, 20] 8.6 288 565 742 833 50.3 9.0 273 549 737 84.1 49.8
TSM-ResNet-18 [12,31] | 7.8 28.1 552 714 802 48.6 7.3 23.1 4677 66.6 79.2 44.6
DINOv2 (ViT-S/14) [36] 42 13.6 363 659 792 39.8 6.0 199 475 737 845 46.3
DINOvV2 (ViT-B/14) [36] 5.1 16.0 400 679 804 41.9 8.9 2477 538 77.0 87.1 50.3
Chrono (ViT-S/14) 248 462 658 775 831 595 | 240 492 712 828 879 63.0
Chrono (ViT-B/14) 260 484 682 798 853 61.6 261 526 745 849 90.0 65.6

Table 2. Quantitative comparison on the TAP-Vid datasets [12] with the query first mode. Compared to other feature backbones
widely used in point tracking, our model shows exceptional performance in position accuracy.

Figure 5. Visualization of features. We visualize the features from Chrono and those from DINOv2 with PCA. Our model demonstrates

better temporal smoothness than DINOv2.

- Throughput  # of Refiner
Method < 6‘“’9 (points/sec) Params
RAFT [44] 46.3 23,405.71 4.2M
TAP-Net [12] 53.1 29,535.98 5.5K
TAPIR [13] 73.6 2,097.32 25.9M
PIPs [19] 59.4 46.43 26.0M
Chrono (ViT-S/14) 68.0 34,396.30 None
Chrono (ViT-B/14) | 70.1 26,139.86 None

Table 3. Comparison on point tracking pipelines using refiners.
Although Chrono does not use a heavy iterative refiner, it achieves
comparable performance with significantly higher throughput. All
metrics are measured on a 24-frame video using a single NVIDIA
RTX 3090 GPU, and the TAP-Vid-DAVIS dataset [12].

MOVi-E dataset [13].

Our model combined with LocoTrack surpasses the orig-
inal LocoTrack and also surpasses the performance of re-
cent state-of-the-art point trackers [10, 25]. Our model
shows a boost on all datasets, and notably, it shows a huge
boost in the RGB-Stacking dataset, achieving a +6.1 im-
provement in the AJ score. This result demonstrates the ef-
fectiveness of our approach when adopted into an existing
point tracking pipeline.

Ablation on temporal aggregation design choice. To
model temporal information in our temporal adapter, we
tested two approaches for temporal aggregation: convolu-
tion and attention. In Table 5, we present an ablation study
where only the temporal aggregation layer within Chrono
is modified, comparing 1D convolution, 3D convolution,
and 1D attention, with all other components kept constant.
While 1D convolution and 1D attention aggregate along
the temporal axis only, 3D convolution considers both spa-
tial and temporal dimensions. Due to computational con-
straints, this study was conducted on Chrono (ViT-S/14).

The results suggest that 1D attention is effective for tem-
poral aggregation, as it allows the model to capture motion
dynamics by adapting to correlations between frames. This
adaptability may contribute to improved tracking accuracy
by enabling the model to weigh information from different
frames and handle varied motion patterns and occlusions.
In contrast, temporal convolutions, with their fixed weights,
may be less effective in capturing these complex temporal
relationships.

Ablation on the number and position of temporal
adapters. In Table 6, we conduct an ablation study on the
placement of temporal adapters in Chrono, which consists
of 12 transformer blocks. We evaluate three configurations:



Method RGB-Stacking Kinetics DAVIS

A <§,, OA| Al <4, OA| Al <&, OA
Kubric-VFS-Like [16] | 57.9 72.6 91.9 | 40.5 59.0 80.0 | 33.1 48.5 79.4
TAP-Net [12] 59.9 728 904 | 466 609 850 | 384  53.1 82.3
PIPs [19] 373 510 91.6 | 353 548 774 | 420 594  82.1
RAFT [44] 440 58.6 904 | 345 525 797 | 300 463  79.6
TAPIR [13] 62.7 74.6 91.6 | 57.2 70.1 87.8 | 61.3 73.6 88.8
FlowTrack [10] - - - - - - 66.0 79.8 87.2
CoTracker [25] - - - - - - 65.9 79.4 89.9
LocoTrack [11] 771 869 932|595 730 885|678 796 899
Chrono + LocoTrack | 83.2 91.0 942 | 60.7 737 89.5| 682 802 912

Table 4. Quantitative comparison of Chrono, adapted to LocoTrack [11], on the TAP-Vid dataset with the strided query mode. Our
model shows a performance boost over LocoTrack on all datasets, with a particularly significant improvement on RGB-Stacking.

DAVIS
Method ‘ <d® <&t <8 <P <8t <,
1D Conv. 265 531 745 854 90.1 65.9
3D Conv. 27.5 543 749 855 900 66.4
1D Attn. (Ours) ‘ 29.7 564 767 86.8 90.9 68.0

Table 5. Ablation on temporal aggregation design choice. 1D
attention demonstrates the best performance compared to both 1D
and 3D convolution layers.

Configuration #of DAVIS

g Adapters | <60 <o' <d? <& <&t <o,
Early Blocks 6 23.1 478 69.8 814 86.6 61.7
Later Blocks 6 266 529 743 853 90.1 65.8
Alternating Blocks 6 269 534 743 853 900 659
All Blocks ‘ 11 ‘ 29.7 564 76.7 868 909 68.0

Table 6. Ablation on the number and position of temporal
adapter. Rather than placing the temporal adapter into early or
later blocks, or alternating blocks in DINOv2, applying it to all
layers significantly boosts performance.

placing six temporal adapters within the early six blocks,
within the later six blocks, and in alternating blocks.

Early transformer blocks often capture local details,
while later blocks tend to focus on broader, global patterns
and complex relationships [15, 39]. Therefore, it’s plausi-
ble that adapters in the initial blocks may learn local mo-
tion cues, while those in later blocks might capture overall
motion patterns. Placing adapters only in the early or later
blocks might emphasize either local or global motion, re-
spectively. While the alternating configuration shows some
improvement, it may not be optimal. Integrating temporal
adapters between each block could potentially allow for a
more balanced capture of both local and global motion pat-
terns, making features sensitive to multilevel motions and
possibly leading to better performance.

Inference time comparison. Table 7 compares our infer-
ence time with that of DINOv2 [36], measuring the time
taken to extract features for 24 frames. While our method

Inference Time

Method ‘ < Sgug (sec)
DINOV2 (ViT-S/14) [36] 39.8 0.194
DINOvV2 (ViT-B/14) [36] 41.9 0.443
Chrono (ViT-S/14) 68.0 0.575
Chrono (ViT-B/14) 70.1 1.197

Table 7. Inference Time Comparison with DINOv2. We mea-
sure inference time for processing 24 frames without point predic-
tion.

exhibits slower inference due to temporal injection into the
feature, Chrono achieves a significantly higher score than
vanilla DINOv2. This higher accuracy compensates for the
increased time required for feature extraction.

Visualization of feature with PCA. We visually compare
the feature of Chrono and DINOv2 [36] with PCA (Princi-
pal Component Analysis) in Figure 5. We reduce the feature
dimensions to three, represented as RGB in the figure.

While DINOv2’s visualizations demonstrate a noisy
background and tend to show a uniform representation
within a single object, our model produces consistent and
smooth representations over time and also shows fine gran-
ularity within the same semantic object. We believe the
temporally smooth representation and fine-grained feature
detail lead to better point tracking.

5. Conclusion

In this paper, we presented Chrono, a temporally-aware
feature backbone for point tracking that integrates pre-
trained DINOvV2 representations with a temporal adapter,
enabling long-term temporal context capture in feature
space. Through extensive experiments, we demonstrate
that embedding temporal information directly into the
feature backbone, Chrono reduces reliance on costly
refiners while achieving both accuracy and efficiency.
We anticipate Chrono will inspire advancements in ef-
ficient, temporally-aware backbones for point tracking.
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