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Abstract001

Generative AI is profoundly transforming the002
core technologies behind conversational sys-003
tems, shifting from component-based to end-004
to-end approaches. However, Large Language005
Models (LLMs) may still generate inconsis-006
tencies, a critical issue particularly in Task-007
Oriented Dialogues (TODs), where system re-008
sponses must strictly adhere to information009
from a domain knowledge base (e.g., restau-010
rants in a city). A single hallucination (e.g.,011
suggesting a non-existent restaurant) can lead012
to severe task failures. We investigate a method013
for automatically detecting inconsistencies by014
conceptualizing TODs as a Constraint Satisfac-015
tion Problem (CSP), where variables represent016
dialogue segments referencing the conversa-017
tional domain, and constraints among variables018
capture dialogue properties such as turn coher-019
ence and adherence to domain knowledge. We020
propose a pipeline that first identifies variables021
in a target dialogue and then applies a CSP022
solver to identify valid solutions. By compar-023
ing the target dialogue with valid variable as-024
signments, we can detect inconsistencies and025
suggest minimal changes to ensure dialogue026
consistency. We demonstrate the high accuracy027
of the CSP-based approach in detecting incon-028
sistencies, and provide a detailed analysis of029
our findings.030

1 Introduction031

Task-oriented dialogue (TOD) systems (McTear,032

2020; Budzianowski et al., 2018; Balaraman et al.,033

2021; Qin et al., 2023) play a crucial role in human-034

computer interaction, facilitating seamless com-035

munication between users and machines to per-036

form specific tasks. In recent years, transformer-037

based neural models have become the core tech-038

nology behind TODs. In particular, pre-trained039

large language models (LLMs) allow end-to-end040

approaches ((Bang et al., 2023; Lai et al., 2023; Qin041

et al., 2023)) that greatly simplify the development042

Knowledge Base
ID Name Area Food Price
R1 Taberna centre spanish cheap
R2 Espana centre spanish moderate
R3 Beirut centre lebanese cheap

Dialogue

User: I am looking for a restaurant serv-
ing Spanish food.

System: There are three restaurants serv-
ing Spanish food, one is cheap
and the other is moderate price
range. Which price range would
you prefer?

User: I am looking for a cheap restau-
rant in any area that serves Span-
ish food.

System: Beirut is cheap and serves
Lebanese food. Would you like
the location information?

Figure 1: An inconsistent task-oriented dialogue (TOD)
and a restaurant KB with slot-value pairs (N = Name,
A = Area, F = Food, P = Price). Bold text highlights
slot values in the dialogue. Red values indicate dialogic
inconsistencies, while purple values indicate inconsis-
tencies with the KB.

of conversational systems, with respect to more 043

complex component-based pipelines ((Young et al., 044

2013)). However, despite their impressive genera- 045

tive capabilities, it is well known that LLMs exhibit 046

significant limitations in producing outputs that ad- 047

here to the requirements of task-specific domains 048

((Ji et al., 2022; Cho et al., 2022)). In a recent 049

study, (Labruna et al., 2024), it has been shown 050

that, when asked to generate a dialogue according 051

to a given knowledge base (KB), as required by 052

TODs, state-of-the-art open source LLMs produce 053
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up to 59% of per dialogue disalignments with re-054

spect to the underlying KB. Failing to align their055

outputs with a domain KB, leads to inconsisten-056

cies that undermine LLMs reliability in real-world057

applications.058

Figure 1 shows an example of a fragment of a059

Knowledge Base (three restaurants in a city) and a060

short TOD dialogue generated by a LLM. There are061

two hallucinations in this dialogue: first, at turn S1,062

the system mentions three restaurants serving Span-063

ish food, which is not consistent with the knowl-064

edge base, where there are two such restaurants065

(this is a domain inconsistency). Second, at turn066

S2, the system introduces a Lebanese restaurant,067

which, although existing in the KB, it is not co-068

herent with the previous dialogue turns, as a Span-069

ish restaurant would have been expected (this is a070

dialogic inconsistency). Intuitively, both domain071

and dialogic inconsistencies need the whole dia-072

logue context in order to be detected: for instance,073

Lebanese appears inconsistent because the user is074

looking for a Spanish restaurant since the begin-075

ning of the conversation, while considering turn S2076

alone would result in a well formed dialogue. In077

addition, notice that three changes would make the078

whole dialogue consistent: (i) changing three with079

two at turn S1; (ii) changing Lebanese with Spanish080

at turn S2; and (iii) changing Beirut with Taberna081

at turn S2. Detecting TOD inconsistencies and, if082

possible, suggesting how to solve them, is the goal083

of this paper. The novel intuition of the paper is084

to consider dialogue consistency as a kind of Con-085

straint Satisfaction Problem (CSP (Brailsford et al.,086

1999)), under the following working hypothesis: (i)087

first, dialogue consistency can be modeled with a088

limited number of domain independent constraints089

that need to be respected by appropriate linguistic090

realizations; (ii) such constraints can be well rep-091

resented to define a CSP, whose allowed solutions092

can be identified by a CSP solver; (iii) a TOD is093

consistent if its linguistic realizations belong to the094

set of solutions allowed by a CSP solver for that095

dialogue. In the paper, we discuss how dialogue096

constraints are defined, how they can be extracted097

and modeled as a CSP, and how to set up an ex-098

perimental setting where we can empirically prove099

that a CSP solver can detect inconsistencies in a100

dialogue and suggest possible changes that make101

the dialogue consistent.102

The contributions of the paper are the following:103

• We model TOD consistency as a Constraint104

Satisfaction Problem (CSP): to the best of our 105

knowledge, this is a fully original approach. 106

• We set up a reusable experimental setting 107

where TOD consistency can be automatically 108

evaluated against a CSP solver. 109

• We show that the proposed CSP approach al- 110

lows for effective detection of inconsistent 111

TODs, achieving an accuracy of 75.9%. 112

2 Dialogue Consistency as a Constraint 113

Satisfaction Problem 114

In this section, we explore the conceptualization of 115

dialogue consistency in the CSP framework. We 116

first describe the fundamental component of a con- 117

versational domain (Section 2.1), then we elucidate 118

the various constraints that contribute to dialogue 119

coherence (Section 2.2), encompassing linguistic, 120

dialogic, and domain-based considerations. We fi- 121

nally expound upon the formalization of dialogue 122

constraints as CSPs (Section 2.3), delineating the 123

process of modeling dialogue coherence as a con- 124

straint satisfaction task. 125

2.1 TOD Conversational Domain 126

TODs typically need specific knowledge about the 127

conversational domain (e.g., a database of restau- 128

rants, a playlist of songs, etc.). As in literature 129

(Henderson et al., 2014), we assume a domain on- 130

tology providing a schema of the concepts (e.g., 131

RESTAURANT, HOTEL, MOVIE), a set of slots S 132

(e.g., FOOD, AREA, PRICE) for the concepts, and 133

the set of values that each slot can assume (e.g., EX- 134

PENSIVE, MODERATE, and CHEAP for the PRICE 135

slot). Then, a domain knowledge base (KB) com- 136

prises a collection of instances for the ontology 137

concepts, each consisting of [slot − value] pairs, 138

adhering to the domain ontology schema. 139

2.2 Dialogue Consistency 140

A TOD can be considered as a sequence of conver- 141

sational turns between a user and a system aimed 142

at achieving a specific goal. Within this framework, 143

ensuring the consistency of the dialogue is crucial 144

for effective communication between the user and 145

the system. We consider three types of constraints, 146

which need to be respected for a dialogue to be con- 147

sistent: linguistic, dialogic and domain constraints. 148

Linguistic Constraints. They are necessary to re- 149

spect general rules of language, including morpho- 150

syntactic rules (e.g., genre and number agreement) 151
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U: I'm looking for a x1=F:Spanish restaurant
S: There are x2=2 restaurants serving x3=F:Spanish cousine.

U: I'm looking for a Spanish restaurant
S: There are 2 restaurants serving Spanish cousine.

R1: N=Taberna A=centre F=spanish P=cheap
R2: N=Locos A=north F=spanish P=moderate
R3: N=Beirut A=centre F=lebanese P=cheap
R4: N=Al-Athir A=south F=lebanese P=cheap

x1 = x3
# KB[x1] = x2

x1 = x3 = Spanish
x2 = 2

or
x1 = x3 = Lebanese
x2 = 2

Consistent

DIALOGUE

KNOWLEDGE BASE

VARIABLE 
IDENTIFICATION

CONSTRAINTS
DEFINITION

CSP
SOLUTIONS

DIALOGUE
CONSISTENCY
ASSESSMENT

Step 1: Step 2: Step 3: Step 4:

Figure 2: Overview of the CSP-based methodology. In step 1 GPT-4o is used to annotate the given dialogue for
variable identification. Step 2 allocates the constraints that need to be true for the dialogue to be consistent. Step 3
uses CSP to find the possible solutions, and in step 4 the original dialogue is matched with the CSP solutions to
assess its correctness.

and syntax-based rules (e.g., the correct use of a152

preposition). For instance, consider the following153

masked utterance:154

U I look for a restaurant in <MASK>.
155

The choice of centre as a substitute for the masked156

token is valid, whereas expensive would not be157

suitable because the preposition in is rarely used to158

introduce a price in English.159

Dialogic Constraints. They maintain the seman-160

tic coherence across successive turns of the dia-161

logue, ensuring that each utterance logically aligns162

with the preceding context, thereby facilitating a163

seamless flow of information. As an example, sup-164

pose the following masked dialogue turns:165

U I would like an Italian restaurant.

S There is no <MASK> restaurant in the
centre.

166

Here both Italian and cheap would be eligible167

choices from a linguistic point of view, but only168

Italian would maintain the coherence with the pre-169

vious turn in the dialogue.170

Domain Constraints. They ensure alignment be-171

tween the dialogue content and the knowledge base172

of the system, thereby maintaining the dialogue’s173

alignment with relevant factual information. Con-174

sider, for instance, a KB with the following restau-175

rants:176

ID Name Area Food Price
R1 Mario east italian expens.
R2 Napoli centre italian cheap

177

And the following piece of masked dialogue:178

U I am looking for an Italian restaurant
in the centre.

S We have <MASK> restaurants available
for your preferences.

179

Then, the only admissible choice for the masked 180

token would be one, as selecting any other number 181

would introduce an inconsistency with the informa- 182

tion provided in the KB. 183

2.3 TOD Consistency as CSP 184

A Constraint Satisfaction Problem (CSP) (Brails- 185

ford et al., 1999; Kumar, 1992) imposes certain 186

conditions on a finite set of variables through con- 187

straints. Each variable has a finite set of possible 188

values, known as its domain, and constraints de- 189

fine the combinations of values allowed for specific 190

subsets of the variables. A constraint can be given 191

either explicitly, by enumerating the tuples allowed, 192

or implicitly, e.g., by an algebraic expression. The 193

solution of a CSP is an instantiation of all the vari- 194

ables for which all the constraints are satisfied. A 195

CSP is solvable if it has at least one solution, other- 196

wise it is unsolvable or overconstrained. 197

The hypothesis of this paper is that the dialogue 198

constraints outlined in Section 2.2 can be mod- 199

eled as CSPs. Intuitively, variables are the por- 200

tions of the dialogue that need to be constrained 201

(i.e., the MASK tokens in our examples), while 202

the range of possible values for the variables are 203

expressed, either explicitly or implicitly, in the do- 204

main KB for that dialogue. The CSP task con- 205

sists of selecting variable assignments that com- 206

ply with linguistic, dialogic, and domain con- 207

straints. To formalize this notion, consider a di- 208

alogue di for which n variables (i.e., masked to- 209

kens) x1, x2, . . . , xn have been defined. Let Di 210

denote the domain of possible values for variable 211

xi; let C be the set of constraints (i.e., linguistic, 212
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dialogic, and domain constraints) over the dialogue213

di, and let c represent a single constraint in C. The214

CSP task is to determine if there exists an assign-215

ment A = {(x1, a1), (x2, a2), . . . , (xn, an)} with216

ai ∈ Di for 1 ≤ i ≤ n, such that A satisfies all217

constraints in C. This problem can be formulated218

as follows:219

Satisfies({(x1, a1), (x2, a2), . . . , (xn, an)}, Cj)220

221

∀Cj ∈ C222

where Satisfies(A,Cj) denotes the binary relation-223

ship between an assignment A and a constraint224

Cj , indicating whether the assignment satisfies the225

constraint.226

3 Methodology227

This section outlines the process of modeling a228

TOD as a CSP, and then to assess the dialogue229

consistency using a CSP solver. The assessment230

involves three key steps for a [d,KB] pair, where231

d is a dialogue and KB is a Knowledge Base: (1)232

identification of the variables within the dialogue d233

(Section 3.1); (2) definition of dialogue constraints234

and construction of a CSP solver for the [d,KB]235

pair (Section 3.2); and (3) application of the CSP236

solver to determine if the dialogue d represents a237

feasible solution with respect to the defined con-238

straints (Section 3.3). These phases of the method-239

ology are illustrated in Figure 2.240

3.1 Identifying TOD Variables241

At step 1 (see Figure 2), we consider a TOD d and242

a KB (i.e., a set of entities described by slot-value243

pairs) related to the conversational domain of the244

dialogue. We do not assume any particular depen-245

dency between d and KB: d could be either fully246

covered by KB (i.e., all mentions of slot values247

in d are present in KB), only partially covered, or248

not covered at all. We consider CSP variables all249

text portions in d either referring to a slot value in250

KB or mentioning amounts of instances in KB.251

The rationale is that both slot values and instance252

amounts are elements that better characterize a253

TOD and are responsible for its consistency. In254

our example in Figure 1, we will obtain the follow-255

ing variables with their assignments, corresponding256

to highlighted tokens:257

[x1 = Spanish], [x2 = three], [x3 =258

Spanish], [x4 = cheap] ... [x11 = Lebanese].259

3.2 Defining TOD Constraints 260

We have established a set X of variables 261

x1, x2, ..., xn, where each variable xi can assume a 262

value either from the slot values or from amounts of 263

instances in KB. Moving to step 2 in Figure 2, we 264

now define the set of constraints C over the values 265

that can be assigned to X variables. We consider 266

the three categories of constraints introduced in 267

Section 2.2: linguistic, dialogic, and domain-based 268

constraints, and for each category we define a set 269

of domain independent patterns, which are then 270

instantiated as actual constraints on a TOD. 271

Patterns for linguistic constraints. We model 272

linguistic constraints as the need for a variable de- 273

rived from a slot value to match the semantic type 274

of its slot type. For instance, given the utterance I 275

am looking for a restaurant at x1, the value of the 276

variable x1 must belong to the AREA type. More 277

precisely, C1 is defined as follows: 278

C1 : x1 ∈ V 279

where V is the set of values belonging to the same 280

slot type as the original value. Constraint C1, is 281

meant to avoid that a variable can assume values 282

that are semantically non valid. For instance, avoid- 283

ing that x1=NORTH can be assigned to a FOOD, as 284

in I am looking for a restaurant at INDIAN, which 285

is ungrammatical in English. 286

Patterns for dialogic constraints. We consider 287

two dialogic constraints. C2 ensures that variables 288

referring to the same slot-name and slot-value in 289

d are assigned to the same value. C3 ensures that 290

variables with the same semantic type (i.e., same 291

slot-name) occurring in the same utterance are as- 292

signed to different values. Given the turn U: I want 293

an x1 restaurant. S: There are 3 restaurant that 294

serve x2, we define C2 as follows: 295

C2 : x1 = x2 296

where the aim is to keep internal coherence across 297

the dialogue turns. Given the utterance We have x1, 298

x2, or x3 restaurants., we define C3 as: 299

C3 : x1 ̸= x2, x1 ̸= x3, x2 ̸= x3 300

which captures non redundancy at the utterance 301

level. 302
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Patterns for domain-based constraints. We303

consider three domain-based constraints. All of304

them are meant to guarantee consistency between305

the number of instances mentioned in d and the306

actual number of instances present in KB. We307

distinguish three cases: C4 covers the cases when308

an utterance in d states that there are no instances309

in KB; C5 covers the cases where it is stated that310

there is at least one instance; and C6 the cases311

where there are exactly n instances.312

As for C4, consider an utterance indicating no313

results for a search: There are no restaurants serv-314

ing x1 food, assuming that there are no restaurants315

with [FOOD=x1] in KB. For this utterance, C4 is316

defined as:317

C4 : ¬∃i ∈ KB with values x1318

implying that the variable x1 can not assume a319

value that is present in an instance of the KB.320

As for C5, consider the utterance: We have many321

x1 restaurants at x2, where at least one restaurant322

with [FOOD=x1] and [AREA=x2] is supposed to323

exist in KB. For this utterance, C5 is defined as:324

C5 : ∃i ∈ KB with values x1, x2325

imposing the existence of at least one instance with326

values x1 and x2. Finally, for C6, consider the327

utterance There are x1 restaurants at x2. We define328

the constraint as:329

C6 : |{i ∈ KB with value x2}| = x1330

to check that the number of instances with value331

x2 is exactly equal to x1.332

To sum up, we have defined six general, domain333

independent (i.e., in principle they can be applied334

to any TOD), constraint patterns over the variable335

of a TOD.336

3.3 Assessing Dialogue Consistency337

After identifying all variables and constraints for338

a dialogue d, a CSP solver computes all possible339

solutions for the variables in d based on the knowl-340

edge base (KB) (step 3 in Figure 2). If one of341

these solutions matches the variable assignments342

in d, the dialogue is consistent with KB (step 4343

in Figure 2). For example, in Figure 1, the assign-344

ment [x2 = three] violates C6 (incorrect count of345

Spanish instances in KB), while [x11 = Lebanese]346

violates C2 (lack of coherence with prior turns). If347

the CSP solver finds at least one solution, the vari-348

able assignments in the dialogue must match one349

of those solutions to ensure all constraints are satis- 350

fied. Conversely, if no solution exists with respect 351

to KB, the variable assignments should either re- 352

main empty or include values not present in KB to 353

maintain consistency. When at least one solution is 354

found but none matches the variable assignments, 355

the solver identifies the most similar solution and 356

determines the minimal changes required to make 357

the dialogue consistent. This process provides a 358

detailed report highlighting specific inconsistencies 359

and suggesting corrections. 360

4 Validating CSP Performance 361

In this section we describe a controlled experiment 362

aiming at assessing the ability of the CSP-based 363

approach to detect inconsistencies in TODs, as 364

depicted in Figure 2. We first create a balanced 365

dataset of dialogues and corresponding KBs, such 366

that half of the dialogues are inconsistent, and the 367

other half is consistent. All [d, KB] pairs are then 368

passed to a pipeline of components implementing 369

the procedure in Figure 2. At the end of the pro- 370

cess, the CSP component takes a binary decision 371

about a [d, KB] pair: either it is CONSISTENT or 372

NOT-CONSISTENT. The outcome is finally com- 373

pared with the ground-truth for that pair for final 374

assessment. 375

4.1 Dialogues and KB 376

As for [d, KB] pairs, we leverage MultiWoz 2.3 377

(MWoZ) (Han et al., 2020), a popular dataset for 378

TODs. For our experiments we focus on 108 379

restaurant-related dialogues, from which 50% are 380

randomly selected as the CONSISTENT ones (all 381

MWoZ dialogues are by default consistent, as they 382

were collected through human intervention)1. The 383

remaining 50% of dialogues were randomly modi- 384

fied to make them inconsistent with respect to the 385

MWoZ KB. 386

Then, for each dialogue d, a specific KB is 387

created selecting the pertinent restaurant instances 388

from the global MWoZ KB, so that KB is aligned 389

with the content of d. Few instances of a KB can 390

be seen both in Figure 1 and in Appendix C. 391

4.2 CSP Variables and Constraints 392

Given a [d,KB] pair, as described in the previ- 393

ous section, step 1 in Figure 2 involves variable 394

1Running the CSP approach, we discovered that 10% of
MWoZ dialogues were actually inconsistent with the KB,
because of human errors. Those dialogues were removed from
the dataset.
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identification.395

As for constraints definition (step 2 in Figure 2)396

we instantiate the six constraint patterns introduced397

in Section 3.2 on the final set of variables identified398

by GPT-4o2 in the dialogue d and considering the399

KB associate to d.400

4.3 MiniZinc Constraint Solver401

For the CSP solver (step 3 in Figure 2), we use402

MiniZinc (Nethercote et al., 2007), an open-source403

constraint programming language designed for404

modeling and solving constraint satisfaction prob-405

lems. MiniZinc offers a high-level modeling lan-406

guage that enables users to define problem con-407

straints and objectives, supporting a wide range408

of constraint types. This versatility makes it well-409

suited for diverse problem domains.410

For our evaluation, we employed MiniZinc to411

obtain solutions that satisfy the dialogue con-412

straints. Among its suite of solvers, we uti-413

lized Chuffed (Chu et al., 2018), a state-of-the-414

art solver renowned for its efficiency in solving415

CSPs. Chuffed’s time-optimization capabilities are416

particularly advantageous for handling complex,417

large-scale optimization problems.418

4.4 Methods and Evaluation Metrics419

We employ four methods for classifying a [d, KB]420

pair either as a CONSISTENT or NOT-CONSISTENT.421

For all methods, results are calculated using accu-422

racy, i.e., the proportion of correct guesses with423

respect to the total [d, KB] pairs to be classified.424

Random baseline. By design, our dataset425

is balanced between CONSISTENT and NOT-426

CONSISTENT dialogues, therefore the random ac-427

curacy is 50%.428

MWoZ global variables + CSP. In this method429

variables in d are identified according to the se-430

mantic annotations provided by MWoZ and then431

passed to the CSP solver with the six constraints de-432

scribed in Section 5. If there is no valid assignment,433

then the dialogue is classified as NOT-CONSISTENT.434

This method, being based on the human annota-435

tions in MWoZ, is an upper-bound of the CSP per-436

formance.437

MWoZ local variables + CSP. This baseline438

takes a decision considering variables in each turn439

in d independently of the other turns. If at least one440

turn is inconsistent (i.e., the CSP solver does not441

2https://openai.com/index/hello-gpt-4o/

find any valid assignment), then the whole dialogue 442

is NOT-CONSISTENT. As in the previous method, 443

variables are identified through MWoZ annotations. 444

GPT4-o global variables + CSP. This process 445

uses GPT-4o, prompting the model to generate a 446

JSON output closely aligned with the MWoZ anno- 447

tation format. To ensure reliable variable extraction, 448

we employ a prompt chain for each dialogue turn. 449

The first prompt extracts candidate variables, while 450

the second prompt verifies and refines them. More 451

details on the prompts and the process are provided 452

in Appendix B. The variables are identified at the 453

global level, considering all turns in the dialogue. 454

The intuition is that complex constraints need a 455

context larger than a single turn. 456

Method accuracy (%)

RANDOM BASELINE 50.0

MWOZ GLOBAL VARIABLES + CSP 91.6
MWOZ LOCAL VARIABLES + CSP 79.0
GPT4-O GLOBAL VARIABLES + CSP 75.9

Table 1: Results on assessing CSP performance.

4.5 The CSP-pipeline Effectiveness 457

Table 1 shows the results of the experiments. The 458

upper-bound method based on MWoZ variables 459

achieves 91.6 accuracy, correctly classifying 45 di- 460

alogues as CONSISTENT (83%) and 54 correctly as 461

NOT-CONSISTENT (100%). At manual inspection, 462

the 9 false negative dialogues show a misalignment 463

between d and the associated KB, due to human 464

errors in labeling MWoZ. These results suggest 465

that the CSP method is highly effective and pro- 466

vide a clear indication that the coverage of our six 467

constraint template is very high. Notice that the 468

same method on local variables drop performance 469

to 79%, showing that TOD consistency require 470

global approaches. Finally, the end-to-end CSP 471

pipeline based on GPT-4o achieves 75.9% of ac- 472

curacy. The drop in accuracy when using GPT-4o 473

vs. MWoZ variable annotations is expected since 474

GPT-4o is not perfect in the variable identification 475

within the dialogues. As a result, this method pro- 476

duces 26 (25%) false negatives, highlighting an 477

over application of constraints. 478

There are two main findings resulting from the 479

presented experiments: (i) we implemented an end- 480

to-end CSP-based pipeline able to achieve high 481

accuracy in a task of dialogue inconsistency detec- 482

tion; (ii) the whole set of six constraint patterns 483

6
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Dataset # dialogues # variables

ALL 950 9281
1 SOLUTION 18 54
2-10 SOLUTIONS 134 868
11-100 SOLUTIONS 286 2332
101+ SOLUTIONS 306 3151

Table 2: Dialogue distribution based on CSP solutions
(MiniZinc).

defined in Section 3.2 has proven to be effective.484

5 Analysing LLM Behavior485

We analyse LLM behavior while generating dia-486

logue inconsistencies. The main research ques-487

tions are: (i) how do state-of-the-art LLMs behave488

when asked to generate consistent task-oriented di-489

alogues (TODs)? (ii) How are the six constraint490

patterns involved in solving the CSP? (iii) Can we491

accurately localize the constraints responsible for492

TOD inconsistencies?493

In the experiment, we use a corpus of 950 Multi-494

WOZ dialogues across attractions, hotel, restaurant,495

and train domains. For each dialogue d, CSP vari-496

ables are identified from MultiWOZ annotations,497

yielding a de-lexicalized dialogue ddelex. A LLM498

is then prompted to re-lexicalize ddelex consistent499

with a knowledge base KB associated with d, pro-500

ducing a re-lexicalized dialogue drelex. Finally,501

the output is checked against the MiniZinc CSP502

solver (Section 4.3) to assess the model’s capacity503

to satisfy our six constraints. This controlled setup504

investigates LLMs’ ability to respect dialogue con-505

straints.506

5.1 Language Models507

We evaluate four language models: LLaMA-3.1 8B508

(Dubey et al., 2024), GPT-3.5-Turbo (Achiam et al.,509

2023), GPT-4o (Hurst et al., 2024), and GPT-o13.510

All models receive as input ddelex and its associated511

KB to generate consistent dialogues. Inference512

is zero-shot without fine-tuning, using the official513

APIs for closed-source models and HuggingFace514

checkpoints for open ones (details in Appendix515

A.1).516

5.2 Baselines517

We introduce four baselines for dialogue re-518

lexicalization (see Appendix A.2 for full de-519

3https://openai.com/o1/

Constraint # variables % coverage
C1 9281 100%
C2 6084 66%
C3 1124 12%
C4 301 3%
C5 2369 26%
C6 4257 46%

Table 3: Number and proportion of variables affected
by each constraint.

tails): RANDOM-ALL, RANDOM-SLOT, MOST 520

FREQUENT-ALL, and MOST FREQUENT-SLOT. 521

These baselines vary in how they assign slot values 522

randomly or by frequency, either across all slots or 523

restricted by slot type. 524

5.3 Evaluation Metrics 525

We use Global Consistency Accuracy (GCA) and 526

Variable Consistency Accuracy (VCA) to evaluate 527

adherence to constraints. GCA measures the pro- 528

portion of dialogues fully satisfying all constraints, 529

while VCA evaluates accuracy at the variable as- 530

signment level by comparing with the closest CSP 531

solution (formal definitions in Appendix A.3). 532

Higher GCA and VCA indicate better dialogue 533

consistency, beyond traditional metrics like BLEU 534

or ROUGE. VCA can also localize specific errors 535

by identifying slot-value assignments that cause 536

violations. 537

5.4 Results 538

Table 2 shows the distribution of dialogues by the 539

number of CSP solutions and the number of vari- 540

ables per group. Table 3 reports the impact of each 541

constraint on the dialogue variables, showing C1 542

affects all variables, while C4 applies to fewer in- 543

stances. 544

Table 4 compares baselines and LLM perfor- 545

mance on re-lexicalizing TODs. GPT-4o and GPT- 546

o1 outperform others significantly. Table 5 shows 547

GPT-4o’s performance by CSP solution group, with 548

higher solution counts correlating with better con- 549

sistency. 550

Table 6 (in Appendix A.4) shows an ablation 551

study of constraints’ impact on consistency metrics, 552

highlighting the critical role of C6 (exact match 553

with the number of KB instances). 554
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Method GCA VCA

RANDOM-ALL 0.01 0.02
RANDOM-SLOT 0.01 0.12
MOST FREQUENT-ALL 0.01 0.11
MOST FREQUENT-SLOT 0.06 0.23
LLAMA-3.1 8B 0.03 0.08
GPT-3.5-TURBO 0.11 0.37
GPT-4O 0.14 0.41
GPT-O1 0.14 0.42

Table 4: Baselines and model performance on re-
lexicalizing TODs.

5.5 Discussion555

The results highlight that GPT-4o and GPT-o1 out-556

perform other models, though absolute GCA and557

VCA values remain moderate, indicating dialogue558

consistency remains challenging. Higher numbers559

of CSP solutions correlate with better consistency,560

suggesting that dialogues with multiple valid as-561

signments are easier for LLMs to generate cor-562

rectly. The ablation study confirms domain-based563

constraints as especially critical.564

The detailed prompt format, baseline method-565

ologies, extended metric definitions, and ablation566

study results are provided in Appendix A.567

6 Related Work568

TOD systems have been extensively investigated569

in NLP (Allen et al., 2001). Recent research has570

explored the use of neural network architectures for571

dialogue state tracking (Wu et al., 2020; Zhao et al.,572

2021) and policy learning (Su et al., 2016; Liu and573

Lane, 2017). Several metrics have been proposed to574

assess the performance of TOD systems, including575

task completion rates, user satisfaction scores, and576

objective measures for system components, such as577

precision, recall, and F1-score (Chen et al., 2017;578

Santhanam and Shaikh, 2019; Deriu et al., 2021).579

Recent studies have emphasized the importance of580

holistic evaluation frameworks that consider multi-581

ple aspects of dialogue quality (Zhang et al., 2021).582

Maintaining consistency and coherence in di-583

alogues is essential for effective communication584

between users and dialogue systems. Previous585

research has investigated various approaches to586

ensure dialogue coherence, including coherence587

modeling (Cervone et al., 2018), and coherence-588

based response generation (Cervone and Riccardi,589

2020), aiming to enhance the naturalness and flu-590

Split GCA VCA

1 SOLUTION 0.67 0.54
2-10 SOLUTIONS 0.28 0.65
11-100 SOLUTIONS 0.19 0.64
101+ SOLUTIONS 0.11 0.64

Table 5: Re-lexicalizing TODs with GPT-4o across so-
lution groups.

ency of generated dialogues. Finally, several stud- 591

ies have explored the application of CSPs to lan- 592

guage. These include early attempts to ensure co- 593

herence in generated text (Kibble and Power, 2004), 594

model preposition lexicalization using constraints 595

(Moriceau and Saint-Dizier, 2004), guide lexi- 596

cal choices through constraints (McKeown et al., 597

1997), and treat context-sensitive utterance genera- 598

tion as a CSP (Popescu et al., 2009). Differently to 599

these works, our approach focuses on detecting in- 600

consistencies in already generated TOD dialogues 601

using CSP. 602

7 Conclusion 603

Generative LLMs may produce inconsistent TODs, 604

due to misalignment between parametric memory 605

and the TOD KB. We have introduced a novel 606

approach to detect TOD inconsistencies based 607

on Constraint Satisfaction. Several experiments 608

demonstrate the feasibility of the approach, en- 609

abling to effectively identify and quantify inconsis- 610

tencies present in TODs with high accuracy (75.9% 611

with GPT-4o and CSP solver). We also analysed the 612

LLM inconsistencies when tasked to re-lexicalize 613

TODs, finding that they primarily concern domain 614

knowledge adherence, resulting in an overall accu- 615

racy of only 0.14 at the dialogue level. Our study 616

highlights the potential of CSP-based methodolo- 617

gies in evaluating dialogue consistency and identi- 618

fying areas for improvement in automated dialogue 619

generation systems. Future research should further 620

explore the application of CSP in task-oriented di- 621

alogues and investigate strategies to enhance the 622

coherence of LLM-generated dialogues, particu- 623

larly in applications with strong domain knowledge 624

requirements. 625

Limitations 626

While the proposed Constraint Satisfaction Prob- 627

lem (CSP)-based approach offers a novel and effec- 628

tive method for detecting inconsistencies in task- 629
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oriented dialogues (TODs), it presents several limi-630

tations.631

The system relies on the explicit mapping of632

dialogues into variable-constraint representations.633

Although our method is domain-independent in634

principle, the process of extracting variables and635

constraints from dialogues may require customiza-636

tion or adaptation for new domains or dialogue637

schemas.638

Our method focuses on identifying inconsisten-639

cies and suggesting minimal changes for correc-640

tion, but it does not automatically regenerate fluent641

or user-aligned responses after such modifications.642

This leaves the generation of corrected natural lan-643

guage utterances as future work.644

Finally, although our experimental results are645

promising, they are based on controlled datasets646

and manually designed inconsistencies. Further647

work is needed to assess robustness in more com-648

plex or organically generated dialogues.649

Ethical Considerations650

Use of Scientific Artifacts. We used publicly651

available task-oriented dialogue datasets for ex-652

perimentation. These datasets include MultiWOZ653

(Budzianowski et al., 2018) and variations based654

on it. Additionally, we used off-the-shelf large lan-655

guage models (LLMs) to generate new dialogues656

with intentional inconsistencies for controlled eval-657

uation. All code developed for the CSP-based in-658

consistency detection pipeline is our original con-659

tribution and will be made publicly available for660

research purposes under an open-source license.661

Licensing and Intended Use. All external662

datasets and models used in this work were em-663

ployed in accordance with their licenses. Our use664

was consistent with the intended purpose of the665

datasets (research), and we explicitly specify that666

the CSP-based system and associated data artifacts667

are intended solely for research and educational use.668

Any derivative dataset created using our framework669

also inherits this research-only restriction.670

Privacy and Data Integrity. The dialogue data671

used in this study does not include personally iden-672

tifiable information (PII), and no effort was made to673

collect or infer such data. We manually verified the674

synthetic and benchmark dialogues for inappropri-675

ate or offensive content, and none was found. Our676

system does not involve any human annotation be-677

yond the authors, so no consent or risk disclaimers678

were required.679

Documentation and Statistics. All artifacts, in- 680

cluding the experimental codebase, constraint tem- 681

plates, and synthetic dialogue generation scripts, 682

are provided with the submission. This includes 683

coverage across domains, types of slot-value in- 684

consistencies, and linguistic patterns. We report 685

the number of dialogue examples used in each ex- 686

periment, as well as their train/test splits, in the 687

experimental section. We also provide accuracy 688

scores as descriptive statistics for the evaluation. 689

Computational Resources. Model generation 690

and evaluation were conducted using a single 691

NVIDIA A40 GPU, with a total budget of approx- 692

imately 40 GPU hours. We do not fine-tune any 693

large models; our work only uses them in inference 694

mode. 695

Use of Existing Software. Our system uses stan- 696

dard NLP libraries such as Hugging Face Trans- 697

formers and MiniZinc ‘constraint‘ solver library. 698

All packages were used with default or explicitly 699

documented parameters. 700

Human Participants. No human participants 701

were recruited for this study, and no user studies 702

or annotation tasks involving external contributors 703

were conducted. Therefore, issues such as com- 704

pensation or informed consent do not apply in our 705

setting. 706
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A Detailed Experimental Setup and868

Additional Results869

A.1 Prompting Details and Inference Setup870

For dialogue re-lexicalization we employed four871

language models: LLaMA-3.1 8B, GPT-3.5-Turbo,872

GPT-4o, and GPT-o1. LLaMA-3.1 8B is a large-873

scale model fine-tuned for handling complex dia-874

logue contexts and maintaining coherence in text875

generation (Dubey et al., 2024). GPT-3.5-Turbo is876

a model specifically designed for conversational877

tasks (Achiam et al., 2023). GPT-4o is an ad-878

vanced language model recognized for its robust879

performance in various natural language process-880

ing tasks (Hurst et al., 2024). GPT-o1 is one of881

the latest update of the GPT series, designed to882

reason through complex tasks to solve harder prob-883

lems4. All models were prompted with both the884

de-lexicalized dialogue, ddelex, and its associated885

KB as input, ensuring a comprehensive context886

for producing dialogues that adhered to implicit887

constraints. Inference was conducted in zero-shot888

4https://openai.com/o1/

mode (see Appendix C) without fine-tuning, lever- 889

aging the respective APIs for closed source models 890

and the huggingface checkpoints for the open ones: 891

GPT-3.5-Turbo (2023-05-15), GPT-4o and GPT-o1 892

(2024-05-13), and LLaMA-3.1 8B (2023-07-10). 893

A.2 Baselines 894

We introduce four dialogue re-lexicalization base- 895

lines: 896

• RANDOM-ALL generates a re-lexicalized di- 897

alogue drelex by randomly assigning variables 898

in ddelex to any slot values present in the KB, 899

regardless of their slot type. 900

• RANDOM-SLOT also assigns variables ran- 901

domly but restricts the selection to values asso- 902

ciated with the same slot type as the original. 903

• MOST FREQUENT-ALL baseline assigns vari- 904

ables in ddelex to the most frequent slot values 905

found across all slots in the KB. 906

• MOST FREQUENT-SLOT baseline selects the 907

most frequent value from the same slot type 908

as the original. 909

A.3 Evaluation Metrics 910

Global Consistency Accuracy (GCA) and Variable 911

Consistency Accuracy (VCA) are the two metrics 912

used to evaluate the adherence of a dialogue to a 913

specific set of constraints. Given a re-lexicalized 914

dialogue drelex where CSP variables are assigned 915

to values, GCA measures the overall accuracy of 916

the assignments for each variable. The average 917

GCA is calculated as the proportion of dialogues 918

that fully comply with all defined constraints: 919

GCA =

∑N
i=1

(∏M
j=1 Satisfies(Ai, Cj)

)
N

920

where N is the total number of dialogues, and 921

Satisfies(Ai, Cj) is a binary indicator function that 922

returns 1 if and only if all variable assignments in 923

dialogue di comply with the constraint j, 0 other- 924

wise. On the other hand, VCA assesses the assign- 925

ment accuracy on individual variables within the 926

dialogue. We compare the dialogue assignment to 927

the solutions of the CSP solver and find the most 928

similar solution; then, we count how many variable 929

assignments coincide with the assignments of the 930

most similar solution. We formally define VCA as 931

follows: 932

V CA =

∑N
i=1|CorrectAssignments(di)|

M
933

11



where N is the total number of dialogues, M is934

the total number of variables in the dialogues,935

and CorrectAssignments(di) are the variable as-936

signments in dialogue di that coincide with the937

assignments of the most similar solution provided938

by the CSP solver. GCA and VCA provide in-939

sights into the ability of the dialogue generation940

system to maintain coherence and fidelity to the941

underlying domain knowledge while generating re-942

sponses. Higher values of GCA and VCA indicate943

better performance in terms of dialogue quality and944

consistency, unlike traditional dialogue evaluation945

metrics (e.g., BLEU, ROUGE, or perplexity).946

Additionally, the process used for computing947

VCA can be extended to identify specific errors948

within a dialogue. In cases where a dialogue is not949

among the solutions identified by the CSP, the most950

similar solution can be used to detect erroneous951

slot-value assignments. Specifically, errors are de-952

fined as slot-values that, if corrected, would result953

in a solution satisfying all constraints. This enables954

the generation of detailed reports pinpointing the955

errors in the dialogue, facilitating more targeted956

improvements.957

A.4 Ablation Study958

Table 6 presents the results of an ablation study959

we conducted. The ablation study removes one960

constraint at a time to measure impact on GCA and961

VCA. Results indicate that C6 (exact match with962

KB instances) is the most critical, followed by C1963

(hard constraints on slot values).964

Constraint GCA VCA

ALL EXCEPT C1 0.15 0.45
ALL EXCEPT C2 0.15 0.42
ALL EXCEPT C3 0.15 0.45
ALL EXCEPT C4 0.15 0.46
ALL EXCEPT C5 0.15 0.45
ALL EXCEPT C6 0.21 0.48

ALL EXCEPT

DIALOGIC
0.15 0.45

ALL EXCEPT

DOMAIN
0.23 0.56

Table 6: Ablation study: global and variable consistency
under different constraint configurations.

B Variable Identification Prompt 965

The prompt chain used to annotate the dialogue 966

turns consists of the following two prompts: 967

• Prompt-1: Analyze the given user utterance 968

and extract any slot-value pairs. The possible 969

slot types are: Area, Food, Price, Depart, Des- 970

tination. Return the output as JSON with the 971

dialog-act format. 972

• Prompt-2: Refine the given annotation for the 973

user utterance. Ensure that only slots related 974

to Area, Food, and Price are included. Cor- 975

rect any errors in the provided annotation, add 976

missing slots, and remove any irrelevant slots. 977

Return the output as JSON with the updated 978

dialog-act format. 979

The GPT-4o response to Prompt-1 is used as in- 980

put within Prompt-2, and the final output is a JSON 981

file containing annotations about slot variables. 982

The dialog-act referred to in the two prompts is 983

a JSON schema that guides GPT-4o in structured 984

output mode and resembles the MultiWOZ JSON 985

annotation schema. 986

C Re-Lexicalization Prompt 987

Below is an instruction that outlines a task, along 988

with a Knowledge Base containing domain-specific 989

information to be utilized, and a dialogue for you 990

to work on (see Figure 3). 991

Instruction: 992

Fill in the [MASK] placeholders in the dialogue 993

based on the information provided in the Knowl- 994

edge Base. Provide the updated dialogue exactly as 995

it was given, but with the placeholders replaced by 996

the appropriate values for each turn in the dialogue. 997

If a turn does not contain any placeholders, leave 998

the sentence unchanged. Turns should start with 999

either User or System. Be aware of leaving blank 1000

spaces before punctuation as in the original (e.g., 1001

“Hi ,” instead of “Hi,”). 1002
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ID Name Area Food Price
R1 Mario east italian expens.
R2 Napoli centre italian cheap

U I’m looking for a restaurant serving
<MASK> food in any area.

S There are no <MASK> restaurants in the
area.

U Well, can I get the phone number to a
<MASK> restaurant?

S Restaurant R2 serves <MASK> food.
Their phone number is 01223
355166. Can I help you with any-
thing else?

U That’s it, goodbye.

S You’re welcome, goodbye.

U I’m looking for a restaurant serving
italian food in any area.

S There are no italian restaurants in the
area.

U Well, can I get the phone number to a
cheap restaurant?

S Restaurant R2 serves italian food.
Their phone number is 01223
355166. Can I help you with any-
thing else?

U That’s it, goodbye.

S You’re welcome, goodbye.

Figure 3: Example restaurants table and dialogue inter-
actions.
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