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ABSTRACT

Machine learning models are routinely used to support decisions that affect indi-
viduals — be it to screen a patient for a serious illness or to gauge their response to
treatment. In these tasks, we are limited to learning models from datasets where
the labels are subject to noise. In this work, we study the impact of learning under
label noise at the instance level. We introduce a notion of regret for this regime,
which measures the number of unforeseen mistakes when learning from noisy la-
bels. We show that standard approaches to learn models from noisy labels can
return models that perform well at a population level while subjecting individuals
to a lottery of mistakes. We develop machinery to estimate the likelihood of mis-
takes at an instance level from a noisy dataset, by training models over plausible
realizations of datasets without label noise. We present a comprehensive empir-
ical study of label noise in clinical prediction tasks. Our results reveal how our
failure to anticipate mistakes can compromise model reliance and adoption, and
demonstrate how we can address these challenges by anticipating and abstaining
from regretful decisions.

1 INTRODUCTION

Machine learning models are routinely used to support or automate decisions that affect individuals
— be it to screen a patient for a mental illness [47] or estimate their risk for an adverse treatment
response [2]. In such applications, we fit models from datasets with label noise — i.e., where the
labels reflect a noisy observation of the outcome that we wish to predict. In practice, label noise
may arise as a result of human annotation [e.g., due to inherent ambiguity 26] or measurement
error [e.g., due to noisy readings from a wearable sensor 20]. In such cases, label noise can have
detrimental effects on model performance [10].

Over the past decade, these challenges have led to extensive work on learning from noisy
datasets [see 10, 45, for surveys]. These advances have improved our ability to mitigate label noise
at a population level. In contrast, there has been little work studying the effects of label noise at
an instance level. At a high level, this oversight reflects the fact that we cannot provide meaning-
ful guarantees on individual predictions under label noise. Even in the best-case scenario, where
we have perfectly specified distributional assumptions on label noise, we may learn a model that
performs well on average but cannot identify the points where mistakes are made (see Fig. 1).

As shown in Fig. 1, when we learn under label noise, we build a model that predicts accurately but
cannot determine where it makes its mistakes. In this regime, individuals are subject to a “lottery”
of erroneous predictions. These effects handicap model reliance, as well as any downstream ap-
plications that rely on the correctness of individual predictions - e.g., model explanations [43, 44],
post-hoc analyses [22, 30], clinical decision support [31].

In effect, label noise arises in many real-world applications where we use models to support or
automate individual decisions [see, e.g., 52, for a recent metareview of 72 cases in medicine]. In
decision support applications, our failure characterize the correctness of predictions may lead to
overreliance — as physicians to rely on predictions that may be incorrect [5, 25, 29]. In applications
for automation , our failure to characterize the correctness or confidence of predictions at an instance
level-e.g., debugging [1, 22] or by abstention [9, 16].

In this work, we study how label noise affects these individual predictions. Our work is motivated by
the fact that — even as we may be unable to resolve the effects of label noise at an instance level — we
can mitigate harm and reap benefits from models through exposition and uncertainty quantification.



2O WOOY Ui
T YOY Y f@)
1 f(i) # §i

e YoV @V V’ 1 1 Regret

Figure 1: When learning from label noise, we can train a model that performs well on average, but we cannot
anticipate where it will make mistakes. We demonstrate this on a classification task with 5 points where each
point with a positive label may be flipped with probability 30%. In this case, 4/5 points are subject to a lottery
of mistakes. In this case, the model f assigns regretful predictions to 2 points (highlighted in 1) that lose the
“lottery”. The practitioner cannot know in advance which points will lose, as any plausible noise draw could
have been drawn.

Our goal is to reveal these effects and develop machinery to mitigate them. To this end, the main
contributions of our work are as follows:

1. We introduce a notion of regret when learning from noisy datasets. Regret captures how uncer-
tainty in labels affects individual predictions and can be generalized to other settings where a
dataset exhibits uncertainty.

2. We show how learning under label noise leads to inevitable regret. Our analysis characterizes
key limitations in a wide class of methods to learn from label noise.

3. We develop a method to flag regretful predictions by training models on plausible realizations
of a clean dataset. Our method can measure the sensitivity of individual predictions under label
noise and explore common noise assumptions while allowing control over plausibility.

4. We present results from a comprehensive empirical study on clinical prediction tasks. The results
highlight the practical implications of label noise at the instance level, and demonstrate how our
approach can support safety by flagging potential mistakes.

Related Work Our work is related to a stream of research on learning from noisy labels. We
focus on applications where we cannot resolve label noise by acquiring clean labels [see e.g., 10, 45,
for surveys]. Many methods learn models in this regime by hedging for uncertainty in labels [28,
36, 39]. As we show in Section 2, these approaches can mitigate loss in model performance at
a population level yet assign unpredictable mistakes. In practice, the individuals who are subject
to unpredictability exceeds the noise rate — meaning that many of them are subject to a lottery of
mistakes. Our work highlights the limitations of this regime. In this sense, our results complement
the work of Oyen et al. [38], who characterize the lack of robustness to label noise at a population
level under general distributional assumptions.

We propose to mitigate these issues through a principled approach for uncertainty quantification.
Our approach ties in with recent work on model multiplicity, which shows how changes in the
machine learning pipeline can produce models that assign conflicting predictions [3, 6, 18, 32, 35,
48, 49] and lead to downstream effects on fairness, explanations, and recourse [4, 15, 23, 33]. With
respect to the literature on label noise, our approach is similar to the work of Reed et al. [42], who
propose training an ensemble of deep neural networks by sampling alternative realizations of clean
labels. In contrast, our procedure samples plausible realizations of clean labels and retrains plausible
models to quantify uncertainty at an individual level rather than to predict.

2 FRAMEWORK

We consider a classification task where we wish to learn a model f : X — ) to accurately predict a
label y € Y from a feature vector x € X C R4,



In a standard classification task, we would be given a dataset D = {(x;, y;) }?_, where each example
(x;,y;) is drawn from a joint distribution of random variables X and Y. Given the dataset, we
would fit a model f : X — ) that performs well in deployment — i.e., that minimizes the true risk

R(f) == Exy[I[f(X) # Y]]

We consider a variant of this task where we are given a noisy dataset D = {(z;, ;) }?_, where each
noisy label yj; represents an uncertain observation of a true label y;. We represent the uncertainty
through binary variable u; := I[y; # ¥;], which indicates that the noisy label §j; has been flipped
from its true value y;. Given u;, we can express the noisy labels in terms of true labels and vice-
versa:

Ui = Yi D u Yi = Ui D u;.
Given a noisy dataset, we denote the flips for all n examples as a vector that we call the noise draw.
Definition 1. Given a binary classification task with n examples, the noise draw u = [uy, . .., u,] C
{0,1}™ is a realization of n random variables U := [U1,...,U,] C {0,1}",

Given an example (x;, y;), each u; is drawn from Bernoulli distribution with parameters p,,|y, 2, :=
Pr(U; =1| X = x;,Y = y;). Thus, each noisy label §j; is generated by the random process:

Ui ~ Bem(pu\yi.,mi)
¥ =y © U;

We assume that the parameters p,,|y, », are specified by a noise model such as those in Table 1. In
what follows, we write p,, |y, », instead of p,, when its conditioning is clear from context.

We view the noise in a noisy dataset as the output of a single draw of label noise. We refer to this
draw as the frue draw and denote it 4™ := [uf", ..., u!f"]. In practice, the true draw "™ is fixed
but unknown. From the perspective of a practitioner, u™¢ could be any realization of the random
variable U. If they knew u'™®, they could trivially resolve label noise as they could recover the true
labels for each point as y; = g; @ ui™™.

Noise Model PGM Par teric Repr tation Inference Requirements Sample Use Case
Uniform @ pu=Pr(U=1) qu=Pr(U=1) Uniform measurement error
@ Puy =Pr(U=1]Y =y) Data-driven discovery tasks where Y is an
Class Level 5 Ty =Pr(Y =y) experimental outcome confirmed by a
@) quy =P (U=11¥ =7) hypothesis test wi
ypothesis test with type I/II error [14]

@ @ Pulyg =Pr(U=1]Y =4,G =) Tasks where noise Y changes based on
Subgroup Level @ qu‘f.g —Pr (U 17 :'g" G- r}) Ty =Pr(Y=y|G=g) annAotalor cha.ractelristics [46] or across
99 ’ : patient subpopulations [12].

@ @ Puye=PU=1|Y=yX=x) Pr (Y X —a) C}? oot Xfy iiagnf’ sis Wherel.lab; nOidsehY/
P o PR Tye =Pr(Y =y,X =x) changes based on image quality X and the
ulgw = Pr (U =Y =5X= :v) disease Y [e.g., pneunomia vs COVID 13].

Feature Level

Table 1: Common noise models expressed in terms of the noise draw U. We represent each model as a
probability distribution with parameters p, |, .. Given a dataset with noisy labels, we infer noise draws using
a posterior distribution with parameters p,,|3,, and the prior distribution 7,. We assume that p,|,,» < 0.5 to
ensure that there are more clean labels than noisy labels [36, 50].

On the Regret of Prediction Consider a practitioner who trains a model f : X — ) from a noisy
dataset using an algorithm to learn from noisy labels. In such settings, they may be able to recover
a model that performs well at a population level. However, they will be unable to determine where
their model makes mistakes. In this regime, individuals are subject to a lottery of mistakes. We say
that an individual are assigned a regretful prediction if they “win" this lottery.

Definition 2. Consider a classification task with label noise where we train a model f : X — ).
We measure the regret for an example (x;, ;) as:

Regret(f(x;), i, Us) := L [ (f (@), §i) # €™ (f (@), 4:(Uy))] (1)

7
Here, eP®(f(x;),9;) denotes an anticipated mistake, and €™ (f(x;),y;(U;)) =
L[f(x;) # y:(U;)] denotes an actual mistake with respect to the true label y;(U;) = ¢; @ U,.



In practice, epred(-) is determined by how we account for noise, if at all. If we fit a model via
standard ERM on the noisy labels, then eP®d(f(x;),7;) = I[f(x;) # 7). If we fit a model using
noise-tolerant ERM [e.g., 36, 39], then e?®d( f(x;), 7;) := o1 (f (), §;) where o1 (-) is a unbiased
loss defined so that B [(o; (5, y; (U;))] = Lo1 (f (24), i)

One of the key benefits of studying regret in this setting is for exposition. Regret captures the
irreducible error we incur due to aleatoric uncertainty in the noise draw U,. In online learning,
the concept of regret arises because we cannot foresee randomness in the future. In learning from
noisy labels, regret arises because we cannot infer randomness from the past. Using regret, we
can disambiguate the effects of label noise at the population level and the instance level, as shown
through the following result.

Proposition 3. Consider a classification task where we learn a classifier f from a noisy dataset.
Given a noisy example (x, §) let ¢y|p,5 := Pr(U = 1| Y = ¢, X = x). Then:

Ey [Regfet(f(ﬂf)a U, U)] = Qu|ex,j-

Prop. 3 provides an opportunity to discuss several implications of label noise at the instance level.
On the one hand, the result states that we can use the noise rate to gauge the expected number of
anticipated mistakes. In practice, however, we cannot tell how these mistakes are distributed over
instances. In this case, each instance where g, > 0 is subjected to a lottery of mistakes. In a task
where we have a uniform noise model with a noise rate of 5%, we would only to assign regretful
predictions to 5% of instances. Even so, 100% of instances could be assigned an unanticipated
mistake since the noise draw is always unknown.

On the Regret of Hedging Many algorithms for learning from noisy labels are designed to hedge
against label noise [41]. Given a noisy dataset and a noise model, hedging seeks to minimize the
expected risk over all possible noise draws. In some cases, algorithms may implement hedging
explicitly via ERM with a modified loss [see e.g., 34, 36]. In others, the hedging may be implicit
— e.g., by assigning sample weights to instances that are chosen to minimize expected risk over all
possible draws [see e.g., 28, 39, 51]. In the best-case scenario, where we can correctly specify the
noise model, we can expect algorithms that hedge to return a model that minimizes the expected

excess risk with respect to all noise draws. In this case, we have E;|x y [AError(f, D,U =0
where:
AError(f,D3U) = 3 e (F(a,), i) — 3 ™ (f(@1), vi) @)
=1 1=1
Predicted Training Error True Training Error

However, the resulting model f would still incur regret:

Regret(f, D, U) ZH [P f (@), Gi) # €™ (f (), 5:(U2))] - 3)

We formalize this intuition in Prop. 3 where we show that despite AError( f.D;U ) ~ 0,
Regret(f,D,U) > 0 for the classical hedging algorithm of Natarajan et al. [36].

Proposition 4. Consider training a model f : X — ) on a noisy dataset via ERM with a modified
loss function £ : J) x Y — R such that EUM(f(:Jc) 7)) = E(f( ) y) for all (x, §). In this case, the
model minimizes risk for an implicit noise draw u™¢ = [uf® . .. 1 mle] where each u™® corresponds
to the value with maximal likelihood under the posterior noise model Q| s 2 -

Prop. 4 implies that learning a model by hedging will incur regret — unless the noise in the dataset

matches the implicit noise draw w™¢ := u'™¢. In practice, this event is unlikely as Pr (umle = u"“e)

becomes vanishingly small as n — oo (see Appendix A). In some cases, Pr (uml"‘ = u‘“‘e) =0ina

finite sample regime because the implicit noise draw is unrealizable.

3 ANTICIPATING MISTAKES WITH PLAUSIBLE MODELS

In this section, we describe a principled approach to anticipate regretful predictions given a dataset
of noisy labels and a noise model.



3.1 ALGORITHM

Seeing how regret stems from our inability to anticipate mistakes at an instance level, We want
to produce information that can help us anticipate mistakes at the instance level. Specifically, we
wish to estimate the likelihood of assigning a regretful prediction to each instance, We refer to this
quantity as ambiguity and estimate it using models that we train using the procedure in Algorithm 1.
Given a noisy dataset and a noise model, this procedure generates plausible realizations of a clean
dataset and trains a set of plausible models to estimate ambiguity. In practice, we can use these
estimates as confidence scores for a model that we learn under label noise. In this way, we can reap
benefits from a wide range of techniques that use confidence scores for selective classification [11]
or for active learning [8].

Sampling Plausible Draws Given a noisy dataset D, noise model Duy,a» and prior distribution
Tyx =Pr(Y =y | X = x), we sample noise draws from the posterior distribution:

(1= 7Tg2)  Puji—ja

Qu|j,x = 4)
T puge - (L= m5.0) + (1= Pug) - Ty

In principle, one can sample noise draws from the posterior distribution in Eq. (4). In practice, this
approach can output atypical noise draws — i.e., “edge case” draws that are highly unlikely under a
given noise model.! In settings where we wish to estimate ambiguity using a fixed number of draws,
atypical draws represent can severely bias our estimates and undermine their utility. Although we
can moderate such effects by constructing estimates using more draws, this has practical challenges:
we would need to train a large number of models. Given these challenges, we sample noise draws
in a way that can control for their atypicality.

Definition 5. Given a noise draw u € {0,1}", let g, := Pr(U = 1 | Y = §) denote its true
posterior noise rate, and g, 5 := > I[u; = 1 | §; = y] denote its estimate. Givenany € € [0, 1],
the set of plausible draws contains all draws whose empirical distribution is within € of the true
posterior noise rate:

ue(g) = {'LL € {Oa l}n | |un\§, - Qu\1}| <e€- Qu|g forall u € {07 1}}

The set of plausible draws is a strongly typical set and its behavior follows well-known results in
information theory [7]. Given a noisy dataset where n is large, for example, we can expect most
draws to concentrate in FP'™ [see, e.g., Theorem 3.1.2 in 7]. We can control the typicality of draws
by setting the atypicality parameter €, which represents the relative deviation in noise rate from
qu|g- In practice, this parameter can be set apriori: given a uniform noise model with a noise rate
of Gu)y = 0.1, we can set € = 0.2 to consider draws that flip between 8% to 12% of instances. In

settings where we wish to consider a specific noise draw wg, we can set € to guarantee thatu € F7? faus
with high probability (see Prop. 9 in Appendix A.2). By default, we set ¢ = 0.1 to consider draws
within 10% of what we would expect.

Training the Set of Plausible Models Given a plausible noise draw u*, we construct a plausible

realization of a clean dataset by pairing each feature vector @; with a plausible realization of the true
label ¥ = u* @ ;.

Definition 6. The sef of e-plausible models contains all models trained using e-plausible datasets:

JFPlaus {f € arfgn]gnﬁ(f,ﬁ) | D = {(z4, 95) )7, u € ue@} :
€

3.2 ESTIMATION

In a idealized case where we would recover a plausible draw that matches the true draw u* = u'™¢,
our procedure would return a plausible dataset D* and model f* that perfectly flags all regretful

"For example, a noise draw that flips 30% of labels under a uniform noise model with a noise rate of 10%.



Algorithm 1 Generate Plausible Draws, Datasets, and Models

Input noisy dataset (z;, §/;);, , noise model p,,|,,, number of models m > 1, atypicality ¢ € [0, 1]]
Initialize 77" « {}

1: repeat

2: Ui < U ~ Bern(pu‘g,m) fOI' 7 S [TL] generate noise draw by posterior inference
3: ifu=[uy,...,u,] €U, then check if draw is plausible (i.c., Def. 5)
4: Ui < Ui D u; for i € [n]

5: T)k — {(a:“ ’gi)}?zl construct plausible clean dataset
6: fk < argminge » R(f; 25’“) train plausible model
7 ]}glaus — ]}Elaus U {fk} update plausible models

8: until | 7P| = m
Output F? faus sample of m plausible models from Fplaus

predictions. Seeing how 4" is unknown, we repeat this process m times and use the m plausible

models 7™ to estimate the prevalence of an anticipated mistake for each point in our dataset. We
refer to this measure as ambiguity and define it below.

Definition 7. Given a noisy example (x, ) € D, we measure its expected ambiguity over the set of
e-plausible models as:

pla) =Pr(f(x) # G| f€F"™§=uegu~quy). ()
Given a set of m plausible models, we can estimate ambiguity using the sample mean:

(@) = % > 1@ £t ©)

ke[m]

Ambiguity measures the likelihood of a mistake at the instance level. This measure incorporates
information from the noise distribution (i.e., by considering multiple plausible realizations of the
true labels), and our learning process (i.e., by training models for each set of clean labels). We
formalize this intuition in Appendix B.

3.3 DISCUSSION

The reliability of our estimates depends on the following mod- 0
eling assumptions:

Typicality of the True Noise Draw: The first assumption is that

A Metric (%)
&

the true noise draw u"™* is a typical noise draw. Although the 10 " Sectve Eor
true draw is unknown, we can assume that most draws to be —_
typical given results in typical set theory [7]. 15

-0.2 -0.1 0.0 0.1 0.2
Noise Model: Our estimates will also depend on the specifica- A Estimation Error

tion of the noise model p,,. As we show in Fig. 2, the impact of
depend§ on the degree of misspeciﬁcation. In the worse case 2k model for an LR model for
-e.g.,if we assume the noise rate is 5% when' in reath LS opock mimic dataset. We consider
20% — misspecification can lead to highly unreliable estimates setting where label noise is drawn
as always sample edge cases. In practice, we can moderate the  from a uniform noise model with a true
potential effect of misspecification. For example, when work- noise rate of 20%, but we estimate am-
ing with simple noise models — e.g., uniform or class level biguity using a misspecified noise rates
— we can be conservative and assume a higher noise rate or from between [1%, 40%]. As shown,
choose a higher ¢ to capture a larger set of plausible draws. In misspecification leads to moderate ef-
settings where we are unsure of the noise model, we can gen- fects on overreliance and selective er-
erate a data-driven estimate using the noisy dataset [see e.g., "OF butdoes notaffect selective regret.
27, 28, 39].

Figure 2: Impact of misspecifying



4 EXPERIMENTS

In this section, we present results from an empirical study of label noise in clinical prediction tasks.
Our goals are to highlight the effects of label noise at the instance level, and to evaluate the ability
of our approach to identify and abstain from regretful predictions. We include additional details and
results in Appendix C, and code to reproduce our results in an anonymized repository.

Setup We work with 5 classification datasets from real-world clinical applications where models
are used to support individual medical decisions (see Table 3, and Appendix C for details). We split
each dataset into a training sample (80%, to fit a model), and a test sample (20%, to measure out-
of-sample performance). Starting with the true labels from each dataset, we generate noisy labels
by sampling noise draws from 6 noise distributions: 2 noise models (uniform, class level) x 3 noise
rates per model [5%, 20%, 40%]. We use the noisy datasets to fit a logistic regression model (LR)
and a neural network (DNN) using two training procedures: (1) Ignore, where we ignore label noise
and fit a model to predict noisy labels; and (2) Hedge where we hedge against noisy labels using
the method of Natarajan et al. [36]. This setup yields 24 models for each dataset: 6 noise regimes
x 2 model classes x 2 training procedures. For each model, train a sample of m = 200 plausible
models from a plausible set with ¢ = 10% using the procedure in Section 3, estimate the ambiguity
of each training instance as per Eq. (6).

Results In Table 3, we report summary statistics on the accuracy, reliability, and ambiguity of
predictions at a population level and an individual level (see Table 2). These results characterize a
single noise draw that is unknown to practitioners. We include results for alternate noise draws to
show that these trends generalize (see Appendix C).

Metric Definition Description
TrueError(f) % ST ™ (f (i), i) Error rate of f on true training labels
i€n]

1 Difference in true error between a model trained on true labels and

AF; 1 pred ). G1) — e D
rror(f) n ,LGE[’:L] T @), 7)) — T @) and a model trained on noisy labels. Note: AError(f) = 0 for Hedge

Ambiguity(f) Mzc[lia]n(ﬁ,(m)) Median estimate ambiguity across all instances subject to label noise

1 - . Average regret over all points. Given any dataset with class-level label noise,
R " 1 1 [epred D, G true v

egret(f) " [ 50 # ™ @] Lt that Regret(f) — >y Quly Ty

Overreliance(f) % E 1 [e""c(f(wl), vi) =1,e™(f(@:), §:) = 0} Proportion of predictions from f that are incorrectly perceived as accurate
i€[n]

Table 2: Overview of summary statistics in Table 3. We report these metrics for models that we train from
noisy labels using a specific training procedure, model class, noise model, and dataset. We evaluate all models
trained on a given dataset and noise model using a fixed noise draw. We assume that the noise model is correctly
specified, and that the noise draw is unknown at training time.

On Regretful Predictions Our results in Table 3 highlight several implications of learning from
label noise that we describe in Section 2. Our results highlight how we can rely on Prop. 3 to gauge
the expected number of regretful predictions in practice. In particular, we see that average regret
is roughly equal to effective noise rate in Prop. 3. We observe that Prop. 3 only characterizes the
expected prevalence of regretful predictions — meaning that it cannot help us tell which predictions
incur regret or how regretful predictions may be distributed across examples. In practice, regretful
predictions can be affect any instance that is subject to label noise. In Table 3, we show results for a
class-level noise model where we flip positive instances (y; = 1). Thus, every instance where §y = 0
would takes part in the lottery of mistakes.

Our results show we may fail to reap benefits from models as a result of such distributional effects
— e.g., though overreliance or disparate impact. In Table 3, we highlight these effects by report-
ing overreliance — i.e., the fraction of instances where incorrectly assume that a model assigns a
correct prediction. Overreliance is a key measure for decision support: in clinical applications, for
example, we wish to expect physicians to rely on predictions that are correct. On the lungcancer
dataset, under 40% noise, 19.7% of individuals are assigned a regretful prediction by a standard LR
model. Among them, 33.0% to 73.1% correspond to mistakes that would lead to overreliance. In
the mortality dataset, for example, we find that regret is not evenly distributed across subgroups
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Puly=1 = 5% Puly=1 = 20% Puly=1 = 40%
LR DNN LR DNN LR DNN

Dataset Metrics Ignore  Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge

True Error  24.0% 23.0% 13.1% 11.9% 26.7% 24.6% 183% 26.3% 38.6% 251% 28.3% 25.8%
AError  -14%  -17% -14% -13% -1.7% -50% -21% 23% 10.0% -8.3% 6.5% -5.0%
Ambiguity  6.0% 6.0% 60% 6.0% 20.5% 20.5% 20.5% 20.5% 36.0% 36.0% 36.0% 36.0%
Regret  3.0% 3.0% 3.0% 3.0% 101% 10.1% 10.1% 10.1% 19.7% 19.7% 19.7% 19.7%
Overreliance  0.8%  0.6% 08% 0.8% 42% 2.6% 40% 62% 148% 57% 131% 7.3%

True Error  21.9% 21.3% 153% 152% 243% 209% 185% 165% 33.1% 212% 29.1% 259%
AError  -12% -13% -19% -18% -24% -60% -65% -6.7% 55% -118% 22% -11.7%
Ambiguity  55% 55% 55% 55% 185% 18.5% 18.5% 18.5% 33.0% 33.0% 33.0% 33.0%
Regret  2.5% 25% 25% 25% 102% 102% 102% 102% 198% 19.8% 198% 19.8%
Overreliance  0.7%  0.6% 03% 04% 39%  2.1% 1.8% 1.8% 12.7% 4.0% 11.0% 4.1%

True Error  31.6% 31.2% 30.0% 29.5% 325% 313% 314% 302% 393% 31.6% 432% 29.6%

shock_eicu

n = 3,456
d=104

Pollard et al. [40]

shock_mimic

n = 15,254
d=104

Johnson et al. [19]

lufg;a“jef AError  -05% 07% -11% 07% -0.1% 3.0% -03% 33% 90% -67% 13.6% -54%
; N Zo‘ 916 Ambiguity  5.5% 55% 55% 55% 185% 185% 185% 18.5% 31.5% 31.5% 31.5% 31.5%
NCI[37) Regret  2.5% 2.5% 2.5% 25% 100% 100% 100% 10.0% 19.7% 197% 197% 19.7%

Overreliance  1.0%  0.9%  07% 09% 49% 35% 48% 33% 144% 65% 167% 7.2%
nortality True Brror  20.1% 20.1% 17.6% 18.0% 212% 197% 192% 18.1% 30.6% 199% 27.1% 18.7%
0 3 AEmor  -13% -1.5% -14% -13% -39% -62% -41% -59% 3.0% -109% 0.1% -10.6%
s Ambiguity  5.0% 50% 50% 50% 18.0% 18.0% 18.0% 18.0% 315% 315% 315% 31.5%

Regret  2.2% 22% 22% 22% 98% 98% 98% 98% 195% 19.5% 19.5% 19.5%
Overreliance  0.5%  04%  04%  0.5% 2.9% 1.8%  29% 1.9% 11.2% 43%  9.8% 4.4%

True Error  33.7% 33.5% 28.7% 293% 354% 33.5% 32.0% 354% 427% 341% 412% 42.1%

Le Gall et al. [24]

S“f’p;?tgc AEmor  -02% -0.5% 0.5% -00% 1.5% -24% 32% 15% 124% -45% 149% 144%
’d‘: ‘1'14)" Ambiguity  60%  60% 60% 60% 205% 205% 205% 205% 365% 365% 365% 36.5%

Regret  2.6% 2.6% 2.6% 2.6% 100% 10.0% 10.0% 10.0% 19.6% 19.6% 19.6% 19.6%

Knawsetal 211 o o ieliance  12%  1.1%  16%  13% 58% 38% 66% 57% 160% 7.6% 173% 17.0%

Table 3: Accuracy, reliability, and ambiguity of models across model classes, training procedures, and noise
regimes. We show results when learning from a noisy dataset where under a class-level noise model where we
flip 5%, 20% and 40% of instances (e.g., diagnostic error). We include results for other draws of the noise in
Appendix C.

defined by age or sex. Specifically, we find that 40% label noise leads to twice the regret in older
patients than younger patients, despite noise rates being uniform across both subgroups (Fig. 5 in
Appendix C). We find similar effects across datasets, model classes, and noise regimes. Overall,
these results underscore the need to measure the effects of label noise empirically — especially in
tasks where we care about how a model performs over subclasses and subpopulations.

On Learning by Hedging Our results highlight can learn models that are robust to noise at a
population level but but that assign mistakes by lottery. As shown in Table 3, we observe that
AError ~ 0 and Regret(f) > 0 across experimental conditions. In general, we find that Hedge can
moderate the impact of label noise at a population level — leading to lower values of AError = 0.
On the mortality dataset, for example, Hedge reduces the error rate by almost 10% compared to
Ignore for a DNN model under 40% label noise. As shown, these issues do not resolve regret.

On Promoting Safety by Anticipating Mistakes The only way to flag regretful predictions is
by obtaining clean labels, which is often impossible or infeasible in practice. Our method in Algo-
rithm 1 flags these points using the noise model and noisy dataset, without clean labels. We train
plausible models on plausible versions of the clean dataset to flag "mistakes". Our results show
this reliably detects regretful instances. As seen in Table 3, median ambiguity correlates with re-
gret across datasets and noise rates. This holds for multiple label noise draws (see Appendix C).
In practice, our approach supports tasks like selective classification or active learning. For exam-
ple, in clinical predictions, we can abstain from uncertain predictions using ambiguity estimates.
We use a confidence threshold rule I [conf(x;) < 7] where conf(x;) is the confidence score (either
1—p(z;) or p(g; | x;)). Fig. 3 shows that abstaining on 20% of the dataset (keeping 80% coverage)
reduces regret by 5% and risk by 6%. By contrast, the standard approach requires abstaining from
all predictions to achieve comparable regret.

5 DEMONSTRATION

We now demonstrate how our approach can be used to reap benefits for data-driven discovery. We
consider a classification where our dataset encodes the conditions and outcomes of an expensive in-
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Figure 3: Risk-coverage curves for an LR model on the shock_mimic dataset when we abstain from
uncertain predictions using predicted probabilities (red) and ambiguity (blue). We show the selective error
(left) and selective regret (right) when we abstain from predictions using a confidence-based threshold rule
I[conf(a;) < 7] as vary 7 € (0, 1), setting conf(z;) := 1 — a; for our approach, and conf(x;) := p(g; | ;)
for the standard approach. As shown, due to the ability of Ambiguity to effectively identify uncertain predic-
tions, we can achieve lower error and lower regret by abstaining on fewer instances.

vitro expoeriments. In this case, the dataset exhibits label noise as the outcomes of the experiment
encode the results of a hypothesis test — with known Type I and Type II error. Our goal is to use this
dataset (where we know the outcomes of experiments) to train a model that can be used to predict the
outcomes of new experiments. By training a reliable classification model on existing experimental
outcomes, we can apply it to settings where we do not know the outcome (i.e., where we have yet to
run an experiment). This can estimate the probability that these experiments will reveal a regulatory
connection and prioritize them to improve the discovery rate of more enhancers, an important step
in the drug discovery pipeline.

Setup We work with a noisy dataset that summarizes the conditions and outcomes of n = 9, 372
in-vitro experiments. Here, each experiment is associated with a noisy example (x;,;), where
x; encodes d = 13 characteristics of the experimental unit, and ¢; represents the outcome of a
hypothesis test — i.e., y; = 1 if we reject a null hypothesis. Here, each label is subject to label
noise as a result of Type I and Type II error of each hypothesis test: We can consider this scenario
as class level noise: Type 1 occurs when § = 1,y = 0, and Type 2 when y = 0,y = 1. Type 1
error is controlled at 5%, while Type 2 varies by the statistical power of the experiment. Our dataset
contains these values for each instance . We use these values to specify the parameters of our noise
model. In this case, the resulting noise model is exhibit label noise across labels and subgroups.

We split our dataset into a training sample (80%) and a test sample (20%). We use the training
sample to train a classifier using ERM, and the test sample to estimate its performance. In this case,
we specifically interested in evaluating the reliability of predictions for “successful” experiments —
i.e., experiments that would lead to the discover new CG pairs. We identify these cases using —
i.e., test instances where the true label is positive, and evaluate the performance of our model using
[metric]

We use this setup to compare two different approach: (1) a standard approach where we would .. (2)
our proposed approach where we identify and abstain on ambiguous predictions using Algorithm 1.

Results We report the results in X. As shown, we can improve accuracy (+1.4%) and AUPRC
(+19.5%) compared to standard confidence-based abstention, with a modest 4% abstention rate
(Fig. 4). This demonstrates a real-world scenario where our methods can identify mistakes to im-
prove model performance. Our methods can enhance data-driven discovery by accurately predicting
experimental outcomes before they take place, accounting for inherent Type I and Type II error
rates. This can help optimize laboratory resource allocation and increase the discovery rate of EG
regulatory elements.
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Figure 4: Demonstration of selective classification performance for an LR model on the enhancer dataset.
When we abstain from uncertain instances according to ambiguity rates (blue), we can improve both accuracy
(+1.4%) and AUPRC (+19.5%) compared to a standard approach (red) by abstaining on only 4% of instances.
The noise model here comes from Type 1 and Type 2 errors from statistical hypothesis testing.

6 CONCLUDING REMARKS

Learning under label noise presents many hurdles to practitioners. Even if we can learn models
that perform well on average, individuals may be subject to a lottery of mistakes — e.g., even with a
model boasting 99% accuracy, a small amount of label noise could subject anyone to mistakes.

These instance level effects are often overlooked in favor of population level performance. In this
work, we studied these limitations through the lens of regret for learning under label noise. Our
results highlighted the prevalence of regret in various healthcare decision-support tasks and the
inherent limitations of existing label noise learning strategies in mitigating for regret. We then
demonstrate an abstention procedure using our proposed measures of ambiguity which can capture
instance level uncertainty and lead to safer decisions.

Our work shows that even as regret is inevitable — we can understand and mitigate its effects through
uncertainty quantitation. In particular, we can flag regretful predictions by estimating their ambigu-
ity. This analysis can calibrate our reliance on individual predictions — signaling the need to collect
more data or avoid prediction altogether — or be used to support formal approaches such as selective
classification and active learning. By magnifying the instance level impact of label noise through
the lens of regret, we can perform more reliable and safer predictions on individuals in critical tasks.
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A OMITTED PROOFS

A.1 RESULTS FROM SECTION 2

Proof of Prop. 3

Proof. Consider any classification task with label noise. Let py y := Pr (U =1]X, f/) denote

the noise rate for a point with (X,Y) and let £y, (f(X),Y) := I [f(X) #* }7} denote the zero-one
loss.

We first start by showing that using the unbiasedness property of Hedging algorithms such as
Natarajan et al. [36], we can achieve zero error in expectation. That is, Ex v, [e™(f(X),Y) —

eme(F(X),¥)] =0
Exyw [(F(X),¥) = ¢ (f(X),Y)]

=ExyFEyixy [epmd(f(X)j/) - etme(f(X)vy)] =0

The last line follows from the fact that Y is deterministic from U given Y, and the unbiasedness
property: Eqx v [e™(f(X),Y)] = e™(f(X),Y)

We are now ready to show that despite achieving zero error, we can still incur regret. We begin by
expressing the expected regret for any point (X, Y") and any noise draw U as:

Exiu [Regret(x, Y, U)}
=Exy [(1 —2qu) - ("(F(X),Y) + Lor (F(X), V) + 2(qu — 1) - " (F(X), V) - lor (f(X), V) + Qu}
Ey gy [Regret(X,V,U)] = Ey ¢ [T [e‘"“‘(f(X), V) £1 [f(X) AY(A-U)+(1— Y)UH ]
=By 7By xp [1[™(F(X), V) £L[f(X) # V(1 - U) + (1 - V)U]]]
= Ex ¢Eypx.7 [e"”%f(X),Y)(l ~1[f(X) £ V(A -0) + (1= T)U))
(1= e (f( [ ;AY1—U)+(1—Y/)U]}

=Ex vEy)x, y[e"‘ed(f(X) Y)(1-1 [f( ) # f/] (1-U)-T [f(X) 41— f/] U)

+ (1= (X0, A [FX) # V] (1= 0) +1[£(X) #1-F] 0)]
Letting g, = Pr( =1]X, Y) and Zo1 (f 7Y [ } we have:
=Ey 3 [(1 =) (€ (f(X), V)1 = Lo (f(X),Y)) + (1= " (f(X), Y))lor (f(X),Y))
+ qu (€™ (F(X), Y)(1 = Lo (f(X), 1 = Y)) + (1 = e™(f(X),V))lor (f(X),1 = V)]
Ex 30 [Regret(X, Y, U)] = Ex 3 [(1 = 2qu) - ("™ (£(X), V) + Lo (f(X), V)

+2(qu — 1) - " (f(X),Y) - lor (f(X), V) + qu].

When there is no label noise, we have that g, = 0 and eP(f(X),Y) = o, (f(X),Y) forall X, Y.
Because they are binary terms, in this regime, we have:

Eyyu [Regret(X 1% U)} Eyy[0] =0

When there is label noise, we have that ¢,, > 0 for some X, Y. In this regime, we have:

Ex5 0 [Regret(X,V,U)| =Ey 5[] > 0.
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We now introduce Prop. 8 to setup the proof for Prop. 4:

Proposition 8. Minimizing the expected risk under the clean label distribution is equivalent to
minimizing a noise-corrected risk under the noisy label distribution

Exy [If(X) # Y] =Exy [0 -al[/(X) £ V] +al [/ £1-F]] @
Here:

° — (liwﬂgm)‘pu\l—g,w

T = b e (=m5.0) T(1—Pujge) Tr.a
* m52 = Pr(Y = g|X = x) is the clean class prior an observed noisy label,
* p, =Pr(U=1|Y =y, X = x) is the class-level noise probability.

Proof of Prop. 8

Proof. The result is analogous to Lemma 1 in Natarajan et al. [36]. In what follows, we include an
additional proof for the sake of completeness.

ExpectedRisk(f) = Ex.y [I[f(X) # Y]]

=Exy [L[/0#V0-0)+U0-1)]]

=ExyEyxy [1[/(X) V(1 -0) +UQ-V)]]

:]EX,Y’]EU\X,?[[ ) # ] [( )#1 - } ]

=Eyx g [Bys I [£00 £ V] 0= U) +Ey s 1 [1(X) £ 1- 7] U)]
=Exy [Pr(UZOI?,X) [ #Y} +Pr( :I\Y,X)]I[f(X);él—f/H
—Eyy [Pr(Y:f/p?,X) [f( )#ﬂ+Pr(Y7é}7\}7,X)]I{f(X)7A1—)7H

=By [(1-aud [100) £ 7]+l [700) £1-7]]

We write q,, in terms of the clean class priors and class-level noise probabilities using Bayes theorem.
O

Proof of Prop. 4

Proof. We define u™® as a noise draw w such that using «™*¢ to minimize the Expected Risk implic-
itly coincides with the true minimizer of the Expected Risk (defined in Prop. 8). That is:

argminEy 5 [1[£(X) # V(1 — ) +u(1 - V)]

= arlgérl;nEXy {(1 — qu)l [f(X) # Y/} + qul [f(X) - Y/”

We can express the LHS as:

[/ € argminEy 5 []I {f(X) #AY(1—u)+u(l— }N/)H (8)
fer
— argminE , ; {(1 — )l {f(X) + ﬂ +l [f(X) - Y” )
fer
We can denote the minimizer of the RHS:
f € argminEy 5 [(1 — o)l [f(X) ” Y] +ql {f(X) - Y” (10)
feF

Observe that:

Quye <05 = f(X)=Y
Qujyw > 05 = f(X)=1-Y
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Thus, we have that w := I[g, > 0.5] = f = f’, as desired. Further, we can show that this u™°
is likely never u"™:

n— oo

lim Pr(u™ =) = lim []Pr(uf" =u*) =0 (11)
i=1
O

A.2 OTHER RESULTS

On the Sample Size for Typicality and Selection of ¢

Proof of Prop. 9. Our goal is to show:
Pr(u™ eU(g)) >1-46
The uncertainty set U () defined on p,,; is a strongly-typical set where the true mean p,,|, and the
empirical mean is p,, := = > ; I [u; = 1]. Thus,
u™ e ue(:g) < ‘ﬁu _pu|ﬂ| < Pulg " € (12)
We will derive conditions to satisfy the left-hand side of Eq. (12)
Observe that we can write
‘ﬁu —pu|g| = |(]3u - pu) + (pu - pu|g)|
< |Pu = Pul + [Pu — Pujgl (by the triangle inequality)

We require [Py, — puy|g| < Pujy - €[Pu — Pul- Therefore we need [Py — pul + [Pu — Pujgl < Pujy - €
which implies that [p, — pu| < pyjj - € = [Py — Pu)gl

We can now apply Hoeffding’s inequality as u""® is a sequence of bounded, independently sampled
random variables, let v = py,|g - € — [Py — Pyl

Pr (|py — pu| > @) < 2 - exp(—2na?)
Rearranging, we have that:

Pr(u™ € U(§)) = Pr(|pu — pul < @) 21— 2-exp(—2na”) = 1 — 2 exp(=2n(pujg - € — [Pu — Pujg))?)

We can invert this bound to obtain the following statement: with probability at least 1 — 4,
Pr (u™e € U.(g)) if we the number of samples n obeys:

—In(¢
n> n (3) .

To conclude the proof, we rearrange for e, that is, given a dataset:

1 In (2)
€ > + |Pu — Pulg
Pu|g 2n | Iy‘
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B SUPPORTING MATERIAL FOR SECTION 3

In this Appendix, we present theoretical results related to our proposed approach.

B.1 ON AMBIGUITY AND REGRET

To see our intuition, since u ~ ¢,5, we have § ~ Pr (Y | Y = g), that is ¢ represents the Bayes-

optimal estimate of the true label given the noisy label.

Thus ambiguity captures the uncertainty in estimating the true label and the model’s prediction.
Specifically,

Pr(f(@) £V |V =7)
=S Pr(f@) =y |V =5) Pe(Y £y|¥V =7)
y
The above is due to the conditional independence between f and Y. Furthermore,

SoPe(fl@) =yl V=) -Pr(YA£y|V=5)

Note that

y) _ Pr(Y:yn?:g).

2
gj)) maximizes when there

Here the inequality holds with equality when Pr ( flx)=y|Y

~ 2 ~
The term > _, (Pr(f(:c):y|Y=y)) + E(Pr(Y:y|Y
exists only one y,y’ such that Pr (f(:c) =y|Y = g) = 1,Pr (Y =y |Y = gj) = 1-
i.e., the model prediction and the inferred true label have no ambiguity. More generally

3 <Zy <Pr (f(:c) =y 17:37)>2 +> (Pr (Y =y Y_g))Q) is smaller when f and Y

carry more ambiguity, achieving minimum when f(z|Y) and Y|Y are uniformly distributed.

B.2 ON CHOOSING AN ATYPICALITY PARAMETER

Proposition 9. Given a set of n,, instances (x,¢) subject to noise rate p,,, we can determine the

minimum e to ensure with that any draw of noise falls within our set of plausible draws F*™ with
high probability. That is, with probability at least 1 — &, u € U.(g) if € obeys:

o [ m(®)

Jr J— ~
T Quly 2n,, P = Guls]

Here n,, represents the number of instances under the same noise model. For example, under class
level noise, this bound would need to be evaluated separately using the number of instances for each
class.

In practice, we can use this bound to set the atypicality parameter €. For example, given a dataset
with n = 10,000 instances under 20% uniform label noise, for example, a practitioner must set

€ > 6% to ensure that the u € FP™ with probability at least 90%.
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C SUPPORTING MATERIAL FOR SECTION 4

C.1 DATASETS

lungcancer We used a cohort of 120,641 lung cancer patients diagnosed between 2004-2016
who were monitored in the National Cancer Institute SEER study [37]. The outcome variable is
death within five years from any cause, with 16.9% dying within this period. The cohort includes
patients across the USA (California, Georgia, Kentucky, New Jersey, and Louisiana), excluding
those lost to follow-up. Features include measures of tumor morphology and histology (e.g., size,
metastasis, stage, node count and location), as well as clinical interventions at the time of diagnoses
(e.g., surgery, chemotherapy, radiology).

shock_eicu & shock_mimic Cardiogenic shock is an acute cardiac condition where the heart
fails to sufficiently pump enough blood [17] leading to under-perfusion of vital organs. These
datasets are designed to build algorithms to predict cardiogenic shock in ICU patients. Both datasets
contain identical features, group attributes, and outcome variables but they capture different patient
populations. The shock_eicu dataset includes records from the EICU Collaborative Research
Database V2.0 [40], while the shock_mimic dataset includes records from the MIMIC-III database
[19]. The target variable is whether a patient with cardiogenic shock will die in the ICU. Features
include vital signs and routine lab tests (e.g., systolic BP, heart rate, hemoglobin count) collected
within 24 hours before the onset of cardiogenic shock.

saps The Simplified Acute Physiology Score II (SAPS II) score is a risk-score designed to predict
the risk of death in ICU patients [24]. The data contains records of 7,797 patients from 137 medical
centers in 12 countries. The outcome variable indicates whether a patient dies in the ICU, with
12.8% patient of patients dying. Similar to the other datasets, saps contains features reflecting
comorbidities, vital signs, and lab measurements.

support This dataset comprises 9,105 ICU patients from five U.S. medical centers, collected dur-
ing 1989-1991 and 1992-1994 [21]. Each record pertains to patients across nine disease categories:
acute respiratory failure, chronic obstructive pulmonary disease, congestive heart failure, liver dis-
ease, coma, colon cancer, lung cancer, multiple organ system failure with malignancy, and multiple
organ system failure with sepsis. The aim is to determine the individual-level 2- and 6-month sur-
vival rates based on physiological, demographic, and diagnostic data.

C.2 RESULTS FOR ADDITIONAL NOISE DRAWS
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LR NN LR NN LR NN

Dataset Metrics Ignore  Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge

True Error  23.3% 234% 11.8% 14.0% 27.7% 22.6% 179% 16.8% 38.5% 232% 352% 271.3%
AError  -12% -12% -12% -09% -13% -49% -21% -47% 94% -113% 123% -12.7%
Ambiguity  6.0% 6.0% 6.0% 6.0% 205% 20.5% 20.5% 20.5% 36.5% 36.5% 36.5% 36.5%
Regret 2.1% 21% 21% 21% 102% 102% 102% 102% 20.1% 20.1% 20.1% 20.1%
Overreliance  0.5%  05%  05% 0.6% 44% 2.6% 41% 27% 148% 44% 16.2% 3.7%

True Error  21.0% 202% 152% 155% 23.7% 202% 17.9% 162% 338% 203% 32.6% 25.0%
AError  -13% -14% -1.8% -1.6% -27% -60% -65% -56% 5.6% -128% 55% -112%
Ambiguity  55% 5.5% 55% 55% 185% 18.5% 18.5% 18.5% 33.0% 33.0% 33.0% 33.0%
Regret  23% 23% 23% 23% 97% 97% 97% 97% 198% 19.8% 198% 19.8%
Overreliance  0.5% 04% 02% 0.3% 3.5% 1.9% 1.6% 2.1% 12.7% 3.5% 12.6% 4.3%

True Error  31.2% 312% 29.7% 299% 33.6% 31.0% 31.3% 29.6% 43.0% 31.4% 498% 30.3%

shock_eicu

n = 3,456
d=104

Pollard et al. [40]

shock_mimic

n = 15,254
d=104

Johnson et al. [19]

:’ruigg;?;:r AError  -0.6% 07% -11% -11% 0.6% -34% -09% 4.5% 132% -65% 198% -1.9%
i Ambiguity  5.5% 55% 55% 55% 185% 185% 185% 18.5% 31.5% 31.5% 31.5% 31.5%
NCI[37] Regret  24%  24% 24% 24% 99% 9.9% 99% 99% 19.8% 19.8% 19.8% 19.8%

Overreliance  0.9%  0.8%  07% 0.6% 53% 32% 45% 27% 165% 67% 198%  6.0%
portality True Brror  194% 19.6% 174% 17.8% 22.0% 19.8% 19.1% 182% 282% 199% 262%  18.6%
R, AEror -13% -14% -14% -13% 3.10% -S56% -39% -55%  14% -110% 04% -115%
e Ambiguity  5.0% 50% 50% 50% 180% 18.0% 18.0% 18.0% 315% 31.5% 315% 31.5%

Regret 23% 23% 23% 23% 97% 97% 97% 9.7% 198% 19.8% 19.8% 19.8%
Overreliance  0.5%  04%  04% 05% 33% 21% 29% 21% 10.6% 44%  9.7% 4.2%

True Error  33.6% 33.6% 28.5% 288% 36.4% 339% 31.9% 299% 43.7% 353% 41.6% 38.6%

Le Gall et al. [24]

o AEror  -07% -08% -06% -03% 1.6% -25% 18% 05% 13.1% -34% 153%  7.0%
b Ambiguity  60% 60% 60% 60% 21.0% 21.0% 21.0% 21.0% 37.5% 37.5% 37.5% 37.5%

Regret  2.5% 25% 25% 25% 100% 10.0% 10.0% 10.0% 199% 199% 199% 19.9%

Knausetal 21 (0 cliance 0.9%  09%  10%  11%  58% 37% 59% 52% 165% 83% 17.6% 13.5%

Table 4: Overview of performance and regret for models trained on all datasets, training procedures, and model
classes. Noise draw 2.

LR NN LR NN LR NN

Dataset Metrics Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge

True Error  238% 22.7% 12.1% 12.6% 273% 23.4% 143% 213% 36.6% 24.5% 274% 262%
AError  -09% -12% -04% -11% -13% -50% -55% -33% 69% -109% 6.0% -4.9%
Ambiguity  6.0% 6.0% 6.0% 60% 205% 20.5% 20.5% 20.5% 37.0% 37.0% 37.0% 37.0%
Regret 23% 23% 23% 23% 102% 102% 102% 102% 189% 189% 18.9% 18.9%
Overreliance  0.7% 05% 09% 0.6% 44% 2.6% 23% 34% 129% 40% 124%  7.0%

shock_eicu

n = 3,456
d=104

Pollard et al. [40]

True Error  21.6% 20.8% 16.0% 163% 242% 21.0% 15.5% 165% 32.1% 20.5% 33.5% 26.8%
AError  -1.0% -12% -18% -1.7% -25% -53% -11% -62% 43% -11.5% 6.0% -10.2%
Ambiguity  55% 55%  55% 55% 18.5% 185% 18.5% 18.5% 33.0% 33.0% 33.0% 33.0%
Regret  24% 24% 24% 24% 98% 98% 98% 9.8% 193% 193% 193% 193%
Overreliance  0.7%  0.6%  03%  0.3% 3.6% 2.2% 1.3% 1.8% 11.8% 39% 12.7% 4.5%

. True Brror  314% 31.1% 30.1% 30.5% 33.5% 309% 317% 292% 433% 314% 49.8% 29.4%
ungeancex AError  -05% -07% -12% -08% 08% -33% -04% -49% 132% -65% 20.0% -6.0%

shock_mimic

n = 15,254

d =104

Johnson et al. [19]

Z; ?3 916 Ambiguity  55% 55% 55% 5.5% 185% 18.5% 18.5% 18.5% 315% 315% 31.5% 31.5%
NCI [37] Regret  2.6% 2.6% 26% 26% 100% 100% 10.0% 10.0% 200% 200% 20.0% 20.0%
Overreliance  1.0%  0.9%  0.7% 09% 54% 34% 48% 25% 166% 67% 200% 7.0%

) True Brror  19.7% 19.6% 18.0% 17.5% 21.9% 19.9% 19.5% 184% 27.0% 20.0% 29.4% 20.0%
mortality AError  -14% -15% -15% -14% -34% -59% -44% -60% 03% -118% 3.1% -9.9%
Z; 822 33 Ambiguity  5.0% 50% 50% 50% 18.0% 18.0% 18.0% 18.0% 31.5% 31.5% 315% 31.5%

Regret  2.6% 2.6% 26% 26% 101% 10.1% 10.1% 10.1% 20.1% 20.1% 20.1% 20.1%
Overreliance  0.6% 0.6%  0.6%  0.6% 34% 21% 29% 2.0% 102% 42% 11.6%  5.1%

True Error  33.7% 33.4% 282% 28.0% 362% 33.8% 31.4% 347% 439% 33.9% 392% 43.2%

Le Gall et al. [24]

sup p;z; " ABrror  -04% -06% -06% -0.3% 20% -22% 21% -14% 133% -47% 129% 13.9%
n—
d’_ s Ambiguity  6.0%  60% 60% 60% 20.5% 20.5% 205% 205% 37.0% 37.0% 37.0% 37.0%

Regret  2.6% 2.6% 2.6% 26% 103% 103% 103% 103% 19.6% 19.6% 19.6% 19.6%

Knaus et al. [21
nausetal- U overreliance 1.1%  10%  10%  11%  61%  40% 62% 44% 165% 75% 163% 16.8%

Table 5: Overview of performance and regret for models trained on all datasets, training procedures, and model
classes. Noise draw 3.
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LR NN LR NN LR NN

Dataset Metrics Ignore  Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge

True Error  24.0% 23.7% 12.5% 13.0% 27.6% 23.7% 192% 24.8% 36.9% 248% 272% 27.9%
AError  -09% -1.1% -13% -20% -20% -58% -13% -12% 83% -9.8% 34% -1.8%
Ambiguity  6.0% 6.0% 6.0% 6.0% 205% 20.5% 20.5% 20.5% 36.0% 36.0% 36.0% 36.0%
Regret  25% 2.5% 2.5% 25% 99% 99% 99% 99% 198% 198% 19.8% 19.8%
Overreliance  0.8%  0.7%  0.6% 03% 40% 2.1% 43% 44% 140% 50% 11.6% 9.0%

True Error  21.3% 20.8% 14.8% 15.6% 238% 20.5% 18.1% 17.7% 36.4% 20.8% 242% 30.4%
AError  -11% -14% -19% -19% -21% -56% -59% -5.1% 8.0% -11.0% -2.0% -15.8%
Ambiguity  55% 5.5% 55% 55% 185% 18.5% 18.5% 18.5% 33.0% 33.0% 33.0% 33.0%
Regret  2.5% 25% 25% 25% 97% 97% 97%  9.7% 19.6% 19.6% 19.6%  19.6%
Overreliance  0.7% 05% 03% 0.3% 38%  2.0% 1.9% 23% 13.8% 43%  8.8% 1.9%

True Error  31.5% 31.1% 29.9% 30.1% 33.7% 31.1% 31.6% 30.0% 428% 31.4% 43.7% 30.2%

shock_eicu

n = 3,456
d=104

Pollard et al. [40]

shock_mimic

n = 15,254
d=104

Johnson et al. [19]

:’ruigg;?;:r AEmor  -05% 0.6% 0.6% -L1% 06% -31% -06% -38% 12.8% -58% 143% -62%
i Ambiguity  5.5% 55% 55% 55% 185% 185% 185% 185% 315% 31.5% 315% 31.5%
NCI[37] Regret  2.6% 2.6% 26% 26% 100% 100% 10.0% 100% 200% 20.0% 20.0% 20.0%

Overreliance ~ 1.1%  1.0%  1.0% 08% 53% 35% 47% 31% 164% 7.1% 17.1% 69%
nortality True Error  19.7% 19.7% 17.6% 18.0% 212% 199% 182% 184% 294% 19.8% 25.1% 18.9%
R, AEror -13% -13% -13% -13% 3% 55% -46% -49% 20% -1L1% -0.9% -10.0%
e Ambiguity  5.0% 5.0% 50% 50% 180% 18.0% 18.0% 180% 31.5% 315% 315% 31.5%

Regret 23% 23% 23% 23% 95% 95% 95% 95% 19.6% 19.6% 19.6%  19.6%
Overreliance  0.5%  05% 05% 05% 29% 2.0% 24% 23% 10.8% 43%  9.4% 4.8%

True Error  33.3% 33.4% 28.6% 279% 36.5% 33.5% 323% 299% 432% 33.6% 40.3% 36.5%

Le Gall et al. [24]

o AEror  -04% 07% 00% -02% 23% -24% 22% -00% 127% -50% 130% 3.9%
F Ambiguity  60% 60% 60% 60% 205% 20.5% 20.5% 205% 365% 365% 365% 365%

Regret  2.6% 2.6% 26% 26% 99% 99% 99% 99% 199% 199% 199% 19.9%

Knausetal 211 (0 cliance 1.1%  10%  13%  12%  61% 38%  6.1% 50% 163% 75% 164% 11.9%

Table 6: Overview of performance and regret for models trained on all datasets, training procedures, and model
classes. Noise draw 4.

LR NN LR NN LR NN

Dataset Metrics Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge Ignore Hedge

True Error  22.9% 22.6% 13.1% 133% 28.1% 23.0% 17.6% 202% 385% 23.0% 355% 26.0%
AError  -1.0% -12% -12% -1.0% -1.0% -54% -3.0% -1.7% 103% -112% 11.3% -4.0%
Ambiguity  6.0% 6.0% 6.0% 60% 200% 20.0% 20.0% 20.0% 362% 362% 362% 362%
Regret 27% 2.7% 27% 27% 107% 10.7% 10.7% 10.7% 21.1% 21.1% 21.1% 21.1%
Overreliance  0.8% 08% 0.8% 08% 48% 27% 39% 45% 157% 50% 162%  8.5%

True Error  21.4% 20.6% 15.5% 15.6% 24.6% 20.8% 174% 171% 332% 212% 292% 25.7%
AError  -1.0% -11% -16% -1.7% -1.7% -54% -64% -6.8% 57% -113% 24% -9.1%
Ambiguity  5.5% 5.5% 55% 55% 18.5% 185% 18.5% 18.5% 33.0% 33.0% 33.0% 33.0%
Regret  23% 23% 23% 23% 98% 98% 98% 98% 19.8% 198% 19.8% 19.8%
Overreliance  0.7%  0.6% 04% 03% 40% 2.2% 1.7% 1.5% 12.7% 42% 11.1%  53%

. True Brror  31.7% 31.0% 304% 30.0% 351% 31.1% 314% 30.1% 44.0% 313% 38.7% 30.0%
ungeancex AError  -05% -07% -11% -08% 1.6% -29% -07% -49% 142% -55% = 92% -6.9%

shock_eicu

n = 3,456
d=104

Pollard et al. [40]

shock_mimic

n = 15,254

d =104

Johnson et al. [19]

Zifg’gw Ambiguity  5.5%  5.5% 5.5% 55% 18.5% 18.5% 18.5% 18.5% 31.5% 315% 31.5% 31.5%
NEI[37] Regret  25% 2.5% 2.5% 25% 102% 102% 102% 102% 20.0% 20.0% 20.0% 20.0%

Overreliance  1.0% 09%  0.7% 09% 59% 3.6% 47% 27% 171% 72% 146% 6.6%

True Error  19.7% 19.7% 17.7% 17.6% 222% 19.6% 18.6% 18.1% 32.6% 19.6% 25.6% 19.3%
AError  -13% -14% -1.6% -14% -31% -60% -43% -5.6% 49% -122% -1.0% -12.4%
Ambiguity  5.0% 5.0% 5.0% 50% 18.0% 18.0% 18.0% 18.0% 31.5% 315% 31.5% 31.5%
Regret  2.4% 24% 24% 24% 101% 10.1% 10.1% 10.1% 203% 203% 203% 20.3%
Overreliance  0.5% 05% 04% 0.5% 35% 21% 29% 22% 12.6% 4.0%  9.7% 3.9%

True Error  33.4% 33.6% 28.5% 289% 355% 33.7% 312% 302% 445% 34.1% 419% 39.6%

mortality

n = 20,334
d=84

Le Gall et al. [24]

sup p;z; " ABrror  -04% -05% -02% -0.1% 10% -27% 11% -04% 145% -48% 145%  9.5%
n—
d’_ s Ambiguity  6.0%  60% 60% 60% 20.5% 20.5% 205% 205% 35.5% 35.5% 355% 35.5%

Regret  27% 2.7% 27% 27% 100% 10.0% 10.0% 10.0% 203% 20.3% 20.3% 20.3%

Knaus et al. [21
nausetal- 211 o eliance 11%  1L1%  12%  13%  55% 3.6%  55% 48% 174% 78% 174% 149%

Table 7: Overview of performance and regret for models trained on all datasets, training procedures, and model
classes. Noise draw 5.
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C.3 ADDITIONAL EXPERIMENTAL RESULTS

We include additional experimental results for the mortality dataset using a LR model and class
level label noise. These results are aggregated across different initial noise draws, and also show
regret and overreliance (fnr) conditioned on class and subgroup identifiers.
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Figure 5: Complete Results for mortality Class Level Noise
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