Hassles and Uplifts Detection on Social Media Narratives

Anonymous Submission

Abstract

Hassles and uplifts provide key psychologi-
cal information about individuals’ reactions
to daily stressful situations. Identifying and
collecting this information poses challenges
that conventional sentiment analysis cannot
fully resolve. To address this, we introduce
a novel task called Hassles and Uplifts Detec-
tion (HUD) and benchmark various language
models on a dataset sourced from a private so-
cial media platform. Our findings indicate that
existing LLMs may not yet be fully reliable for
HUD, as several key aspects require further at-
tention. Additionally, we propose an approach
to demonstrate the transferability of experimen-
tal results, overcoming the common challenge
of directly publishing private datasets in the
mental health domain.

1 Introduction

Mental health problem is a serious global challenge,
with nearly a billion people living with a mental
disorder in 2019, causing significant challenges
in all aspects of life (World Health Organization,
2022). One key methodology psychologists use to
study and solve mental health problem is through
the analysis of hassles and uplifts in individuals’
daily lives.

Hassles and uplifts are minor daily life incidents,
with hassles highlighting sources of stress and up-
lifts offering moments of positivity that can buffer
against challenges (Kanner et al., 1981; Davydov
etal., 2010; Wright et al., 2020). Analyzing hassles
and uplifts offers crucial insights into how individ-
uals handle daily challenges, regulate emotions,
and build resilience. This knowledge also helps
psychologists to identify changes in individuals’
moods (Tsakalidis et al., 2022), uncovering diverse
coping strategies employed by different individu-
als, aiding in the prevention of mental health crises
across large populations (McEwen, 2004; Bouteyre

et al., 2007; Fisher, 2010; Falconier et al., 2015;
Zheng et al., 2023).

Psychology and social science research have
investigated social media as a data source to un-
cover complex emotional dynamics among peo-
ple (Naslund et al., 2020; Wongkoblap et al.,
2017). Several studies have shown that social me-
dia data can be leveraged to identify stress (Turcan
and McKeown, 2019), detect depressive disorder
(De Choudhury et al., 2013), analyze user senti-
ment or emotion (Zhang et al., 2024), estimate sui-
cide risks (O’Dea et al., 2015; Chen et al., 2024),
and more. However, the potential to detect and
study hassles and uplifts within social media data
has not yet been explored. Manual methods—such
as questionnaires (Haddadi and Besharat, 2010)
and diary studies (Almeida, 2005)—are impracti-
cal at large scale due to their high cost and time
demands, highlighting the need for a reliable and
efficient automated solution.

Unlike sentiment analysis, which primarily de-
termines the polarity of an expressed emotion (e.g.,
“I am nervous”, indicating a negative sentiment),
HUD focuses on identifying specific daily life inci-
dents that elicit positive or negative feelings. For
instance, in “Having an exam tomorrow makes me
ugh #Nervous”, the phrase conveys not just a nega-
tive emotion but also the triggering event—an up-
coming exam—making it a hassle. In addition, as
detailed later in this paper, many social media posts
may convey mixed hassles and uplifts, which can-
not be identified through sentiment analysis. These
distinctions make HUD a more nuanced challenge,
requiring an understanding of both subjective emo-
tional responses and their contextual triggers. In
this paper, we introduce HUD as a novel NLP task
and propose a two-step framework to address the
limitations of conventional sentiment analysis. Our
contributions include:

1. We propose a novel NLP task and establish a



framework for automated Hassles and Uplifts
Detection (HUD).

2. We propose an approach that leverages psy-
chometric analysis of language use in private
datasets to address the common challenges of
transferability and reproducibility in research
related to mental health. These challenges
arise because releasing sensitive mental health
data alongside experimental results are often
prohibited due to privacy and ethical concerns.

3. We propose an HUD data annotation guide-
line which covers 11 types of minor incidents
individuals may encounter in daily life, offer-
ing a robust evaluation for automated HUD
implementation.

4. We benchmark HUD by experimenting with
various language models and configurations.

5. We conduct a qualitative analysis on bench-
mark predictions, highlighting that HUD of-
fers unique advantages for assisting mental
health research over conventional sentiment
analysis and identifying key challenges that
need to be addressed in the future.

2 Data Acquisition and Annotation

We use data provided by the owners of the Vent
platform (Vent Co, 2015-2019). The original data
contained 107 million posts, from which we con-
struct and carefully annotate an HUD dataset of
500 English posts. Due to the terms of the agree-
ment with the private data provider and the sen-
sitive nature of the data, the HUD dataset cannot
be released to the public. Instead, we provide a
comprehensive description of the data acquisition
and annotation guidelines. Additionally, in Sec-
tion 6, we apply psychometric analysis to compare
the HUD dataset with other open-source datasets,
focusing on the use of cognitive process words—a
key linguistic feature that highlights how individu-
als use language to express hassles and uplifts and
manage their emotions.

2.1 Data Resource Overview

Vent is a social media platform functioning as a
social diary, enabling individuals to express their
feelings without restrictions. Each post includes
metadata, such as a unique user identifier (user
ID), a post identifier (post ID), an optional group

identifier (group ID) for posts shared in specific dis-
cussion groups (e.g., “University”), and a binary
flag to indicate explicit content.

Vent users must select a special tag to reflect
their subjective feeling, such as “sugar-rushed”,
“amused”. The tag selection is unregulated, mean-
ing the same tag, like “Rockin”, could either refer
to a rock song or indicate that the individual is in
a positive energetic state. These tags provide con-
textual information (Malko et al., 2021) which is
treated similar to hashtags and appended to the end
of each post.

2.2 Dataset Construction

The HUD dataset was created by first selecting a
collection of 500 English posts, sampled from 200
unique users, as detailed below, and then having
four people annotating! these posts. Annotators
evaluated each post’s content to determine whether
it conveyed a hassle, an uplift, a mix of both, or
other (an abstract subjective self-reflection or emo-
tional awareness without specifying the linking
incident). We manually reviewed 200 randomly
selected posts and observed that Vent users do not
post objective or neutral statements, thus excluding
the neutral label. We concentrated on annotating
and detecting hassles and uplifts at the level of
individual posts. Thus, if the same hassle was men-
tioned in two consecutive posts by the same individ-
ual, it was treated as two instances of hassles. Our
manual inspection of the sampled instances shows
that they cover a diverse range of daily activities as
illustrated in Table 1 derived from (Kanner et al.,
1981). We also manually verify that no instances
contain explicit content.

Data Sampling Procedure

We propose and adhere to the following data sam-
pling pipeline and human annotation guidelines for
the construction of our dataset.

1. Sample user IDs by examining their post histo-
ries and select those who have used tags from
Vent’s MentalHealth collection” for at least
10 times. Based on clinical psychologists’ rec-
ommendations and a manual review of the
posts, users who frequently tag their posts

! Annotators were trained through a two-round trial anno-
tation of 100 posts (50 per round), collaboratively curating
guidelines and resolving disagreements for best practices.

2including Struggling, Persistent, Recovering,
Resilience, Mindful, SetBack, Growing, Trying,
Exhausted, Aware, Grounded, Helpful, Coping.



Category

Itemized daily minor incidents

Close-Interpersonal
Relationships

navigating family relationships, driving conversation, receiving support from, or paying obligation with
family members or close friends

Study or Career

engaging with colleagues, fellows and peers, customers, teachers, employers in a study/work context;
reaction to work/study load, performance, deadlines

Physical Condition

reaction to physical (dis)abilities, physical appearance, physical health, lost appetite, eating disorder

Recreation

eating out, listening music, playing sports, having or ending vacation, shopping

Pets or Animals

engaging with pets or animals (harassment of cockroaches/insects is categorized under Environment)

Environment

reaction to air quality, sound, living conditions, weather, harassment of cockroaches/flies/mice

Substance Use

taking drugs, drinking alcohol, misusing medication, smoking

Social Engagement

social media interaction, community, church, non-friend engagement

Healthcare Support

reaction to therapy or medical treatment, engaging with therapists, visiting hospitals, prescriptions

Finance

reaction to bills, salary, paying for necessities, investment, affordability

Other Activities-of-

housework, cooking, commuting, sleep, general eating, waiting for delivery, other routine activities

Daily Life

Table 1: Catalog of daily minor incidents with itemized sub-incidents.

with MentalHealth labels are more likely to
share content involving hassles and uplifts
than those who rarely use these tags.

2. Sample user IDs from the previous step with
moderate positive and negative sentiment po-
larity range in their post content, as these users
are more likely to share varied hassles and
uplifts over time. We identified these users
by applying an “off-the-shelf” sentiment ana-
lyzer (Camacho-Collados et al., 2022), which
calculates the polarity score of each post, rang-
ing from —1 (negative) to 1 (positive). We
define a person as having a moderate flow of
positivity and negativity in their posting his-
tory if the mean polarity score minus one
standard deviation (std) for all their posts is
smaller than 0 and the mean polarity score
plus std is greater than 0 (mean — std < 0
and mean + std > 0).

3. Sample posts indexed by the user IDs from the
previous step and further sample posts with to-
ken count ranges between 8 and 120, counted
under BERT tokenizer pre-trained on Twitter
(Zhang et al., 2023). The rationale for this
is that posts outside this token count range
are likely to be tag meme challenges, diary
entries, or song lyrics, according to our ob-
servations. Tag memes and song lyrics often
evoke personal affects or experiences that re-
quire comprehensive inference based on the
user’s background knowledge. This cannot be
reliably sourced from the social media con-

tent itself or the literal expression of the post.
Additionally, diary entries, while rich in in-
formation, often contain deep, introspective
content that is complex and multi-faceted (Al-
dao, 2013), requiring further studies to break
down the long text content for HUD. We thus
decided to exclude these posts for our current
dataset and leave them for future work.

4. Sample 500 posts from the remaining
data, with some of them sampled from
various discussion groups based on the
group IDs, including “Friendship Match”,
“Relationships™, “School”, “College &
University”, “Family”, ‘“Weed”, “Dogs”,
“Cats”, “Adulting”, “Physical Health”,
“Parenting”, and “Drugs”. We then manu-
ally verify the sampled posts cover diverse
daily incidents (see Table 1).

Human Annotation

Four annotators (demographics in Appendix A)
were independently given the same instance. The
annotation involved the following steps: 1) deter-
mining if an instance describes one or more in-
cidents that have occurred, are occurring, or will
occur to the post’s creator. Instances that are solely
self-reflective without a clear specification of any
incident is labeled as a “non-incident”; 2) assessing
if an incident(s)-containing post conveys subjective
feelings and can be identified as either hassle(s),
uplift(s), or a combination of both (Appendix E).
Following the human annotation, we formed four
different combinations by selecting groups of three



annotators out of four and calculated the mean and
standard deviation of inter-annotator agreement us-
ing Fleiss’ Kappa score, resulting in 0.93_¢ g2 for
incident annotation and 0.89.¢ o3 for subjective
feeling annotation. This calculation helps account
for human label variance among different subsets
of annotators. To train machine learning models,
we addressed label variance by consolidating labels
when three annotators assigned the same label to
instances with differing human annotations or by
cross-annotator communication if there was a tie.

3 Framework for Identification of Hassles
and Uplifts

We propose a two-step automation framework for
HUD, separating objective incident detection from
subjective feeling classification. This separation
isolates errors in each layer, where any mistakes
made in the objective incident detection do not af-
fect the subjective feeling classification. This sep-
aration improves interpretability in evaluating the
overall effectiveness of the HUD implementation.
Step (1): Incident Detection is formulated as a
binary text classification, similar to event detection
without trigger (Liu et al., 2019a). Input instances
that describe one or more incidents are classified
as “has-incident” and will be forwarded to the next
step. Posts that do not describe any incidents are
classified as “non-incident” and will be stopped
from further HUD processing.
Step (2a): Subject Feeling Classification is for-
mulated as a single-label, three-class classification
task. It determines whether a “has-incident” in-
stance forwarded from Step (1) conveys a subjec-
tive feeling, which forms a construct of either has-
sle, uplift, or a combination of both.
Step (2b): Sentiment Classification provides an
alternative to Step (2a) and tests if subjective feel-
ing detection can be accomplished through conven-
tional sentiment classification. We use the labels
hassle and uplift to evaluate against predictions of
negative and positive, respectively. We exclude the
neutral prediction as people do not post neutral and
objective statements on Vent for reasons already be-
ing discussed in Section 2.1. Traditional sentiment
analysis (Barbieri et al., 2020) assumes that a single
sentiment dominates the text expression and thus
cannot make predictions of the mixed sentiment of
positive and negative.

We evaluate the HUD implementations at each
step in the framework. Thus, we experiment in Step

(2) by only selecting the instances that have been
manually identified as “has-incident”. In total, 278
out of 500 instances are selected. We created two
sets of 3-fold cross-validation for Step 1 (based on
500 instances) and Step 2 (based on 278 instances)
respectively (See Table 6, Appendix D).

3.1 Models and Experimental Setup

We experiment with both (1) a small lan-
guage model, specifically a sentence trans-
former (Reimers and Gurevych, 2019) pre-trained
using RoBERTa-Large (Liu et al., 2019b)
(RoBERTa,,4), and (2) several foundational
LLMs, including Llama2-7b-chat (Touvron
et al., 2023) & Llama3.1-8b-Instruct (Dubey
et al., 2024), gemma2-2b-it (Riviere et al., 2024),
gpt4-turbo (OpenAl, 2023), and o1-mini (Ope-
nAl, 2024). The two proprietary LLMs are hosted
within our organization server, ensuring the privacy
of processing user-sensitive data. The models’
setup for the completion of each step is illustrated
below:

Step (1&2a)—Incident detection and sub-
jective feeling classification

* Fine-tune RoBERTay, 4 Fine-tune two sep-
arate RoBERTa-based sentence transformers
on the incident and subjective feeling labels,
using a contrastive learning framework with
proven feasibility to be fine-tuned with few-
shot examples (Tunstall et al., 2022).

e Prompt-tune LLM,,;: For Step 1, prompt-
tune each LLM with 11 incident and 11 non-
incident examples selected from the dataset
for incident detection. For Step 2a, prompt-
tune LLMs using 33 examples equally dis-
tributed across hassle, uplift, and mixed labels,
also drawn from the dataset for subjective feel-
ing classification. The chosen examples are
manually verified to ensure they cover all cate-
gories of daily incidents illustrated in Table 1.
Details on prompt formulation and modeling
configurations are provided in Appendices B
and C.

* Instruction-tune Llama3.1-8b-it;;: De-
sign task-specific instructions to combine with
text instances to formulate a prompt (see
prompt template in Appendix B) and to sep-
arately fine-tune two L1ama3 models on inci-
dent detection and subjective feeling classifi-



cation using 4-bit quantization and Low-Rank
Adaptation configuration (Hu et al., 2022).

Step (2b)—Sentiment classification Apply an off-
the-shelf sentiment analyzer (RoOBERTa;) (Bar-
bieri et al., 2020) to classify each instance in the
dataset as either negative or positive.

3.2 Evaluation Metrics

We use Precision, Recall, and Fp score to evalu-
ate each class individually in both Step (1) and
Steps (2a & 2b) using a one-vs-rest approach. For
example, when considering the class hassle as pos-
itive, any prediction of hassle is treated as a true
positive, predictions of uplift or mix are treated
as false negatives, and any non-hassle instances
predicted as hassle are considered false positives.
This approach ensures that the metric scores are
not skewed by the majority class. We calculate the
mean and standard deviation of these three met-
rics across 3 cross-validation folds for each step,
respectively.

4 Results

The effectiveness of the models tested on the
two-step HUD task is shown in Tables 2 and
3. We find that the small BERT-style model
(RoBERTay,,4), fine-tuned specifically for inci-
dent detection, outperforms both the prompt-
tuned and fine-tuned large language models (Ta-
ble 2). gpt4 with few-shot learning setting out-
performs RoBERTay,,,4 and other LLMs, including
the o1-mini with more advanced reasoning capa-
bility, for subjective feeling classification. Com-
paring various LLMs, fine-tuning Llama3 with
task-specific instructions and LoRA configuration
(L1ama3 ;) yields improvements over few-shot in-
context learning (L1ama3,;), except for the classi-
fication of mixed feeling (see Table 3). The pro-
prietary gpt4 and o1-mini outperform the open
resource LLMs on both tasks.

Comparing the effectiveness of ROBERTay,, g
with RoBERT in Table 3, we find that applying a
sentiment analyzer to predict negative or positive
instances as hassles or uplifts achieves a slightly
better Recall than fine-tuning ROBERTay,,4 using
hassle or uplift label (p < 0.05). In contrast,
RoBERTay,,4 significantly outperforms the senti-
ment analyzer ROBERTa; in Precision, leading to
an increased F; for classifying hassles and uplifts.

Comparing the performance of all experimented
models on the classification of mixed hassles and

uplifts in Table 3 reveals that identifying the mix
category is more challenging than classifying in-
stances that convey only hassles or uplifts indi-
vidually. Fine-tuning a large language model im-
proves the classification of hassle and uplift but
becomes worse for the mix category, potentially
due to insufficient training instances (under-fitting).
The open resource LLMs, either prompt-tuned or
fine-tuned, still fall short of the effectiveness (F1)
achieved by fine-tuning a BERT-style small model
(RoBERTay,,,4) or proprietary LLMs. An ideal
pipeline for HUD involves using RoBERTa for in-
cident detection, followed by gpt4 for subjective
feeling classification. Alternatively, ROBERTa can
be applied to both stepped tasks, considering the
computational cost of running gpt4 (Appendix F).

5 General Interpretation of Results

Incident Detection: While event detection
aims to identify triggers or explicit mentions
of actions within the text (Liu et al., 2016; Ji
and Grishman, 2008; Weng and Lee, 2011),
incident detection in hassles and uplifts focuses on
detecting occurrences that have a direct, observable
relation to the individual’s experience. This means
that incident detection must distinguish between
tangible incidents and abstract self-reflections or
emotion awareness. For example, although the
word “felt” is an event trigger in a reflection: ““/
felt frustrated today”, this statement does not
specify the incident that caused that frustration.
In contrast, an incident-containing statement may
be “I felt frustrated today because of traffic”,
which specifies the emotional response to an
external occurrence, the traffic. This distinction
is essential in hassles and uplifts detection, where
incidents represent real-time interactions with
one’s environment, while events may sometimes
refer to internal reflections without an actionable
context. The experiment on Step (1) shows that
fine-tuned Llama3;; model and RoBERTay,q
outperforms a direct application of LLLMs using
in-context examples for detecting incidents (Table
2). We analyzed the error cases and found
that these LLMs may have treated the incident
detection as conventional event detection. For
example, consider a statement like “/ had a mental
breakdown yesterday”. It describes an internal
experience, and the literal mention of “yesterday’
may mislead LLMs to identify it as a specific
event tied to a particular time. For our purposes,

bl



Model

has-Incident

non-Incident

Precision Recall F1 Precision Recall Fy
RoBERTapud 090003 0921002 0911003 0901002 0.86+0.04 0.8810.04
Llama2-7b-chat.s 0.874+0.07 0.1440.05 0.25+0.07 0.484+0.04 0971002 0.6410.04
Llama2-7b-chatp:  0.70+0.06 0.74+0.04 0.7040.06 0.6240.03 0.54+0.07 0.58+0.06
Llama3.1-8b-it,: 0.6240.07 0.87+0.06 0.72+0.05 0.6840.14 0.3210.00 0.43+0.09
Llama3.1-8b-its;  0.891t0.02 0.8710.01 0.8810.02 0.84+0.02  0.86+0.02 0.85+0.01
gemma2—2b-itpt 0.5840.03 0.9540.02 0.7240.02 0.67+0.07 0.9540.02 0.7240.02
gpt4-turbo,, 0.89+0.06 0.8110.02 0.85+0.04 0.794+0.01  0.88+0.06 0.83+0.03
ol-minip; 0.8410.01 0.85+0.02 0.84+0.01 0.811+0.04 0.80+0.02 0.80+0.03
Table 2: Effectiveness of incident detection (Step 1).
Model Hassle Uplift Mix
Precision  Recall F Precision  Recall F Precision  Recall F
RoBERTaxud 0.9240.02 0.81+0.09 0.86+0.05 0.84+0.09 0.70+£0.04 0.76+0.06 0.63+0.08 0.78+0.07 0.70+0.07

Llama2-7b-chat,s 0.68+0.06 0.87+0.05 0.76+0.05
L1ama2—7b—chatpt 0.7040.04 0.8440.05 0.76+0.04
Llama3.1-8b-its; 0.7410.01 0.8540.04 0.80+0.02
Llama3.1-8b-ity: 0.86+0.03 0.78+0.07 0.8240.02
gemma2-2b-itpt 0.77+0.03 0.77+0.09 0.77+0.06

0.73+0.05 0.70+0.12 0.71+o0.07
0.74+0.10 0.69+0.08 0.71+0.01
0.66+0.10 0.86+0.11
0.67+0.02
0.64+0.04 0.9240.08 0.76+0.05

0.4110.12 0.254+0.06 0.31+0.08
0.4940.12 0.38+0.08 0.43+0.00
0.46+0.25 0.211+0.08 0.29+0.12
0.69+0.13 0.48+0.15 0.56+0.15
0.5140.20 0.26+0.08 0.34+0.11

0.75+0.10

0.9310.03 0.78+0.02

gpt4-turboy 0.9140.03 0914007 0911003 0.87+0.09 0.79+0.02 0.82+0.05 0.76+0.01 0.82+0.07 0.79+0.04
ol-miniy 0.9540.03 0.7240.10 0.82+0.07 0.90+0.10 0.68+0.08 0.77+0.09 0.56+0.08 0.88+0.05 0.68+0.08
RoBERTag 0.7440.03 0.8640.06 0.7940.02 0.66+0.04 0.83+0.03 0.73+0.04 - - -

Table 3: Effectiveness of subjective feeling classifications (Step 2a & 2b).

however, it is not an incident.

Subjective Feeling Classification: Our compar-
ison between RoBERTay,,,; and RoBERTa, indi-
cates that the HUD task is different from sentiment
analysis (Table 3). While individuals may use a
positive tone to express pure uplift, a general pos-
itive tone within the post does not always equate
to uplift, as people may sarcastically convey has-
sles with positive tone: “Had the most uplifting
chat with my dad today, he called me a ‘feminine’
when I told him some seniors threw yogart® on me,
making me cry at school. #Heartbroken”. Simi-
larly, people may provide nuanced or cautiously
expressed uplift: “Well, I am not too sure if I'm
too narcissism to talk about the feeling of honour
in having this reward.” This discrepancy leads to
high Recall (0.83) but low Precision (0.66) when
using a sentiment analyzer to detect uplift (and vice
versa for hassle).

The sentiment analyzer (RoBERTa;) cannot de-
tect mixed hassles and uplifts. It assumes that a
single sentiment polarity dominates the text expres-
sion in nature. This is problematic when trying to
identify mixed hassles and uplifts, as posts in these
cases do not have a singular polarity tone. Instead,

3This post is verbatim. The typo is in the original post.

they often contain both positive and negative ele-
ments that are not evenly distributed. For example,

we observed posts where an active coping strategy—
positive reframing—is presented. In such posts, the

content might be predominantly negative with only

a small positive element, as shown in “I forgot to

bring a scantron for my exam but luckily someone

let me have one of theirs. I walked 20 minutes to

this building and if I forgot a scantron I would’ve

legit cried #Upset”. RoOBERTa, predicted it as hav-
ing the probability of 0.75 in negative but only 0.06

in positive. The complexity of the expressed feel-
ings in posts with mixed hassles and uplifts lies

in the coexistence of contrasting feelings—where

the positive tone may mask underlying negative

sentiments, or vice versa. This nuanced emotional

dynamic cannot be captured by a simple balance

of polarity using a sentiment analyzer. This also

indicates that a HUD task, different from the con-
ventional sentiment analysis, is needed for some

mental health tasks, like studying emotion regula-
tion strategies and resilience.

The prompt-tuned open resource LLMs per-
formed poorly in detecting incidents and clas-
sifying all three subjective feelings. This is
likely due to the novelty of the task, which the
models have not encountered during their pre-



training. Relying solely on few-shot examples and
in-context learning does not adequately adapt them
for HUD. In contrast, the two proprietary mod-
els, gpt4 and o1-mini, showed stronger effective-
ness in distinguishing subjective feelings. However,
given their high costs and lower effectiveness than
RoBERTay,,4 in detecting incidents in the earlier
stage, proprietary LLMs may not be the most ap-
propriate to use for HUD.

6 Psychometric Analysis of Cognitive
Processes Words in Vent vs. Other
Texts Resource

The purpose of applying psychometric analysis is
two-fold. On one hand, we assess the similarity in
language use within Vent compared to other open-
source datasets, demonstrating that while the Vent
data cannot be publicly disclosed, the HUD method
remains applicable to other open-source datasets.
On the other hand, we focus on analyzing the use
of words related to cognitive process using LIWC
(Linguistic Inquiry and Word Count) (Pennebaker
etal., 2015). A prominent use of such words may
indicate that the text resource contains rich infor-
mation about individuals’ responses to daily chal-
lenges, as well as their capacity for reflective think-
ing, emotional awareness and regulation. Applying
HUD to such a resource can provide valuable in-
sights and implications for resilience studies (Pen-
nebaker and Chung, 2007). We examine the use of
words related to cognitive process over 20, 689 ran-
domly selected Vent posts, comparing with other
text resources characterized by LIWC2015 (Pen-
nebaker et al., 2015), including general Tweets,
blogs, novels, expressively written diary, New York
Times articles (NY Times), and natural speech. The
expressive writing here is one form of diary studies
(Pennebaker and Chung, 2007).

Vent posts have a relatively high-ratio use of cog-
nitive process words (11.70), only slightly lower
than expressive writing (12.52), but higher than
Tweets (9.96) and all other text sources, such
as NY Times (7.52) and novels (9.84) (Table 4).
This supports our observation that the narratives of
Vent posts are reflective and introspective, align-
ing closely with the nature of expressive writing.
With respect to the specific category of words, Vent
scores higher in the use of insight (2.27) and cau-
sation (1.52) compared to Tweets (1.92 for insight
and 1.41 for causation), which suggests that users
on Vent are more likely to make reasoning or re-

flection on their daily life experiences and feel-
ings. Vent exhibits particularly high use of dis-
crepancy (1.94) and tentative (2.98) words, which
is even higher than in expressive writing. These
categories often involve expressing uncertainty or
conflicts, which could indicate a pattern of self-
reflection or grappling with emotions. In contrast,
tweets have notably lower scores in these two word
groups (1.54 for discrepancy and 2.35 for tenta-
tive). Vent also shows a high rate of differentiation
words (3.13), second only to natural speech (3.73),
suggesting that users on Vent prefer to reflectively
make distinctions between concepts or emotions,
which may show various coping strategies.

7 Hassles and Uplifts Detection is not
Sentiment Classification or Multi-Label
Classification

While most of the negative predictions from the
sentiment analyzer (RoBERTa,) align with hassles,
and positive predictions correspond to uplift la-
bels, the mixed hassle and uplift annotations can-
not be identified through traditional sentiment anal-
ysis. Yet, posts with mixed hassles and uplifts
cannot be simply disregarded. We apply the two-
step RoBERTay,, 4 to first identify incidents and
then classify them into hassle, uplift, or mixed feel-
ings on a randomly sampled collection of 20, 689
posts. Out of these, 10, 665 were identified as “has-
incident”, with 3, 175 categorized as hassle, 3, 797
as uplift, and 3, 693 as mixed feelings. Thus nearly
30% of the incident descriptions encountered con-
vey mixed hassles and uplifts.

Additionally, posts with mixed hassles and up-
lifts often contain key information on how indi-
viduals regulate their emotions. Such nuanced
posts are valuable for psychologists in studying
resilience (Aldao, 2013). For example, in a
post “The exam is exhausting but I MADE THIS...
I’VE DONE IT #Resilient”, the sentiment analyzer
(RoBERTa,) classifies it as positive because the
positive tone dominates, failing to recognize that
the exam itself was a hassle for this individual.
The mixed hassles and uplift prediction can reveal
an effective “reappraisal” coping strategy this in-
dividual has incorporated for building resilience.
Therefore, HUD, designed to extract insights for
studying mental resilience, should be treated differ-
ently from traditional sentiment classification.

Finally, we believe that formulating HUD as
multi-label sentiment classification is not suitable.



Psychometrics Vent Tweets Diary Blogs Novels NY Times Speech
Cognitive Process  11.70 9.96 12.52 11.58 9.84 7.52 12.27
insight 2.27 1.92 2.66 2.28 2.11 1.54 2.46
causation 1.52 1.41 1.65 1.46 1.03 1.42 1.45
discrepancy 1.94 1.54 1.74 1.56 1.48 0.89 1.45
tentative 2.98 2.35 2.89 2.82 2.27 1.74 3.06
certainty 1.41 1.43 1.51 1.56 1.45 0.76 1.38
differentiation 3.13 2.62 3.40 3.31 2.82 2.03 3.73
Total Instances 20,689 35269 6,179 37,295 875 34,929 3,232

Table 4: Average LIWC score related to cognitive process among various data sources. The highest scores per row

are presented in bold.

Given the high percentage of sentences with mixed
hassles and uplifts (30% in our data), multi-label
frameworks may distort evaluation results since
arbitrarily assigning both hassle and uplift labels
to all input instances can artificially inflate Recall.
Moreover, in real-world applications such as men-
tal health, psychologists require a clear distinction
between mixed and singular states to accurately
assess the nuanced interaction between hassles and
uplifts.

8 Related Work

Researchers have utilized NLP techniques to tackle
various mental health-related tasks. Some re-
searchers have designed NLP approaches to auto-
matically classify sentiment polarity or emotional
states (Zhang et al., 2024; Barbieri et al., 2020),
detect stress (Xu et al., 2024; Turcan and McKe-
own, 2019), identify ironic (Van Hee et al., 2018) or
abusive (Nobata et al., 2016) expression, or detect
depressive disorder (Wolohan et al., 2018) from
an individual’s text expression. However, no ap-
proaches have been explicitly designed to detect
daily hassles and uplifts. Rather than simply cat-
egorizing a text as either positive or negative, the
core information need of HUD lies in analyzing
both the objective incident described and the sub-
jective feeling it caused. This approach uncovers
emotional complexity and the nuanced context of
an individual’s personal life, providing key insights
into how individuals cope and adapt to life’s chal-
lenges.

LLMs have shown effectiveness to handle a wide
range of text processing tasks, but adapting them
for HUD and ensuring their reliability remains un-
explored. While BERT-style small language mod-
els (SLMs) demonstrate better performance over
text classification than large generative language
models (Bucher and Martini, 2024), the effective-

ness of SLMs requires task-specific fine-tuning,
such as those used in sentiment analysis (Barbi-
eri et al., 2020). The reliance on large annotated
training sets presents challenges for real-world ap-
plications, as consistently annotating task-specific
datasets for every unique context is impractical. For
example, the instances used to adapt SLMs in work-
place satisfaction studies (Fisher, 2010) can differ
significantly from those in studies on university
student stress (Bouteyre et al., 2007). Therefore,
studying feasible approaches to adapt SLMs with a
small training set for HUD is needed.

9 Conclusion

We introduced a novel task to automate the de-
tection of hassles and uplifts within social media
narratives, presenting its unique advantage that con-
ventional sentiment analysis cannot fully resolve.
Through a series of experiments using various lan-
guage models, we benchmarked the effectiveness
of HUD and found that these models, particularly
large language models (LLMs), are not yet fully
reliable for this task. Key challenges persist, espe-
cially in distinguishing tangible life incidents from
more abstract forms of self-reflection or emotional
awareness. Furthermore, we proposed an approach
that utilizes psychometric analysis to compare lan-
guage use between public and private datasets, of-
fering a way to overcome the common challenge
of releasing sensitive mental health data alongside
with experimental results.

In the future, we aim to extend HUD to other, es-
pecially public, datasets. We also plan to verify the
effectiveness of HUD on downstream tasks, such
as for assisting the identification of emotion regula-
tion strategies or “moments of change” in individu-
als’ moods over time (Tsakalidis et al., 2022).



Limitations

In this paper, we simplify the detection of hassles
and uplifts within the scope of a single post. How-
ever, we observed cases where an individual may
express follow-up subjective feelings towards an
incident mentioned in earlier posts. Since the latter
posts only convey subjective feelings without spec-
ifying the aforementioned incident, our framework
will not treat such posts as containing information
of hassles but rather a post of pure emotional aware-
ness.

We temporarily excluded the detection of hassles
and uplifts on tag memes, journal entries, and song
lyrics, because detection on such data sources re-
quires inference on individuals’ background knowl-
edge, which cannot be reliably sourced from social
media content itself or the literal expression of the
posts.

We also excluded for now the detection of neu-
tral feelings. From our observations, people gen-
erally did not post on Vent about incidents that
evoked only neutral emotions. However, we have
noted instances where posts initially mention a has-
sle but shift toward a neutral or moderate tone after
self-coping, such as, “Even if I finish my drawings
and paintings in time, I have absolutely no idea
how to get to this university. I hope this will be a
nice week. #Anxious” Having said that, the primary
goal of HUD is not to identify reflective outcomes
but to focus on the direct associations between in-
cidents and the subjective feelings they evoke as
hassles or uplifts.

Our data is in English, and our results are limited
to one platform. The data is also private due to
its sensitivity (mental health) and potential risk of
having identifiable information.

Ethical Concerns

We have obtained ethics approval from our respec-
tive institutions to use the data provided through
the Vent platform for research purposes within re-
stricted terms: the data is not to be shared beyond
our research team and it must be stored in a secure
setup within the organization. We have used ex-
amples of the posts that are not identifiable. The
annotators had no access to the original posts or
the authors’ identities.

Potential Risks

The tested language models carry the risk of pro-
ducing biased and potentially harmful predictions.

They do not satisfy clinical standards to deliver
accurate assessments, and their inaccurate or in-
sensitive responses could downplay individuals’
struggles or even exacerbate emotional distress. To
safeguard the privacy and consent of data providers,
information about the cultural and demographic
backgrounds of the users who generate the data
was not collected. However, this lack of context
can result in misunderstandings of culturally spe-
cific emotional expressions, leading to alienating
or inappropriate outcomes. We note, however, that
our aim is not to provide automated mental health
apps but to support psychologists in their work.
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A Annotator Demographics

The four annotators of the HUD dataset are highly
educated and work in English-speaking countries.
They come from different gender and linguistic
backgrounds.

B Prompt Template for LLMs

The exact prompts used in our experiments for
LLMs are shown below. The prompts are formu-
lated with chat template with respect to each LLM.

* Prompt Template for Incident Detection:
You are a binary text classifier.
Does the following text describes an
incident or not? A self-reflective
process is not incident. Requirement:
Only answer 1 as incident and
© as non-incident. For example,
{{few-shot examples}} {{TEXT content
to be processed}}

Prompt Template for Subjective Feeling Clas-
sification:

You are a psychologist and a text
classifier. Does the following text
describes uplift (1), hassle (-1), or
the mix of both (0)? Requirement:
Only answer -1 as hassle, 1 as uplift,
and @ as mixture of both. For example,
{{few-shot examples}} {{TEXT content
to be processed}}

C Machine Learning Configuration

We list the information on the configurations of
open resource LL.Ms in Table 5.


https://www.vent.co/
https://www.vent.co/
https://www.vent.co/

params value

GPU NVIDIA RTX 3500 Ada
context size 512

temperature  0.01

quantization  4-bits

LoRArank 32

LoRA alpha 64

Table 5: The environment setting and parameters for
QLOoRA fine-tuning and prompt-tuning L1ama2&3 and
Gemma?2.

D Statistics of Cross Validation Dataset

The statistics of three-fold cross validation set is
shown in Table 6.

Fold Incident Detection Subj Feeling Detection
Incident Non-incident hassle mix  uplift
cvlepal 93 73 37 28 28
cV2epal 93 76 38 27 28
cV3eval 92 73 35 27 30
total 278 222 110 82 86

Table 6: The count of instances used for evaluation per
the cross-validation fold.

E HUD Annotation Guideline

E.1 Disclaimer of Risks

As an annotator working with social media data
involving daily hassles and uplifts, you may en-
counter content that could be emotionally sensitive,
distressing, or explicit. The data you will anno-
tate may include expressions of frustration, anger,
sadness, or other emotional states, as well as posi-
tive or uplifting content. While efforts have been
made to filter harmful material, some posts may
still include pornographic, explicit, or otherwise
offensive content, which could be unsettling or dis-
tressing depending on your personal sensitivities
and experiences. If you encounter content that you
find distressing, we encourage you to notify the
project team.

Participation in this annotation project is volun-
tary, and you have the right to withdraw at any time.
By proceeding, you acknowledge the potential emo-
tional and psychological risks involved, including
exposure to explicit material, and confirm that you
are aware of available resources to manage your
well-being during this task.
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E.2 Task description

Annotating social media posts that either convey
a hassle, uplift, or a mixed of both by the content
creator.

E.3 Instructions

1. Read the post content and the self-reported
hashtag.

. Decide whether the post conveys daily minor
incident(s) of either hassles, uplifts, or mix of
both.

. Select both hassles and uplifts label if you
think a post describes incident(s) and convey
a mixed of both.

. Leave the cell empty if the text does not de-
scribe any incidents.

. Select unknown if you cannot decide the sub-
jective feeling conveyed by the post content
(rare case).

. Leave necessary comment in the cell indexed
by the Comment column.

E.4 Instruction on Distinguishing Incident
and Non-incident Instance

There is no universal definition of what describes
an incident or non-incident. In this task, we define
an incident to be a specific occurrence involving
participants. An incident is something that hap-
pened in the past, is happening now, or is expected
to happen in the future. An incident can frequently
be described as a change of state. In contrast, non-
incident instances are likely to be solely containing
self-reflection or emotional awareness. Examples
of two non-incident instances:

I broke down crying, i am really sad.
i never thought i could feel this much
again, but it seems like i was wrong. i
feel everything and it was too much, it
feels like my heart is breaking all over
again. this time im truly alone again.
feels like 2017 all over again :’) #Sad

Anxious as hell today. Ugh, hate that
feeling. But, I won’t let it control me.
It’s not gonna stop me from doing all the
things I want to do. Ever. #Struggling



E.S5 Instruction on Distinguishing Major and
Minor Incident

There is no clear boundary between major or minor
incidents, as it depends on the subjective scope of
an individual. Major incidents are less frequent and
cause long-term impact to the individual, such as
being diagnosed with cancer or job loss. For sim-
plification, we annotate both posts as has-incident
regardless of major or minor incidents it conveys.

E.6 Definition of Hassles and Uplifts

Both hassles and uplifts are daily minor incidents.
Hassles conveys experiences and conditions of
daily living that have been appraised as negative
and harmful or threatening to the post creator’s
well-being. Uplifts conveys experiences and con-
ditions of daily living that have been appraised
as positive or favorable to the post creator’s well-
being. Below are examples of a hassle, an uplift,
and a mixed instances:

Hassle instance: Having an exam tomor-
row makes me nervous ugh #Nervous

Uplift instance: So, I'm a mother
again........ to a new kitten. #Optimistic

Mixed instance: Thank God. Tomor-
row I don’t need to be at work until 1pm.
Which means I can sleep in. I really fuck-
ing need it after this week. #Coping

F Estimation of Computational Cost

The approximate GPU hours (NVIDIA RTX 3500
Ada) for a few-shot application of open-resource
LLMs or supervised LoRA fine-tuning Llama3
with 4-bits quantization are all within 0.5 hours.
The approximation of cost for running proprietary
LLMs is shown in Table 7.

Model Cost
gpt4-turbo =~ 18.40
ol-mini ~2.02

Table 7: The estimation of cost (USD) for running pro-
prietary LLMs on the HUD dataset. The estimation is
based on the count of input and output tokens.
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