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Abstract

Deep neural networks often require large-scale, accurately labelled datasets to perform
well, but in practice, the labels are frequently corrupted by noise in medical imaging -
especially instance-dependent noise. In this work, we propose a novel framework to address
instance-dependent label noise by integrating three key components: (i) self-supervised
pretraining using SimCLR to learn robust, noise-agnostic feature representations; (ii) an
iterative pseudo-label refinement strategy employing a stage-wise consensus mechanism
to progressively correct mislabeled samples; and (iii) a softmax-weighted cross-entropy
loss that dynamically downweights uncertain predictions. We validate our approach on
benchmark datasets such as CIFAR-10 and CIFAR-100 corrupted with synthetic noise at
20% and 30% levels, demonstrating significant improvements over state-of-the-art methods.
We further validated our method on Chest X-rays and Chaoyang medical imaging datasets.

Keywords: Instance-dependent label noise, Self-supervised learning, Pseudo-label refine-
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1. Introduction

In real-world scenarios, label noise that depends on input features (instance-dependent) can
significantly hinder generalization and reliability of deep learning models for medical images.
Prior works in handling noisy labels, such as loss correction techniques (Patrini et al., 2017),
small-loss selection (Jiang et al., 2018; Han et al., 2018), and methods specifically designed
for instance-dependent noise (Wei et al., 2020) assume symmetric label noise. However,
these techniques often fall short when faced with complex noise patterns where mislabeling
is image-dependent. Our hybrid framework leverages self-supervised pretraining to establish
a noise-agnostic feature foundation and employs iterative pseudo-label refinement with a
confidence-weighted loss to correct mislabeled samples. Recent advances in self-supervised
learning (e.g., MoCo (He et al., 2020)) and pseudo-label refinement (Li et al., 2020) have
motivated our hybrid approach. Experimental results on CIFAR benchmarks and medical
imaging datasets demonstrate the efficacy of our method in challenging noisy environments.
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Figure 1: Proposed training method with self-supervised learning, warm-up phase, and it-
erative refinement

2. Methodology

The proposed pipeline has three key components as shown in Figure 1.

SimCLR-based Self-Supervised Pretraining: We leverage SimCLR (Chen et al.,
2020) to learn robust, noise-agnostic features. Strong augmentations (RandomResizedCrop,
ColorJitter, GaussianBlur, RandomGrayscale) were applied during pretraining, which is
carried out for 30 epochs. The resulting embeddings serve as initial representations for
subsequent supervised training.

Warmup Phase: A 5-epoch warmup using standard cross-entropy loss trains the model
on the noisy data. This phase captures fundamental data patterns while mitigating over-
fitting to incorrect labels.

Iterative Pseudo-Label Refinement and Confidence-Weighted Loss: Our core
contribution is the following iterative refinement mechanism:

• Stage-Wise Training: In the first iteration, epochs 2, 3, and 4 serve as monitoring
stages; later iterations use epochs 2, 5, and 7 to capture both short- and long-term
sample behavior.

• Loss Threshold Filtering: Samples with a loss below a preset threshold are con-
sidered reliable.

• Consensus-Based Pseudo-Labeling: Only the samples consistently deemed reli-
able across stages are updated with pseudo-labels, while the remaining samples retain
their original labels.

Pseudo-labeled samples are re-augmented using the same strong transformations as in pre-
training. Finally, the model is fine-tuned using a softmax-weighted cross-entropy loss that
dynamically downweights uncertain predictions.

3. Experiments, Results, and Conclusion

We evaluated our approach on CIFAR-10 and CIFAR-100, and on Chest X-rays(Kermany,
2018) and Chaoyang(Zhu et al.) medical imaging datasets with 20% and 30% label noise.

Table 1 summarizes the classification accuracy (%) of various methods on CIFAR
datasets.
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Table 1: Comparison of methods on CIFAR-10 and CIFAR-100 for 20% and 30% noise.

Method CIFAR-10 CIFAR-100

20% Noise 30% Noise 20% Noise 30% Noise

Co-teaching (Han et al., 2018) 80.96 78.56 63.58 33.43
MentorNet (Jiang et al., 2018) 81.03 77.22 63.51 34.23
JoCoR (Wei et al., 2020) 83.95 0.0 64.42 0.0
DivideMix (Li et al., 2020) 91.94 93.48 70.67 75.89
Our Method 94.40 93.60 76.61 73.11

Table 2: Performance on medical imaging datasets (Accuracy %).

Method Chest X-rays Chaoyang

20% Noise 30% Noise 20% Noise 30% Noise

DivideMix (Li et al., 2020) 73.24 73.88 34.46 20.91
Our Method 74.00 69.31 42.40 43.85

Table 2 shows the performance on medical imaging datasets for Chest X-rays(Kermany,
2018) and Chaoyang(Zhu et al.) under 20% and 30% noise levels.

Our experiments demonstrate that integrating self-supervised pretraining, iterative pseudo-
label refinement, and a confidence-weighted loss creates a robust framework to mitigate
instance-dependent label noise. The proposed method consistently outperforms state-of-
the-art techniques on CIFAR-10 and CIFAR-100 at 20% and 30% noise levels. Moreover,
the improvements observed on medical imaging datasets confirm the potential for clinical
applications.

While our results are promising, the proposed framework relies on a fixed loss threshold
for pseudo-label selection, while future work could explore adaptive thresholding strategies
that adjust to varying noise conditions. Additionally, detailed ablation studies to isolate
the contributions of each component would provide further insights into the mechanism’s
effectiveness. The framework should be tested on real-world noise scenarios where test data
labels are curated while the training data is large but noisily-labeled.
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