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Abstract001

The severe shortage of medical doctors limits002
access to timely and reliable healthcare, leav-003
ing millions underserved. Large language mod-004
els (LLMs) offer a potential solution but strug-005
gle in real-world clinical interactions. Many006
LLMs are not grounded in authoritative medi-007
cal guidelines and fail to transparently manage008
diagnostic uncertainty. Their language is often009
rigid and mechanical, lacking the human-like010
qualities essential for patient trust. To address011
these challenges, we propose Ask Patients with012
Patience (APP), a multi-turn LLM-based medi-013
cal assistant designed for grounded reasoning,014
transparent diagnoses, and human-centric in-015
teraction. APP enhances communication by016
eliciting user symptoms through empathetic017
dialogue, significantly improving accessibil-018
ity and user engagement. It also incorporates019
Bayesian active learning to support transpar-020
ent and adaptive diagnoses. The framework is021
built on verified medical guidelines, ensuring022
clinically grounded and evidence-based reason-023
ing. To evaluate its performance, we develop024
a new benchmark that simulates realistic med-025
ical conversations using patient agents driven026
by profiles extracted from real-world consul-027
tation cases. We compare APP against SOTA028
one-shot and multi-turn LLM baselines. The029
results show that APP improves diagnostic ac-030
curacy, reduces uncertainty, and enhances user031
experience. By integrating medical expertise032
with transparent, human-like interaction, APP033
bridges the gap between AI-driven medical as-034
sistance and real-world clinical practice.035

1 Introduction036

The shortage of medical doctors is a critical global037

issue. It is noteworthy that 40% of WHO Member038

States report having fewer than ten medical doc-039

tors per 10,000 people, with over 26% having fewer040

than three (WHO). Large language models (LLMs),041

such as the GPT series (Radford, 2018; Radford042

et al., 2019; Brown, 2020; Ouyang et al., 2022; 043

Achiam et al., 2023), have significantly improved 044

access to medical inquiries. Notably, models such 045

as GPT-4 with Medprompt (Nori et al., 2023), Med- 046

PaLM 2 (Singhal et al., 2025), and Med-Gemini- 047

L 1.0 (Saab et al., 2024) have achieved expert- 048

level performance on benchmarks like MedQA 049

(USMLE) (Jin et al., 2021), claiming to surpass 050

human experts in structured evaluations. Beyond 051

standard medical question-answering benchmarks, 052

several approaches have demonstrated strong diag- 053

nostic capabilities when provided with comprehen- 054

sive real-world patient cases (Kanjee et al., 2023; 055

Ríos-Hoyo et al., 2024; McDuff et al., 2025). 056

Although current LLMs exhibit expert-level pro- 057

ficiency, they remain difficult to implement in clin- 058

ical practice. A major limitation is their inability to 059

elicit a patient’s most relevant medical conditions 060

through conversational interaction. Notably, most 061

of them identify diseases solely based on the user’s 062

initial input without follow-ups (Fig.1(a) (Wang 063

et al., 2023; Xiong et al., 2023; Gupta et al., 2025)). 064

But in practice, patients often struggle to provide all 065

relevant information in the first place. In contrast, 066

real-world human doctors will have a long conver- 067

sation with patients, using empathetic questioning 068

to elicit patients’ most relevant health concerns. A 069

straightforward approach to LLM-assisted diagno- 070

sis is to prompt models to engage in multi-turn 071

dialogues with patients (Fig. 1(b)), which has been 072

shown to be more effective than one-shot consul- 073

tations (Schmidgall et al., 2024). However, this 074

approach remains impractical in real-world scenar- 075

ios due to the following key challenges. 076

First, LLM-generated language often lacks 077

human-like qualities, making interactions feel me- 078

chanical, impersonal, and ineffective, which can 079

even negatively impact diagnosis (Xu et al., 2019; 080

Bao et al., 2023; Chen et al., 2023a). In real clin- 081

ical settings, patients often struggle to accurately 082

describe their symptoms or overlook clinically rel- 083
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Figure 1: (a) Existing LLMs follow a one-shot diagnostic approach, generating multiple possible diseases without
asking follow-up questions. (b) While LLMs can be prompted for multi-turn dialogues, they often overwhelm
users with excessive mechanical inquiries, potentially disrupting the dialogue and reducing engagement. (c) Our
human-centric multi-turn dialogue with grounded reasoning approach, APP, structures follow-up questions in a
logical sequence. It incorporates grounded medical sources to build a statistical model, improving reliability and
transparency in handling diagnostic uncertainty. It also incorporates human-centric features, such as eliciting patient
symptoms with empathy to reduce user pressure and anxiety. Blue represents user-described symptoms, Orange
indicates medical assistant questions, Red highlights the diagnosis, and Purple shows human-centric features.

evant details. For example, a person with lactose084

intolerance might only report general stomach dis-085

comfort without realizing the link to dairy con-086

sumption. A key capability of human doctors is087

guiding patients toward articulating unrecognized088

but medically important conditions. Rather than089

asking broad, generic questions like “What food090

might have triggered your symptoms?” —as LLM-091

based models might—a doctor might instead ask a092

more accessible and context-aware question such093

as “Did you drink milk last night?”. This helps094

patients share clearer and more relevant responses.095

Another major challenge in LLM-based medi-096

cal consultations is their black-box nature. LLMs097

may generate hallucinations (Xu et al., 2024), offer098

inconsistent responses to the same question, use099

obscure medical terminology without clear sources,100

and make deterministic medical decisions without101

grounded reasoning (Ness et al., 2024; Ullah et al.,102

2024; Shi et al., 2024; Pan et al., 2025). These103

limitations undermine transparency and trustwor-104

thiness, making it difficult for LLMs to provide105

reliable diagnoses and gain patient trust, ultimately106

constraining their real-world clinical applicability.107

For LLM-simulated medical assistants to be ap-108

plied effectively in the real world, they must incor-109

porate human-centric features (Busch et al., 2025;110

Lin and Kuo, 2025). Using simple, people-friendly111

language helps patients better understand and re-112

spond to medical questions. Guided questioning113

based on personal background—such as daily activ-114

ities and dietary habits—can elicit potential health 115

conditions that might otherwise be overlooked. An- 116

thropomorphic features, such as empathetic dia- 117

logue, help users feel comfortable and psychologi- 118

cally supported. This improves the user experience 119

and builds trust, fostering a friendly doctor-patient 120

relationship (Vishwanath et al., 2024). 121

In this paper, we propose Ask Patients with 122

Patience (APP), a new LLM-based clinical dia- 123

logue model designed for grounded reasoning and 124

human-centric interactions. We simulate an an- 125

thropomorphic medical assistant, Dr.APP, designed 126

to provide grounded, transparent, and accurate di- 127

agnoses. First, Dr.APP strictly follows clinical- 128

standard medical guidelines, ensuring reliable and 129

evidence-based diagnoses. Second, Dr.APP is built 130

on an analytical mathematical model, specifically 131

Bayesian active learning, to determine the optimal 132

next question at each turn. This enhances trans- 133

parency, improves diagnostic confidence, and main- 134

tains high diagnostic accuracy. Finally, Dr.APP 135

facilitates human-centric dialogue by guiding pa- 136

tients to clearly express their symptoms through 137

empathetic communication. Dr.APP is instructed 138

to respond with understanding and compassion, 139

treating user concerns as if in a conversation with a 140

trusted friend. To evaluate our method, we develop 141

a new benchmark that simulates patients using pro- 142

files constructed from over 300 real-world doctor 143

interviews (Yan et al., 2022). Both medical pro- 144

fessionals and non-medical participants assessed 145
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Figure 2: APP Workflow. The system first maps dialogue St to SMSD symptoms, then generates disease probabilities
Pt(D) and a question pool Qt+1 based on the MSD Manual (Manual, a,b). It then performs an additional reasoning
step to simulate possible responses, compute conditional probabilities, and apply Bayesian active learning to identify
the question with the lowest entropy. This question is then returned to the doctor for further inquiry. Yellow arrows
represent the input, Purple arrows indicate the grounded medical guidelines, Blue arrows represent the statistics to
compute question selection, and Red highlights the final step, which determines the optimal question to ask.

the model from complementary perspectives, such146

as diagnostic accuracy from a clinician’s view and147

empathy from a patient’s view. In summary, our148

contributions are:149

• We introduce Dr.APP, the first human-centric150

LLM-based medical assistant capable of elic-151

iting user symptoms through natural and152

human-like dialogue. It significantly improves153

user accessibility and engagement.154

• Dr.APP incorporates Bayesian active learning155

based on authoritative medical guidelines to156

provide grounded and transparent reason-157

ing for medical diagnosis.158

• We develop a new benchmark that simulates159

clinical consultations using real-world inter-160

view cases. Dr.APP achieves SOTA diagnos-161

tic accuracy and provides an empathetic user162

experience, supported by human evaluation.163

2 Methodology164

2.1 Framework Overview165

To ensure grounded reasoning and diagnostic relia-166

bility, we use authoritative clinical guidelines as the167

primary source throughout the workflow. Building168

on this, we incorporate Bayesian active learning169

to enhance transparency and accuracy. Addition-170

ally, we design the medical assistant with a human-171

centric approach for more empathetic interactions.172

The dialogue begins with Dr.APP asking the first173

question q1 and the patient replying with r1, form-174

ing the initial conversation S1 = (q1, r1). LLMs 175

then extract symotom information from S1 and map 176

it to pre-defined symotom list derived from clini- 177

cal guidelines. Dr.APP aims to identify the most 178

probable diagnosis d∗ ∈ D, where D = {di}Ii=1 179

represents the set of possible diseases. Let St de- 180

note the dialogue between the user and Dr.APP 181

after t iterations: St = {(q1, r1), . . . , (qt, rt)}. At 182

each iteration t, the disease probability distribution 183

Pt(D) is updated using St and relevant medical 184

knowledge from clinical guidelines. Based on the 185

extracted symptoms, a question pool Qt+1 is gener- 186

ated, also guided by the verified clinical guidelines. 187

Dr.APP selects the optimal follow-up question q∗t+1 188

via Bayesian active learning for the next iteration. 189

Specifically, Dr.APP follows the steps shown 190

in Figure 2: Mapping into clinical guidelines (Sec- 191

tion 2.2); Diagnosis Probability Prediction (Section 192

2.3); Question Generation (Section 2.4); One-more 193

Step Thinking & Conditional Probability Genera- 194

tion (Section 2.5); Question Selection (Section 2.6); 195

and Human-centric Communication (Section 2.7). 196

2.2 Mapping into MSD 197

In this work, we incorporate both the professional 198

and consumer versions of the MSD Manual (Man- 199

ual, a,b) as sources of clinical guidance, though 200

other reliable guidelines can also be used. The 201

professional version offers structured definitions 202

and diagnostic criteria, while the consumer ver- 203

sion provides simplified explanations accessible to 204
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general users. This dual use ensures that Dr.APP205

remains medically grounded while interpretable for206

non-expert users. To map user dialogue to MSD207

information, we store symptom-description pairs208

locally and apply RAG to retrieve the most relevant209

symptoms. Specifically, Dr.APP ensures a com-210

prehensive representation by mapping the initial211

dialogue S1 to symptoms in both the professional212

and consumer symptom lists of the MSD Manual:213

SMSD = {Sprof , Scons}.214

2.3 Diagnosis Probability Prediction215

Given the MSD symptom set SMSD, we access the216

detailed symptom page, which provides informa-217

tion on the causes, pathophysiology, and etiology218

of the symptom. We retrieve these sets of informa-219

tion and represent them as Γ(SMSD). This reliable220

medical knowledge, combined with the current dia-221

logue context St, serves as the foundation for gener-222

ating the potential disease probability distribution:223

224
Pt(D | Γ(SMSD), St) = {Pt(di | Γ(SMSD), St)225

| di ∈ D,

I∑
i=1

Pt(di | Γ(SMSD), St) = 1} (1)226

where Pt(di | Γ(SMSD), St)
1 represents the esti-227

mated probability of disease di at iteration t, given228

the medical knowledge Γ(SMSD) and the accumu-229

lated dialogue St. This approach enables Dr.APP230

to provide more transparent and informative reason-231

ing than traditional LLMs. For example, instead of232

listing possible causes without prioritization—e.g.,233

Possible causes include orthostatic hypotension,234

cervical spondylosis, vertigo—Dr.APP generates235

a dynamic disease probability distribution, such as236

Orthostatic Hypotension: 0.22, Cervical Spondylo-237

sis: 0.19, Vertigo: 0.17, . . . , which updates as the238

dialogue progresses.239

2.4 Question Generation240

The initial APP-user dialogue S1 = {q1, r1} is241

often limited or imprecise, as users may use non-242

standard terminology or provide vague descriptions243

that do not directly align with clinical definitions.244

After estimating the disease probability Pt(D), a245

follow-up question is needed to refine the diag-246

nosis. At each iteration t, Dr.APP generates a247

question pool Qt+1 guided by the MSD Manual.248

This grounded information is retrieved from sec-249

tions such as Diagnosis and What a doctor does, in250

1For brevity, Pt(D | Γ(SMSD), St) and Pt(di |
Γ(SMSD), St) are referred to as Pt(D) and Pt(di).

both the professional and consumer versions, de- 251

noted as Υ(SMSD). This ensures that the questions 252

are both clinically reliable and symptom-specific. 253

The set of candidate questions is represented as: 254

Qt+1 = {q1, . . . , qK}, where K is the maximum 255

number of questions considered per iteration. 256

2.5 One-more Step Thinking & Conditional 257

Probability Generation 258

For each candidate question qk ∈ Qt+1, Dr.APP 259

thinks one step ahead by anticipating possible pa- 260

tient responses. A set of plausible responses is 261

generated by the LLM for each candidate question, 262

given the current dialogue St. The set of responses 263

for question qk is denoted as Rk = {r1k, . . . , rLk }, 264

where L is the number of generated responses. For 265

example, the question “Can you describe what you 266

feel when you experience dizziness?” may yield 267

answers such as “The room spins”, “I feel light- 268

headed”, or “I lose balance but nothing spins.” 269

For each disease di ∈ D, the conditional prob- 270

ability of receiving a specific response rlk is com- 271

puted as P (rlk | Γ(di)), where Γ(di) represents 272

the relevant medical information for disease di re- 273

trieved from the MSD Manual. For instance, the 274

response “I feel light-headed” may have a higher 275

probability under Orthostatic Hypotension (e.g., 276

0.4), but lower probability under Vertigo (e.g., 0.1). 277

2.6 Question Selection 278

Then we use Bayesian active learning to select the 279

optimal question from the candidate pool Qt+1. 280

Once responses for each candidate question are 281

generated, Dr.APP computes the virtual next-step 282

disease probability distribution P (di|qk) using 283

Bayesian inference. The joint probability of ob- 284

serving both the response rlk and the disease di can 285

be represented as: 286

P (rlk, di) = P (rlk | Γ(di)) · Pt(di) (2) 287

Applying the law of total probability, the posterior 288

probability of each disease di after receiving the 289

responses to question qk then can be updated as: 290

P (di | qk) =
∑L

l=1 P (rlk, di)∑I
j=1

∑L
l=1 P (rlk, dj)

(3) 291

To select the optimal follow-up question q∗t+1 for 292

the next iteration, Dr.APP evaluates the expected 293

entropy of each candidate question qk: 294

Hqk = −
I∑

i=1

P (di | qk) · logP (di | qk) (4) 295
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The follow-up question is then selected by mini-296

mizing entropy, ensuring that the question yields297

the greatest expected information gain:298

q∗t+1 = arg min
qk∈Qt+1

Hqk (5)299

After asking the optimal question q∗t+1, the user’s300

response rt+1 is incorporated into the dialogue,301

forming St+1. By iteratively updating the diagnosis302

probability distribution Pt+1(D) and selecting the303

optimal follow-up question, Dr.APP progressively304

reaches the final diagnosis d∗.305

2.7 Human-Centric Communication306

To make the diagnostic process more accessible to307

users without a medical background, Dr.APP sim-308

plifies complex terms and symptom descriptions.309

When asking each optimal question q∗t , Dr.APP310

is prompted to use clear, easy-to-understand lan-311

guage, such as “Simplify medical terminology and312

jargon into everyday language,” to ensure effective313

communication and reduce misunderstandings.314

Individuals may not always recognize or de-315

scribe abnormal behaviors or symptoms from a316

clinical perspective. To address this, Dr.APP pro-317

vides contextual hints and is explicitly prompted318

to frame questions in simple yes/no or multiple-319

choice formats. For example, instead of asking a320

broad question like “Have you eaten anything un-321

usual?”, it might ask “Have you consumed foods322

like milk or beverages like soda (e.g., Coke)?”323

Even with simplified yes/no questions, users may324

still struggle with vague symptom descriptions or325

unfamiliar medical terminology. Dr.APP addresses326

this by using descriptive examples. Rather than327

asking “Do you feel dizzy?”, Dr.APP might ask:328

“Are you experiencing a feeling of losing balance, or329

does it seem like your surroundings are spinning or330

moving, even when everything is still?” This helps331

users express their symptoms more accurately.332

3 Experiment333

3.1 Dataset334

To evaluate our proposed approach, Dr.APP, we use335

a subset of the ReMeDi dataset (Yan et al., 2022),336

which contains real-world multi-turn conversations337

between doctors and patients. This ensures that the338

dialogues reflect natural clinical interactions with339

realistic variability. We use ReMeDi-base, which340

originally consists of 1,557 labeled dialogues. In341

this dataset, doctors’ responses are annotated with342

seven action types: “Informing”, “Inquiring”,343

“Chitchat”, “QA”, “Recommendation”, “Diagno- 344

sis”, and “Others”. We extract 329 real-world 345

conversations that exclusively contain the “Diag- 346

nosis” label and randomly select 100 for our study. 347

These cases cover 72 distinct diseases across 18 348

specialties, including Otolaryngology (e.g., Aller- 349

gic Rhinitis), Gynecology (e.g., Polycystic Ovary 350

Syndrome), and Gastroenterology (e.g., Gastroe- 351

sophageal Reflux Disease). 352

3.2 Patient Simulator 353

To evaluate different LLM-simulated medical as- 354

sistants, we simulate realistic patients based on 355

selected ReMeDi dialogues. For each case, we re- 356

construct a patient profile using DeepSeek-v3, sum- 357

marizing structured characteristics such as symp- 358

toms, age, intention and personality (see A.1.1). 359

These attributes are compiled into a comprehensive 360

patient persona used to guide a simulated patient 361

agent, which interacts with a target LLM-simulated 362

medical assistant (e.g., DeepSeek-v3, GPT-4o). 363

The simulated patient agent responds using only 364

the constructed persona, without access to the orig- 365

inal ReMeDi dialogue. To better mimic realistic 366

patient behavior, the simulated patient agent is fur- 367

ther guided with instructions such as: “Reasonably 368

incorporate daily life details that align with the 369

patient’s personality and background.” This setup 370

forms the foundation of a benchmark for evaluating 371

diagnostic capabilities through natural, multi-turn 372

interactions. By combining real-world personas 373

with consistent and adaptive patient responses, our 374

benchmark closely replicates real-world consulta- 375

tions in a controlled and reproducible environment. 376

3.3 Experimental Setup 377

In our experimental setup, we set the number of 378

candidate questions per iteration to K = 5. For 379

each question, at least two and at most of five plau- 380

sible patient responses (2 ≤ L ≤ 5) are generated. 381

3.4 Evaluation Matrix 382

3.4.1 Accuracy 383

We invited three experts, each with over five years 384

of biomedical experience, to evaluate the quality 385

of the predicted diagnoses. Each expert indepen- 386

dently rated the predictions using a 5-point scale 387

adapted from (Kanjee et al., 2023), reflecting align- 388

ment with the ground truth. A score of 0 indi- 389

cates no relevance, while a score of 5 denotes an 390

exact match (see A.4). This evaluation provides 391

a nuanced assessment of diagnostic performance. 392
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Figure 3: An APP case study of human-centric multi-turn dialogue based on medical guidelines. The estimated
disease distribution is updated with the progression of the conversation. Disease items from top to bottom in the last
iteration: Allergic Rhinitis, Acute Sinusitis, Vasomotor Rhinitis, Decongestant Overuse and others. The ground truth
is Allergic Rhinitis, where our diagnosis is Allergic Rhinitis. Blue represents user-described symptoms, Orange
indicates questions raised by APP, Red highlights the diagnosis, and Purple shows human-centric features.

Experts also assessed the model’s trustworthiness393

based on its alignment with grounded guidelines,394

its ability to gather relevant patient information, the395

clarify of explanations, and its support for better396

doctor-patient relationship.397

3.4.2 Entropy398

Given the current disease probability distribution399

Pt(D), the goal is to increase diagnostic confidence400

and rule out unlikely conditions through multi-turn401

dialogue. We use entropy as a quantitative measure402

to assess diagnostic confidence and interpretabil-403

ity 2. The entropy at iteration t is calculated as:404

Ht = −
∑I

i=1 Pt(di) · logPt(di), where Pt(di) is405

the probability of disease di and I is the total num-406

ber of possible diseases at iteration t. A reduction407

in entropy over successive dialogue turns indicates408

increased diagnostic confidence.409

3.4.3 Human-Centric410

We invited five participants without medical back-411

grounds to evaluate the human-centric qualities412

of Dr.APP using recorded consultation transcripts.413

2Figure 1(a)(b) present potential diseases without indi-
cating their likelihood, while Figure 3 shows how Dr.APP
distinguishes between more and less probable diseases.

Twenty case studies were randomly selected, 414

each containing five versions: Claude-3, GPT-4o, 415

DeepSeek-v3, APP-DeepSeek-v3, and the origi- 416

nal real-world dialogue from ReMeDi. Each par- 417

ticipant independently reviewed all 100 dialogues 418

(five per case), with the model order randomized 419

for each case to ensure fair comparison. Partici- 420

pants rated each dialogue across four aspects: the 421

accessibility score captured how clear and easy the 422

language was for non-medical users; the empathy 423

score reflected the degree of empathetic communi- 424

cation shown during the conversation; the relevant 425

response rate evaluated whether the model appro- 426

priately responded to follow-up questions before 427

moving on; and the relationship fostering score 428

measured the model’s ability to build a supportive 429

and trusting consultation. All scores were rated on 430

a scale from 1 to 5, as detailed in A.5. 431

3.5 Accuracy Analysis versus Baselines 432

To evaluate the diagnostic accuracy of Dr.APP, we 433

compared its performance against SOTA LLMs 434

across multiple medical domains, including neu- 435

rology, cardiology, and nephrology (Table 1). The 436

“Overall” column represents the diagnostic perfor- 437
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Table 1: Diagnosis Accuracy (5-point score) Comparison with SOTA Methods: This table presents the diagnostic
accuracy of three common specialties and the overall performance across all 18 specialties. APP-DeepSeek-v3
achieves the highest overall accuracy in both one-shot and multi-turn evaluations, demonstrating the effectiveness of
multi-turn interactions driven by statistical modeling and grounded medical guidelines.

Model
One-Shot Multiple-Turn

Neurology Cardiology Nephrology Overall Neurology Cardiology Nephrology Overall

LLaMA-70B 3.04 1.72 1.13 2.77 3.19 2.11 1.66 2.93
Claude-3 2.90 1.94 1.73 2.94 3.23 2.44 2.20 2.98
GPT-4o 2.81 2.27 1.93 2.90 3.10 2.72 2.06 2.96

QWen-72B 2.47 2.27 1.53 2.89 2.86 2.66 1.93 3.07
APP-QWen-72B 3.09 2.61 2.13 3.06 3.43 2.83 2.53 3.14

DeepSeek-v3 3.00 2.61 1.93 3.08 3.28 2.83 2.13 3.17
APP-DeepSeek-v3 3.33 2.61 2.20 3.35 3.90 3.00 2.86 3.59

mance averaged across all 18 clinical specialties.438

We conducted evaluations in both single-turn and439

multi-turn diagnostic settings, with the multi-turn440

setup involving six rounds of iterative questioning441

to refine their diagnoses.442

In the one-shot setting, where models gener-443

ated diagnoses based only on the initial user input444

without follow-up interaction, APP-DeepSeek-v3445

achieved the highest overall accuracy of 3.35 on446

the 5-point scale. It outperformed all other mod-447

els, including DeepSeek-v3 (3.08), Claude-3 (2.94)448

and GPT-4o (2.90). Notably, APP-QWen-72B also449

showed improved performance over its base model450

QWen-72B, achieving an overall score of 3.06 com-451

pared to QWen-72B’s 2.89. In the multi-turn set-452

ting, APP-DeepSeek-v3 again outperformed other453

methods, reaching an overall accuracy of 3.59, with454

particularly strong results in neurology (3.90). Sim-455

ilarly, APP-QWen-72B benefited significantly from456

the multi-turn interaction, improving to 3.14, out-457

performing its base model QWen-72B (3.07).458

Figure 4: Entropy Comparison across Iterations.
Dr.APP consistently shows a sharper decrease in en-
tropy, indicating increased diagnostic confidence and
reduced uncertainty through iterative dialogues.

3.6 Confidence Analysis across Iterations459

Figure 4 illustrates the evolution of diagnostic con-460

fidence by comparing entropy values between APP-461

Figure 5: Confidence Analysis across Iterations. APP-
DeepSeek-v3 shows increased confidence in the top pre-
dicted disease while reducing confidence in less likely
conditions over multiple iterations, demonstrating im-
proved diagnostic confidence with interpretability.

DeepSeek-v3 and the DeepSeek-v3 baseline across 462

iterations. In the initial step, before any follow-up 463

questions, Dr.APP exhibits slightly lower diagnos- 464

tic uncertainty than DeepSeek-v3 (entropy of 2.46 465

versus 2.48). As iterations progress, Dr.APP shows 466

a sharper and more consistent decline in entropy, 467

refining diagnoses more effectively. After five it- 468

erations, Dr.APP reduces its entropy to 1.22, indi- 469

cating high confidence in its predictions, whereas 470

the baseline remains at 2.31, suggesting persistent 471

uncertainty. This reduction highlights Dr.APP’s 472

superiority in reducing diagnostic uncertainty and 473

improving prediction confidence. 474

Figure 5 further shows how the distribution of 475

top potential diseases evolves across iterations for 476

different specialties, including gastroenterology, 477
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neurology, and otolaryngology. The results indi-478

cate that Dr.APP consistently assigns higher confi-479

dence to the most probable disease while reducing480

confidence in less likely conditions. This leads to481

a clearer separation in probability rankings. The482

widening gap suggests that Dr.APP systematically483

refines its predictions, improving diagnostic clarity484

and reducing ambiguity over multiple interactions.485

By presenting intermediate reasoning and con-486

fidence adjustments across iterations, Dr.APP im-487

proves model transparency and diagnostic certainty.488

The increasing confidence reduces ambiguity, en-489

abling more reliable and trustworthy medical guid-490

ance. These improvements ultimately foster greater491

user trust in AI-assisted diagnosis while enhancing492

clinical reliability and usability.493

Table 2: Human-Centric Metric Comparison. The
table reports the average score on a 5-point scale. APP-
DeepSeek-v3 consistently outperforms baseline models
and the real-world doctor-patient dialogue, demonstrat-
ing improved alignment with human-centric features.

Methods
Human-Centric Metric

Accessibility Empathy Relevant Response Foster Relation

Calude-3 3.18 2.54 3.78 2.96
GPT-4o 2.86 2.34 3.38 2.56

DeepSeek-v3 3.10 2.42 3.50 2.56
Real-world Dialogue 3.48 2.78 3.24 2.92
APP-DeepSeek-v3 4.54 4.60 4.48 4.54

3.7 Human-Centric Analysis494

Our human-centric system, Dr.APP, shows notable495

improvements across four key dimensions: user ac-496

cessibility, question empathy, response relevance,497

and relationship fostering. As shown in Table498

2, Dr.APP consistently outperforms both baseline499

models and real-world dialogues from ReMeDi.500

Specifically, in terms of accessibility, Dr.APP501

achieved an average score of 4.54, significantly502

surpassing real-world dialogues (3.48) and all503

baseline models. This suggests the system ef-504

fectively presents medical information in a more505

user-friendly manner. For empathy, Dr.APP scored506

4.60, markedly higher than the original dialogues507

(2.78), highlighting its ability to generate more508

compassionate and supportive responses, which509

may help reduce user anxiety and improve the510

consultation experience. In response relevance,511

Dr.APP reached 4.48, outperforming the second-512

best model, Claude-3, by a margin of 0.7. Fi-513

nally, in fostering relational engagement, Dr.APP514

achieved a score of 4.54, indicating a stronger abil-515

ity to build trust and rapport with users. Overall,516

these results demonstrate that Dr.APP substantially517

enhances the human-centric quality of dialogue,518

contributing to improved user understanding, satis- 519

faction, and engagement. 520

4 Related Work 521

Medical Dialogue with LLMs. Multi-turn con- 522

versational LLMs are crucial for healthcare, as 523

they can iteratively gather and interpret relevant 524

patient information, enabling more accurate and 525

context-aware decision-making than single-turn 526

systems (Li et al., 2025b). Most existing studies 527

focus on improving response accuracy in medical 528

dialogues through supervised fine-tuning on large- 529

scale healthcare datasets (Chen et al., 2023b; Bao 530

et al., 2023; Pieri et al., 2024). Some methods aim 531

to enhance the model’s information-seeking abil- 532

ity through multi-turn interactions (Zhang et al., 533

2023; Li et al., 2024, 2025a). A smaller subset 534

incorporates grounding mechanisms using external 535

medical knowledge sources during inference to im- 536

prove reliability (Yang et al., 2024), while others 537

prioritize human-centric evaluation through patient- 538

oriented metrics that simulate real-world clinical 539

engagement (Yang et al., 2024; Tu et al., 2025). 540

5 Conclusion 541

In this study, we introduce Dr.APP, the first human- 542

centric, LLM-based medical assistant for grounded 543

reasoning and transparent diagnosis. Dr.APP en- 544

hances diagnostic accuracy and reliability by inte- 545

grating authoritative medical guidelines and lever- 546

aging Bayesian active learning to optimize follow- 547

up questioning. Through entropy minimization, 548

Dr.APP improves transparency and progressively 549

increases diagnostic confidence. To support evalua- 550

tion in realistic settings, we introduce a new bench- 551

mark that simulates multi-turn medical consulta- 552

tions, using patient agents constructed from real- 553

world doctor–patient dialogues. Our experiments 554

demonstrate that Dr.APP significantly outperforms 555

both one-shot and current multi-turn LLM base- 556

lines in diagnostic accuracy. Entropy analysis con- 557

firms that Dr.APP rapidly reduces diagnostic uncer- 558

tainty over successive iterations, leading to greater 559

confidence in its predictions. Human evaluation 560

further shows that Dr.APP prioritizes accessibil- 561

ity and empathetic communication, responds with 562

more medically relevant information, and fosters 563

a stronger patient–doctor relationship. By bridg- 564

ing clinical expertise and human-centric dialogue, 565

Dr.APP promotes greater user trust and engage- 566

ment. 567
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Limitations568

Despite its advancements, Dr.APP has several limi-569

tations that warrant further exploration.570

First, while Dr.APP reduces diagnostic uncer-571

tainty through entropy minimization at each step,572

it may converge to a local minimum rather than573

achieving the global minimum. This limitation574

arises because Dr.APP selects the next question575

based on immediate entropy reduction, rather than576

considering the long-term impact of each ques-577

tion on overall diagnostic certainty. As a result,578

suboptimal question sequences may occasionally579

lead to delayed or less efficient diagnosis. To ad-580

dress this, future work could explore reinforcement581

learning-based optimization or multi-step planning582

strategies that anticipate future interactions rather583

than relying solely on greedy entropy reduction.584

Additionally, incorporating global uncertainty esti-585

mation techniques, such as Bayesian optimization586

or Monte Carlo dropout methods, could further587

enhance robustness in question selection and diag-588

nostic confidence.589

Second, while Dr.APP integrates medical guide-590

lines to improve diagnostic reliability, but it may591

still be constrained by the quality and coverage of592

these guidelines. In this paper, we use the MSD593

Manual as an example of grounded medical knowl-594

edge, but many other real-world medical sources595

exist. Expanding the system to incorporate addi-596

tional medical knowledge bases could further en-597

hance its clinical applicability.598

Finally, most of our evaluation relies on simu-599

lated patient interactions and human assessments600

of recorded consultation transcripts. However, real-601

world clinical trials are needed to validate Dr.APP’s602

effectiveness in actual medical settings. Future re-603

search should focus on deploying Dr.APP in real-604

world consultations and assessing its impact on605

patient outcomes, physician workload, and health-606

care accessibility.607

References 608

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama 609
Ahmad, Ilge Akkaya, Florencia Leoni Aleman, 610
Diogo Almeida, Janko Altenschmidt, Sam Altman, 611
Shyamal Anadkat, et al. 2023. Gpt-4 technical report. 612
arXiv preprint arXiv:2303.08774. 613

Zhijie Bao, Wei Chen, Shengze Xiao, Kuang Ren, Jiaao 614
Wu, Cheng Zhong, Jiajie Peng, Xuanjing Huang, and 615
Zhongyu Wei. 2023. Disc-medllm: Bridging gen- 616
eral large language models and real-world medical 617
consultation. arXiv preprint arXiv:2308.14346. 618

Tom B Brown. 2020. Language models are few-shot 619
learners. arXiv preprint arXiv:2005.14165. 620

Felix Busch, Lena Hoffmann, Christopher Rueger, 621
Elon HC van Dijk, Rawen Kader, Esteban Ortiz- 622
Prado, Marcus R Makowski, Luca Saba, Martin 623
Hadamitzky, Jakob Nikolas Kather, et al. 2025. Cur- 624
rent applications and challenges in large language 625
models for patient care: a systematic review. Com- 626
munications Medicine, 5(1):26. 627

Wei Chen, Shiqi Wei, Zhongyu Wei, and Xuanjing 628
Huang. 2023a. Knse: A knowledge-aware natural 629
language inference framework for dialogue symptom 630
status recognition. arXiv preprint arXiv:2305.16833. 631

Yirong Chen, Zhenyu Wang, Xiaofen Xing, Zhipei Xu, 632
Kai Fang, Junhong Wang, Sihang Li, Jieling Wu, 633
Qi Liu, Xiangmin Xu, et al. 2023b. Bianque: Balanc- 634
ing the questioning and suggestion ability of health 635
llms with multi-turn health conversations polished by 636
chatgpt. arXiv preprint arXiv:2310.15896. 637

Gaurav Kumar Gupta, Aditi Singh, Sijo Valayakkad 638
Manikandan, and Abul Ehtesham. 2025. Digital di- 639
agnostics: The potential of large language models 640
in recognizing symptoms of common illnesses. AI, 641
6(1):13. 642

Di Jin, Eileen Pan, Nassim Oufattole, Wei-Hung Weng, 643
Hanyi Fang, and Peter Szolovits. 2021. What disease 644
does this patient have? a large-scale open domain 645
question answering dataset from medical exams. Ap- 646
plied Sciences, 11(14):6421. 647

Zahir Kanjee, Byron Crowe, and Adam Rodman. 2023. 648
Accuracy of a generative artificial intelligence model 649
in a complex diagnostic challenge. Jama, 330(1):78– 650
80. 651

Shuyue Stella Li, Jimin Mun, Faeze Brahman, 652
Jonathan S Ilgen, Yulia Tsvetkov, and Maarten Sap. 653
2025a. Aligning llms to ask good questions a 654
case study in clinical reasoning. arXiv preprint 655
arXiv:2502.14860. 656

Stella Li, Vidhisha Balachandran, Shangbin Feng, 657
Jonathan Ilgen, Emma Pierson, Pang Wei W Koh, 658
and Yulia Tsvetkov. 2024. Mediq: Question-asking 659
llms and a benchmark for reliable interactive clinical 660
reasoning. Advances in Neural Information Process- 661
ing Systems, 37:28858–28888. 662

9



Yubo Li, Xiaobin Shen, Xinyu Yao, Xueying Ding, Yidi663
Miao, Ramayya Krishnan, and Rema Padman. 2025b.664
Beyond single-turn: A survey on multi-turn inter-665
actions with large language models. arXiv preprint666
arXiv:2504.04717.667

Chihung Lin and Chang-Fu Kuo. 2025. Roles and po-668
tential of large language models in healthcare: A669
comprehensive review. Biomedical Journal, page670
100868.671

MSD Manual. a. MSD Manual Consumer Version.672

MSD Manual. b. MSD Manual Professional Edition.673

Daniel McDuff, Mike Schaekermann, Tao Tu, Anil674
Palepu, Amy Wang, Jake Garrison, Karan Singhal,675
Yash Sharma, Shekoofeh Azizi, Kavita Kulkarni, et al.676
2025. Towards accurate differential diagnosis with677
large language models. Nature, pages 1–7.678

Robert Osazuwa Ness, Katie Matton, Hayden Helm,679
Sheng Zhang, Junaid Bajwa, Carey E Priebe, and Eric680
Horvitz. 2024. Medfuzz: Exploring the robustness of681
large language models in medical question answering.682
arXiv preprint arXiv:2406.06573.683

Harsha Nori, Yin Tat Lee, Sheng Zhang, Dean Carig-684
nan, Richard Edgar, Nicolo Fusi, Nicholas King,685
Jonathan Larson, Yuanzhi Li, Weishung Liu, et al.686
2023. Can generalist foundation models outcom-687
pete special-purpose tuning? case study in medicine.688
arXiv preprint arXiv:2311.16452.689

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida,690
Carroll Wainwright, Pamela Mishkin, Chong Zhang,691
Sandhini Agarwal, Katarina Slama, Alex Ray, et al.692
2022. Training language models to follow instruc-693
tions with human feedback. Advances in neural in-694
formation processing systems, 35:27730–27744.695

Jiazhen Pan, Che Liu, Junde Wu, Fenglin Liu, Jiayuan696
Zhu, Hongwei Bran Li, Chen Chen, Cheng Ouyang,697
and Daniel Rueckert. 2025. Medvlm-r1: Incentiviz-698
ing medical reasoning capability of vision-language699
models (vlms) via reinforcement learning. arXiv700
preprint arXiv:2502.19634.701

Sara Pieri, Sahal Shaji Mullappilly, Fahad Shahbaz702
Khan, Rao Muhammad Anwer, Salman Khan, Timo-703
thy Baldwin, and Hisham Cholakkal. 2024. Bimedix:704
Bilingual medical mixture of experts llm. arXiv705
preprint arXiv:2402.13253.706

Alec Radford. 2018. Improving language understanding707
by generative pre-training.708

Alec Radford, Jeffrey Wu, Rewon Child, David Luan,709
Dario Amodei, Ilya Sutskever, et al. 2019. Language710
models are unsupervised multitask learners. OpenAI711
blog, 1(8):9.712

Alejandro Ríos-Hoyo, Naing Lin Shan, Anran Li,713
Alexander T Pearson, Lajos Pusztai, and Frederick M714
Howard. 2024. Evaluation of large language mod-715
els as a diagnostic aid for complex medical cases.716
Frontiers in Medicine, 11:1380148.717

Khaled Saab, Tao Tu, Wei-Hung Weng, Ryutaro Tanno, 718
David Stutz, Ellery Wulczyn, Fan Zhang, Tim 719
Strother, Chunjong Park, Elahe Vedadi, et al. 2024. 720
Capabilities of gemini models in medicine. arXiv 721
preprint arXiv:2404.18416. 722

Samuel Schmidgall, Rojin Ziaei, Carl Harris, Eduardo 723
Reis, Jeffrey Jopling, and Michael Moor. 2024. 724
Agentclinic: a multimodal agent benchmark to eval- 725
uate ai in simulated clinical environments. arXiv 726
preprint arXiv:2405.07960. 727

Xiaoming Shi, Zeming Liu, Li Du, Yuxuan Wang, Hon- 728
gru Wang, Yuhang Guo, Tong Ruan, Jie Xu, Xiaofan 729
Zhang, and Shaoting Zhang. 2024. Medical dialogue 730
system: A survey of categories, methods, evaluation 731
and challenges. Findings of the Association for Com- 732
putational Linguistics ACL 2024, pages 2840–2861. 733

Karan Singhal, Tao Tu, Juraj Gottweis, Rory Sayres, 734
Ellery Wulczyn, Mohamed Amin, Le Hou, Kevin 735
Clark, Stephen R Pfohl, Heather Cole-Lewis, et al. 736
2025. Toward expert-level medical question answer- 737
ing with large language models. Nature Medicine, 738
pages 1–8. 739

Tao Tu, Mike Schaekermann, Anil Palepu, Khaled Saab, 740
Jan Freyberg, Ryutaro Tanno, Amy Wang, Brenna 741
Li, Mohamed Amin, Yong Cheng, et al. 2025. To- 742
wards conversational diagnostic artificial intelligence. 743
Nature, pages 1–9. 744

Ehsan Ullah, Anil Parwani, Mirza Mansoor Baig, and 745
Rajendra Singh. 2024. Challenges and barriers of 746
using large language models (llm) such as chat- 747
gpt for diagnostic medicine with a focus on digi- 748
tal pathology–a recent scoping review. Diagnostic 749
pathology, 19(1):43. 750

Aditya B Vishwanath, Vijay Kumar Srinivasalu, and 751
Narayana Subramaniam. 2024. Role of large lan- 752
guage models in improving provider–patient expe- 753
rience and interaction efficiency: A scoping review. 754
Artificial Intelligence in Health, page 4808. 755

Haochun Wang, Chi Liu, Nuwa Xi, Zewen Qiang, 756
Sendong Zhao, Bing Qin, and Ting Liu. 2023. Hu- 757
atuo: Tuning llama model with chinese medical 758
knowledge. arXiv preprint arXiv:2304.06975. 759

WHO. Medical doctors (number). 760

Honglin Xiong, Sheng Wang, Yitao Zhu, Zihao Zhao, 761
Yuxiao Liu, Linlin Huang, Qian Wang, and Ding- 762
gang Shen. 2023. Doctorglm: Fine-tuning your chi- 763
nese doctor is not a herculean task. arXiv preprint 764
arXiv:2304.01097. 765

Lin Xu, Qixian Zhou, Ke Gong, Xiaodan Liang, Jian- 766
heng Tang, and Liang Lin. 2019. End-to-end 767
knowledge-routed relational dialogue system for au- 768
tomatic diagnosis. In Proceedings of the AAAI con- 769
ference on artificial intelligence, volume 33, pages 770
7346–7353. 771

10

https://www.msdmanuals.com/home
https://www.msdmanuals.com/professional
https://www.who.int/data/gho/data/indicators/indicator-details/GHO/medical-doctors-(number)


Ziwei Xu, Sanjay Jain, and Mohan Kankanhalli.772
2024. Hallucination is inevitable: An innate lim-773
itation of large language models. arXiv preprint774
arXiv:2401.11817.775

Guojun Yan, Jiahuan Pei, Pengjie Ren, Zhaochun Ren,776
Xin Xin, Huasheng Liang, Maarten de Rijke, and777
Zhumin Chen. 2022. Remedi: Resources for multi-778
domain, multi-service, medical dialogues. In Pro-779
ceedings of the 45th International ACM SIGIR Con-780
ference on Research and Development in Information781
Retrieval, pages 3013–3024.782

Songhua Yang, Hanjie Zhao, Senbin Zhu, Guangyu783
Zhou, Hongfei Xu, Yuxiang Jia, and Hongying Zan.784
2024. Zhongjing: Enhancing the chinese medical785
capabilities of large language model through expert786
feedback and real-world multi-turn dialogue. In Pro-787
ceedings of the AAAI conference on artificial intelli-788
gence, volume 38, pages 19368–19376.789

Hongbo Zhang, Junying Chen, Feng Jiang, Fei Yu, Zhi-790
hong Chen, Jianquan Li, Guiming Chen, Xiangbo791
Wu, Zhiyi Zhang, Qingying Xiao, et al. 2023. Hu-792
atuogpt, towards taming language model to be a doc-793
tor. arXiv preprint arXiv:2305.15075.794

A Appendix 795

A.1 Patient Simulator 796

In this section, we provide the prompts for gen- 797

erating the patient profile, initial patient response, 798

follow-up answers, potential questions raised by 799

the patient, and the patient’s closing sentence. One 800

output example is provided for each. 801

A.1.1 Patient Profile 802

A.1.2 Patient First Response 803
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A.1.3 Patient Answer804

A.1.4 Patient Raised Question805

A.1.5 Patient Ending806

A.2 Baseline Prompt807

In this and the following section, we provide the808

prompts used for medical assistants, including both809

the baseline and Dr.APP. They share the same sys-810

tem prompt but differ in procedures and specific811

prompt content, as shown below.812

A.2.1 Potential Disease 813

A.2.2 Next Question 814

A.2.3 Final Diagnosis 815

A.3 Dr.APP Prompt 816

A.3.1 Doctor Welcome 817
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A.3.2 Map Symptom to MSD Manual818

A.3.3 Potential Disease819

A.3.4 Potential Questions to Ask 820

A.3.5 Potential Answers to These Questions 821
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A.3.6 Answer Probability Given Specific822

Disease823

A.3.7 Translate to Patient Understandable824

Sentence825

A.3.8 Final Diagnosis826

A.4 Survey Question - Doctor 827

Thank you for participating in this survey. Please 828

assess each response generated by the model based 829

on the following criteria. Provide your rating on a 830

scale from 1 to 5, where 1 is the lowest and 5 is the 831

highest. You may also leave optional comments to 832

clarify your reasoning. 833

1. Diagnosis Accuracy 834

• How accurate is the model’s predicted 835

diagnosis compared to the actual diagno- 836

sis? 837

• Rating Scale: 0: Completely unrelated 838

to the actual diagnosis. 2: Related, but 839

unlikely to be useful. 3: Closely related 840

– may still be helpful. 4: Very close – 841

minor difference but clinically similar. 842

5: Exact match with the ground truth 843

diagnosis. (Note: there is no score of 1.) 844

• Optional Comment: Please explain 845

your score or provide examples where 846

the model matched or missed the diagno- 847

sis. 848

2. Reliability Score (Rel.) 849

• Does the model’s predicted disease align 850

with verified medical knowledge? 851

• Rating Scale: 1: Completely incor- 852

rect - contradicts medical guidelines. 2: 853

Mostly incorrect - with major inaccura- 854

cies. 3: Partially correct - but has some 855

errors. 4: Mostly accurate - only mi- 856

nor inconsistencies. 5: Fully accurate - 857

aligns with established medical knowl- 858

edge. 859

• Optional Comment: Do you notice any 860

inaccuracies or missing medical reason- 861

ing? 862

3. Fostering the Relationship (FR) 863

• How would you rate the model’s behav- 864

ior in fostering a relationship with the 865

patient? 866

• Rating Scale: 1: Very poor – no rap- 867

port or engagement. 2: Poor – minimal 868

effort to build trust. 3: Fair – some ac- 869

knowledgment but limited warmth. 4: 870

Good – shows care and encourages con- 871

nection. 5: Excellent – empathetic, re- 872

spectful, and partnership-oriented. 873
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• Optional Comment: Did the model874

help build trust, connection, or respect?875

Please provide examples.876

4. Gathering Information (GI)877

• How would you rate the model’s ability878

to gather relevant information from the879

patient?880

• Rating Scale: 1: Very poor – fails to881

gather necessary details. 2: Poor – asks882

limited or irrelevant questions. 3: Fair883

– gathers some useful information. 4:884

Good – asks mostly appropriate and clear885

questions. 5: Excellent – thoroughly elic-886

its meaningful and context-aware input.887

• Optional Comment: Did the model888

miss any critical details or show strong889

information-gathering behavior?890

5. Providing Information (PI)891

• How would you rate the model’s ability892

to provide understandable and accurate893

information to the patient?894

• Rating Scale: 1: Very poor – unclear or895

incorrect information. 2: Poor – hard896

to follow or overly technical. 3: Fair –897

mostly understandable but lacks clarity.898

4: Good – clear with some complexity.899

5: Excellent – clear, accessible, and well-900

structured.901

• Optional Comment: Did the model902

communicate effectively and support pa-903

tient understanding?904

A.5 Survey Question - Patient905

Thank you for participating in this survey. Please906

assess each response generated by the model based907

on the following criteria. Provide your rating on a908

scale from 1 to 5, where 1 is the lowest and 5 is the909

highest. You may also leave optional comments to910

clarify your reasoning.911

1. Accessibility Score (Acc.)912

• How easy is it for you to understand the913

question posed by the model?914

• Rating Scale: 1: Very difficult - full of915

medical jargon. 2: Mostly difficult - re-916

quire effort to interpret. 3: Somewhat917

clear - but have some medical terms that918

may be confusing. 4: Mostly clear -919

only minor terminology issues. 5: Com- 920

pletely clear - no unnecessary medical 921

jargon. 922

• Optional Comment: Are there any 923

terms or phrases that made it hard to un- 924

derstand? Could you provide examples? 925

2. Empathy Score (Emp.) 926

• How empathetic does the model feel to 927

you during the conversation? 928

• Rating Scale: 1: Completely robotic - no 929

sense of empathy. 2: Somewhat cold - lit- 930

tle acknowledgment of concerns. 3: Neu- 931

tral - acknowledges concerns but lacks 932

warmth. 4: Shows care and reassurance - 933

with some empathetic responses. 5: Very 934

empathetic - makes you feel understood 935

and supported. 936

• Optional Comment: Is there anything 937

that felt particularly empathetic or lack- 938

ing in care? 939

3. Relevant Response Rate (RRR) 940

• Does the model directly answer your 941

follow-up questions before moving on? 942

• Rating Scale: 1: Completely ignores the 943

question or gives an irrelevant response. 944

2: Partially answers - but lacks detail. 3: 945

Answers the question - but may miss key 946

points. 4: Mostly relevant - only minor 947

gaps. 5: Fully relevant -directly answers 948

with the right level of detail. 949

• Optional Comment: Are there any re- 950

sponses that felt off-topic or incomplete? 951

4. Fostering the Relationship (FR) 952

• How would you rate the model’s behav- 953

ior in fostering a relationship during the 954

interaction? 955

• Rating Scale: 1: Very poor – no rapport, 956

closed-off. 2: Poor – limited openness 957

or empathy. 3: Fair – acknowledges pa- 958

tient but lacks warmth. 4: Good – shows 959

care and builds some trust. 5: Excellent 960

– builds connection, respect, and partner- 961

ship. 962

• Optional Comment: Did the model 963

make you feel acknowledged, respected, 964

or supported? Please share examples. 965
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