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Abstract

The severe shortage of medical doctors limits
access to timely and reliable healthcare, leav-
ing millions underserved. Large language mod-
els (LLMs) offer a potential solution but strug-
gle in real-world clinical interactions. Many
LLMs are not grounded in authoritative medi-
cal guidelines and fail to transparently manage
diagnostic uncertainty. Their language is often
rigid and mechanical, lacking the human-like
qualities essential for patient trust. To address
these challenges, we propose Ask Patients with
Patience (APP), a multi-turn LLM-based medi-
cal assistant designed for grounded reasoning,
transparent diagnoses, and human-centric in-
teraction. APP enhances communication by
eliciting user symptoms through empathetic
dialogue, significantly improving accessibil-
ity and user engagement. It also incorporates
Bayesian active learning to support transpar-
ent and adaptive diagnoses. The framework is
built on verified medical guidelines, ensuring
clinically grounded and evidence-based reason-
ing. To evaluate its performance, we develop
a new benchmark that simulates realistic med-
ical conversations using patient agents driven
by profiles extracted from real-world consul-
tation cases. We compare APP against SOTA
one-shot and multi-turn LLM baselines. The
results show that APP improves diagnostic ac-
curacy, reduces uncertainty, and enhances user
experience. By integrating medical expertise
with transparent, human-like interaction, APP
bridges the gap between Al-driven medical as-
sistance and real-world clinical practice.

1 Introduction

The shortage of medical doctors is a critical global
issue. It is noteworthy that 40% of WHO Member
States report having fewer than ten medical doc-
tors per 10,000 people, with over 26% having fewer
than three (WHO). Large language models (LLMs),
such as the GPT series (Radford, 2018; Radford

et al., 2019; Brown, 2020; Ouyang et al., 2022;
Achiam et al., 2023), have significantly improved
access to medical inquiries. Notably, models such
as GPT-4 with Medprompt (Nori et al., 2023), Med-
PalLM 2 (Singhal et al., 2025), and Med-Gemini-
L 1.0 (Saab et al., 2024) have achieved expert-
level performance on benchmarks like MedQA
(USMLE) (Jin et al., 2021), claiming to surpass
human experts in structured evaluations. Beyond
standard medical question-answering benchmarks,
several approaches have demonstrated strong diag-
nostic capabilities when provided with comprehen-
sive real-world patient cases (Kanjee et al., 2023;
Rios-Hoyo et al., 2024; McDuff et al., 2025).

Although current LLMs exhibit expert-level pro-
ficiency, they remain difficult to implement in clin-
ical practice. A major limitation is their inability to
elicit a patient’s most relevant medical conditions
through conversational interaction. Notably, most
of them identify diseases solely based on the user’s
initial input without follow-ups (Fig.1(a) (Wang
et al., 2023; Xiong et al., 2023; Gupta et al., 2025)).
But in practice, patients often struggle to provide all
relevant information in the first place. In contrast,
real-world human doctors will have a long conver-
sation with patients, using empathetic questioning
to elicit patients’ most relevant health concerns. A
straightforward approach to LL.M-assisted diagno-
sis is to prompt models to engage in multi-turn
dialogues with patients (Fig. 1(b)), which has been
shown to be more effective than one-shot consul-
tations (Schmidgall et al., 2024). However, this
approach remains impractical in real-world scenar-
ios due to the following key challenges.

First, LLM-generated language often lacks
human-like qualities, making interactions feel me-
chanical, impersonal, and ineffective, which can
even negatively impact diagnosis (Xu et al., 2019;
Bao et al., 2023; Chen et al., 2023a). In real clin-
ical settings, patients often struggle to accurately
describe their symptoms or overlook clinically rel-
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Figure 1: (a) Existing LLMs follow a one-shot diagnostic approach, generating multiple possible diseases without
asking follow-up questions. (b) While LLMs can be prompted for multi-turn dialogues, they often overwhelm
users with excessive mechanical inquiries, potentially disrupting the dialogue and reducing engagement. (c¢) Our
human-centric multi-turn dialogue with grounded reasoning approach, APP, structures follow-up questions in a
logical sequence. It incorporates grounded medical sources to build a statistical model, improving reliability and
transparency in handling diagnostic uncertainty. It also incorporates human-centric features, such as eliciting patient
symptoms with empathy to reduce user pressure and anxiety. Blue represents user-described symptoms,
indicates medical assistant questions, Red highlights the diagnosis, and Purple shows human-centric features.

evant details. For example, a person with lactose
intolerance might only report general stomach dis-
comfort without realizing the link to dairy con-
sumption. A key capability of human doctors is
guiding patients toward articulating unrecognized
but medically important conditions. Rather than
asking broad, generic questions like “What food
might have triggered your symptoms?” —as LLM-
based models might—a doctor might instead ask a
more accessible and context-aware question such
as “Did you drink milk last night?”. This helps
patients share clearer and more relevant responses.

Another major challenge in LLM-based medi-
cal consultations is their black-box nature. LLMs
may generate hallucinations (Xu et al., 2024), offer
inconsistent responses to the same question, use
obscure medical terminology without clear sources,
and make deterministic medical decisions without
grounded reasoning (Ness et al., 2024; Ullah et al.,
2024; Shi et al., 2024; Pan et al., 2025). These
limitations undermine transparency and trustwor-
thiness, making it difficult for LLMs to provide
reliable diagnoses and gain patient trust, ultimately
constraining their real-world clinical applicability.

For LLM-simulated medical assistants to be ap-
plied effectively in the real world, they must incor-
porate human-centric features (Busch et al., 2025;
Lin and Kuo, 2025). Using simple, people-friendly
language helps patients better understand and re-
spond to medical questions. Guided questioning
based on personal background—such as daily activ-

ities and dietary habits—can elicit potential health
conditions that might otherwise be overlooked. An-
thropomorphic features, such as empathetic dia-
logue, help users feel comfortable and psychologi-
cally supported. This improves the user experience
and builds trust, fostering a friendly doctor-patient
relationship (Vishwanath et al., 2024).

In this paper, we propose Ask Patients with
Patience (APP), a new LLM-based clinical dia-
logue model designed for grounded reasoning and
human-centric interactions. We simulate an an-
thropomorphic medical assistant, Dr.APP, designed
to provide grounded, transparent, and accurate di-
agnoses. First, Dr.APP strictly follows clinical-
standard medical guidelines, ensuring reliable and
evidence-based diagnoses. Second, Dr.APP is built
on an analytical mathematical model, specifically
Bayesian active learning, to determine the optimal
next question at each turn. This enhances trans-
parency, improves diagnostic confidence, and main-
tains high diagnostic accuracy. Finally, Dr.APP
facilitates human-centric dialogue by guiding pa-
tients to clearly express their symptoms through
empathetic communication. Dr.APP is instructed
to respond with understanding and compassion,
treating user concerns as if in a conversation with a
trusted friend. To evaluate our method, we develop
a new benchmark that simulates patients using pro-
files constructed from over 300 real-world doctor
interviews (Yan et al., 2022). Both medical pro-
fessionals and non-medical participants assessed
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the model from complementary perspectives, such
as diagnostic accuracy from a clinician’s view and
empathy from a patient’s view. In summary, our
contributions are:

¢ We introduce Dr.APP, the first human-centric
LLM-based medical assistant capable of elic-
iting user symptoms through natural and
human-like dialogue. It significantly improves
user accessibility and engagement.

* Dr.APP incorporates Bayesian active learning
based on authoritative medical guidelines to
provide grounded and transparent reason-
ing for medical diagnosis.

* We develop a new benchmark that simulates
clinical consultations using real-world inter-
view cases. Dr.APP achieves SOTA diagnos-
tic accuracy and provides an empathetic user
experience, supported by human evaluation.

2 Methodology

2.1 Framework Overview

To ensure grounded reasoning and diagnostic relia-
bility, we use authoritative clinical guidelines as the
primary source throughout the workflow. Building
on this, we incorporate Bayesian active learning
to enhance transparency and accuracy. Addition-
ally, we design the medical assistant with a human-
centric approach for more empathetic interactions.

The dialogue begins with Dr.APP asking the first
question ¢; and the patient replying with r;, form-

ing the initial conversation S; = (q1,71). LLMs
then extract symotom information from S; and map
it to pre-defined symotom list derived from clini-
cal guidelines. Dr.APP aims to identify the most
probable diagnosis d* € D, where D = {d;}!_,
represents the set of possible diseases. Let S; de-
note the dialogue between the user and Dr.APP
after ¢ iterations: Sy = {(q1,71), ..., (q,7¢)}. At
each iteration ¢, the disease probability distribution
P,(D) is updated using S; and relevant medical
knowledge from clinical guidelines. Based on the
extracted symptoms, a question pool (J; 1 is gener-
ated, also guided by the verified clinical guidelines.
Dr.APP selects the optimal follow-up question g;, |
via Bayesian active learning for the next iteration.

Specifically, Dr.APP follows the steps shown
in Figure 2: Mapping into clinical guidelines (Sec-
tion 2.2); Diagnosis Probability Prediction (Section
2.3); Question Generation (Section 2.4); One-more
Step Thinking & Conditional Probability Genera-
tion (Section 2.5); Question Selection (Section 2.6);
and Human-centric Communication (Section 2.7).

2.2 Mapping into MSD

In this work, we incorporate both the professional
and consumer versions of the MSD Manual (Man-
ual, a,b) as sources of clinical guidance, though
other reliable guidelines can also be used. The
professional version offers structured definitions
and diagnostic criteria, while the consumer ver-
sion provides simplified explanations accessible to



general users. This dual use ensures that Dr.APP
remains medically grounded while interpretable for
non-expert users. To map user dialogue to MSD
information, we store symptom-description pairs
locally and apply RAG to retrieve the most relevant
symptoms. Specifically, Dr.APP ensures a com-
prehensive representation by mapping the initial
dialogue S7 to symptoms in both the professional
and consumer symptom lists of the MSD Manual:
SMSD = {Sprof7 Scons}-

2.3 Diagnosis Probability Prediction

Given the MSD symptom set Sy;sp, we access the
detailed symptom page, which provides informa-
tion on the causes, pathophysiology, and etiology
of the symptom. We retrieve these sets of informa-
tion and represent them as I'(Syssp). This reliable
medical knowledge, combined with the current dia-
logue context S, serves as the foundation for gener-
ating the potential disease probability distribution:

P(D | T'(Smsp), St) = {Pe(di | T(Smsp), St)

I
|di € D, Py(di | T(Smsp), St) =1} (1)

i=1

where P;(d; | T'(Sasp), St) ! represents the esti-
mated probability of disease d; at iteration ¢, given
the medical knowledge I'(Sissp) and the accumu-
lated dialogue S;. This approach enables Dr.APP
to provide more transparent and informative reason-
ing than traditional LLMs. For example, instead of
listing possible causes without prioritization—e.g.,
Possible causes include orthostatic hypotension,
cervical spondylosis, vertigo—Dr.APP generates
a dynamic disease probability distribution, such as
Orthostatic Hypotension: 0.22, Cervical Spondylo-
sis: 0.19, Vertigo: 0.17, ..., which updates as the
dialogue progresses.

2.4 Question Generation

The initial APP-user dialogue S1 = {q1,71} is
often limited or imprecise, as users may use non-
standard terminology or provide vague descriptions
that do not directly align with clinical definitions.
After estimating the disease probability P;(D), a
follow-up question is needed to refine the diag-
nosis. At each iteration ¢, Dr.APP generates a
question pool ();11 guided by the MSD Manual.
This grounded information is retrieved from sec-
tions such as Diagnosis and What a doctor does, in

"For brevity, P/(D | T(Smsp),S:) and Pi(d; |
I'(Snmsp), St) are referred to as P, (D) and P;(d;).

both the professional and consumer versions, de-
noted as Y (Sarsp). This ensures that the questions
are both clinically reliable and symptom-specific.
The set of candidate questions is represented as:
Qi+1 ={q1,-..,q9x}, where K is the maximum
number of questions considered per iteration.

2.5 One-more Step Thinking & Conditional
Probability Generation

For each candidate question g € (41, Dr.APP
thinks one step ahead by anticipating possible pa-
tient responses. A set of plausible responses is
generated by the LLM for each candidate question,
given the current dialogue S;. The set of responses
for question gy, is denoted as Ry, = {r},...,rE},
where L is the number of generated responses. For
example, the question “Can you describe what you
feel when you experience dizziness?” may yield
answers such as “The room spins”, “I feel light-
headed”, or “I lose balance but nothing spins.”
For each disease d; € D, the conditional prob-
ability of receiving a specific response 7“2 is com-
puted as P(r} | I'(d;)), where I'(d;) represents
the relevant medical information for disease d; re-
trieved from the MSD Manual. For instance, the
response “I feel light-headed” may have a higher
probability under Orthostatic Hypotension (e.g.,
0.4), but lower probability under Vertigo (e.g., 0.1).

2.6 Question Selection

Then we use Bayesian active learning to select the
optimal question from the candidate pool Q1.
Once responses for each candidate question are
generated, Dr.APP computes the virtual next-step
disease probability distribution P(d;|qx) using
Bayesian inference. The joint probability of ob-
serving both the response ri/, and the disease d; can
be represented as:

2

Applying the law of total probability, the posterior
probability of each disease d; after receiving the
responses to question g then can be updated as:

ZlL:1 P(Téa di)
Zjl':l ZIL:I P(riﬂ dj)

To select the optimal follow-up question ¢;, | for
the next iteration, Dr.APP evaluates the expected
entropy of each candidate question gg:

I
Hy, == P(di | qi) - logP(d; | qx)
i=1

P(r,d;) = P(ry, | T(d:)) - Pi(d;)

P(d; | qx) = (3)

“



The follow-up question is then selected by mini-
mizing entropy, ensuring that the question yields
the greatest expected information gain:

o —arg min By O
After asking the optimal question ¢;, , the user’s
response 141 is incorporated into the dialogue,
forming S; . By iteratively updating the diagnosis
probability distribution P11 (D) and selecting the
optimal follow-up question, Dr.APP progressively
reaches the final diagnosis d*.

2.7 Human-Centric Communication

To make the diagnostic process more accessible to
users without a medical background, Dr.APP sim-
plifies complex terms and symptom descriptions.
When asking each optimal question ¢;, Dr.APP
is prompted to use clear, easy-to-understand lan-
guage, such as “Simplify medical terminology and
jargon into everyday language,” to ensure effective
communication and reduce misunderstandings.
Individuals may not always recognize or de-
scribe abnormal behaviors or symptoms from a
clinical perspective. To address this, Dr.APP pro-
vides contextual hints and is explicitly prompted
to frame questions in simple yes/no or multiple-
choice formats. For example, instead of asking a
broad question like “Have you eaten anything un-
usual?”, it might ask “Have you consumed foods
like milk or beverages like soda (e.g., Coke)?”
Even with simplified yes/no questions, users may
still struggle with vague symptom descriptions or
unfamiliar medical terminology. Dr.APP addresses
this by using descriptive examples. Rather than
asking “Do you feel dizzy?”, Dr.APP might ask:
“Are you experiencing a feeling of losing balance, or
does it seem like your surroundings are spinning or
moving, even when everything is still?” This helps
users express their symptoms more accurately.

3 Experiment

3.1 Dataset

To evaluate our proposed approach, Dr.APP, we use
a subset of the ReMeDi dataset (Yan et al., 2022),
which contains real-world multi-turn conversations
between doctors and patients. This ensures that the
dialogues reflect natural clinical interactions with
realistic variability. We use ReMeDi-base, which
originally consists of 1,557 labeled dialogues. In
this dataset, doctors’ responses are annotated with
seven action types: “Informing”, “Inquiring”,

“Chitchat”, “QA”, “Recommendation”, “Diagno-
sis”, and “Others”. We extract 329 real-world
conversations that exclusively contain the “Diag-
nosis” label and randomly select 100 for our study.
These cases cover 72 distinct diseases across 18
specialties, including Otolaryngology (e.g., Aller-
gic Rhinitis), Gynecology (e.g., Polycystic Ovary
Syndrome), and Gastroenterology (e.g., Gastroe-
sophageal Reflux Disease).

3.2 Patient Simulator

To evaluate different LLM-simulated medical as-
sistants, we simulate realistic patients based on
selected ReMeDi dialogues. For each case, we re-
construct a patient profile using DeepSeek-v3, sum-
marizing structured characteristics such as symp-
toms, age, intention and personality (see A.l.1).
These attributes are compiled into a comprehensive
patient persona used to guide a simulated patient
agent, which interacts with a target LLM-simulated
medical assistant (e.g., DeepSeek-v3, GPT-40).
The simulated patient agent responds using only
the constructed persona, without access to the orig-
inal ReMeDi dialogue. To better mimic realistic
patient behavior, the simulated patient agent is fur-
ther guided with instructions such as: “Reasonably
incorporate daily life details that align with the
patient’s personality and background.” This setup
forms the foundation of a benchmark for evaluating
diagnostic capabilities through natural, multi-turn
interactions. By combining real-world personas
with consistent and adaptive patient responses, our
benchmark closely replicates real-world consulta-
tions in a controlled and reproducible environment.

3.3 Experimental Setup

In our experimental setup, we set the number of
candidate questions per iteration to K = 5. For
each question, at least two and at most of five plau-
sible patient responses (2 < L < 5) are generated.

3.4 Evaluation Matrix

3.4.1 Accuracy

We invited three experts, each with over five years
of biomedical experience, to evaluate the quality
of the predicted diagnoses. Each expert indepen-
dently rated the predictions using a 5-point scale
adapted from (Kanjee et al., 2023), reflecting align-
ment with the ground truth. A score of 0 indi-
cates no relevance, while a score of 5 denotes an
exact match (see A.4). This evaluation provides
a nuanced assessment of diagnostic performance.
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Figure 3: An APP case study of human-centric multi-turn dialogue based on medical guidelines. The estimated
disease distribution is updated with the progression of the conversation. Disease items from top to bottom in the last
iteration: Allergic Rhinitis, Acute Sinusitis, Vasomotor Rhinitis, Decongestant Overuse and others. The ground truth
is Allergic Rhinitis, where our diagnosis is Allergic Rhinitis. Blue represents user-described symptoms,
indicates questions raised by APP, Red highlights the diagnosis, and Purple shows human-centric features.

Experts also assessed the model’s trustworthiness
based on its alignment with grounded guidelines,
its ability to gather relevant patient information, the
clarify of explanations, and its support for better
doctor-patient relationship.

3.4.2 Entropy

Given the current disease probability distribution
P,(D), the goal is to increase diagnostic confidence
and rule out unlikely conditions through multi-turn
dialogue. We use entropy as a quantitative measure
to assess diagnostic confidence and interpretabil-
ity 2. The entropy at iteration ¢ is calculated as:

—S2F | Pi(d;) - logPy(d;), where Py(d;) is
the probability of disease d; and [ is the total num-
ber of possible diseases at iteration ¢. A reduction
in entropy over successive dialogue turns indicates
increased diagnostic confidence.

3.4.3 Human-Centric

We invited five participants without medical back-
grounds to evaluate the human-centric qualities
of Dr.APP using recorded consultation transcripts.

Figure 1(a)(b) present potential diseases without indi-

cating their likelihood, while Figure 3 shows how Dr.APP
distinguishes between more and less probable diseases.

Twenty case studies were randomly selected,
each containing five versions: Claude-3, GPT-4o,
DeepSeek-v3, APP-DeepSeek-v3, and the origi-
nal real-world dialogue from ReMeDi. Each par-
ticipant independently reviewed all 100 dialogues
(five per case), with the model order randomized
for each case to ensure fair comparison. Partici-
pants rated each dialogue across four aspects: the
accessibility score captured how clear and easy the
language was for non-medical users; the empathy
score reflected the degree of empathetic communi-
cation shown during the conversation; the relevant
response rate evaluated whether the model appro-
priately responded to follow-up questions before
moving on; and the relationship fostering score
measured the model’s ability to build a supportive
and trusting consultation. All scores were rated on
a scale from 1 to 5, as detailed in A.5.

3.5 Accuracy Analysis versus Baselines

To evaluate the diagnostic accuracy of Dr.APP, we
compared its performance against SOTA LLMs
across multiple medical domains, including neu-
rology, cardiology, and nephrology (Table 1). The
“Overall” column represents the diagnostic perfor-



Table 1: Diagnosis Accuracy (5-point score) Comparison with SOTA Methods: This table presents the diagnostic
accuracy of three common specialties and the overall performance across all 18 specialties. APP-DeepSeek-v3
achieves the highest overall accuracy in both one-shot and multi-turn evaluations, demonstrating the effectiveness of
multi-turn interactions driven by statistical modeling and grounded medical guidelines.

Model oo One-Shot | _________ MuipleTum

Neurology Cardiology Nephrology Overall | Neurology Cardiology Nephrology Overall
LLaMA-70B 3.04 1.72 1.13 2.77 3.19 2.11 1.66 2.93
Claude-3 2.90 1.94 1.73 2.94 323 2.44 2.20 2.98
GPT-4o 2.81 227 1.93 2.90 3.10 2.72 2.06 2.96
QWen-72B 2.47 2.27 1.53 2.89 2.86 2.66 1.93 3.07
APP-QWen-72B 3.09 2.61 2.13 3.06 3.43 2.83 2.53 3.14
DeepSeek-v3 3.00 2.61 1.93 3.08 3.28 2.83 2.13 3.17
APP-DeepSeek-v3 3.33 2.61 2.20 3.35 3.90 3.00 2.86 3.59

mance averaged across all 18 clinical specialties.
We conducted evaluations in both single-turn and
multi-turn diagnostic settings, with the multi-turn
setup involving six rounds of iterative questioning
to refine their diagnoses.

In the one-shot setting, where models gener-
ated diagnoses based only on the initial user input
without follow-up interaction, APP-DeepSeek-v3
achieved the highest overall accuracy of 3.35 on
the 5-point scale. It outperformed all other mod-
els, including DeepSeek-v3 (3.08), Claude-3 (2.94)
and GPT-40 (2.90). Notably, APP-QWen-72B also
showed improved performance over its base model
QWen-72B, achieving an overall score of 3.06 com-
pared to QWen-72B’s 2.89. In the multi-turn set-
ting, APP-DeepSeek-v3 again outperformed other
methods, reaching an overall accuracy of 3.59, with
particularly strong results in neurology (3.90). Sim-
ilarly, APP-QWen-72B benefited significantly from
the multi-turn interaction, improving to 3.14, out-
performing its base model QWen-72B (3.07).
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Figure 4: Entropy Comparison across Iterations.
Dr.APP consistently shows a sharper decrease in en-
tropy, indicating increased diagnostic confidence and
reduced uncertainty through iterative dialogues.

3.6 Confidence Analysis across Iterations

Figure 4 illustrates the evolution of diagnostic con-
fidence by comparing entropy values between APP-
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Figure 5: Confidence Analysis across Iterations. APP-
DeepSeek-v3 shows increased confidence in the top pre-
dicted disease while reducing confidence in less likely
conditions over multiple iterations, demonstrating im-
proved diagnostic confidence with interpretability.

DeepSeek-v3 and the DeepSeek-v3 baseline across
iterations. In the initial step, before any follow-up
questions, Dr.APP exhibits slightly lower diagnos-
tic uncertainty than DeepSeek-v3 (entropy of 2.46
versus 2.48). As iterations progress, Dr.APP shows
a sharper and more consistent decline in entropy,
refining diagnoses more effectively. After five it-
erations, Dr.APP reduces its entropy to 1.22, indi-
cating high confidence in its predictions, whereas
the baseline remains at 2.31, suggesting persistent
uncertainty. This reduction highlights Dr.APP’s
superiority in reducing diagnostic uncertainty and
improving prediction confidence.

Figure 5 further shows how the distribution of
top potential diseases evolves across iterations for
different specialties, including gastroenterology,



neurology, and otolaryngology. The results indi-
cate that Dr.APP consistently assigns higher confi-
dence to the most probable disease while reducing
confidence in less likely conditions. This leads to
a clearer separation in probability rankings. The
widening gap suggests that Dr.APP systematically
refines its predictions, improving diagnostic clarity
and reducing ambiguity over multiple interactions.

By presenting intermediate reasoning and con-
fidence adjustments across iterations, Dr.APP im-
proves model transparency and diagnostic certainty.
The increasing confidence reduces ambiguity, en-
abling more reliable and trustworthy medical guid-
ance. These improvements ultimately foster greater
user trust in Al-assisted diagnosis while enhancing
clinical reliability and usability.

Table 2: Human-Centric Metric Comparison. The
table reports the average score on a 5-point scale. APP-
DeepSeek-v3 consistently outperforms baseline models
and the real-world doctor-patient dialogue, demonstrat-
ing improved alignment with human-centric features.

Human-Centric Metric
Methods S — - — -
Accessibility Empathy Relevant Response Foster Relation
Calude-3 3.18 2.54 3.78 2.96
GPT-40 2.86 2.34 3.38 2.56
DeepSeek-v3 3.10 242 3.50 2.56
Real-world Dialogue 3.48 2.78 3.24 2.92
APP-DeepSeek-v3 4.54 4.60 4.48 4.54

3.7 Human-Centric Analysis

Our human-centric system, Dr.APP, shows notable
improvements across four key dimensions: user ac-
cessibility, question empathy, response relevance,
and relationship fostering. As shown in Table
2, Dr.APP consistently outperforms both baseline
models and real-world dialogues from ReMeDi.
Specifically, in terms of accessibility, Dr.APP
achieved an average score of 4.54, significantly
surpassing real-world dialogues (3.48) and all
baseline models. This suggests the system ef-
fectively presents medical information in a more
user-friendly manner. For empathy, Dr.APP scored
4.60, markedly higher than the original dialogues
(2.78), highlighting its ability to generate more
compassionate and supportive responses, which
may help reduce user anxiety and improve the
consultation experience. In response relevance,
Dr.APP reached 4.48, outperforming the second-
best model, Claude-3, by a margin of 0.7. Fi-
nally, in fostering relational engagement, Dr.APP
achieved a score of 4.54, indicating a stronger abil-
ity to build trust and rapport with users. Overall,
these results demonstrate that Dr.APP substantially
enhances the human-centric quality of dialogue,

contributing to improved user understanding, satis-
faction, and engagement.

4 Related Work

Medical Dialogue with LLMs. Multi-turn con-
versational LLLMs are crucial for healthcare, as
they can iteratively gather and interpret relevant
patient information, enabling more accurate and
context-aware decision-making than single-turn
systems (Li et al., 2025b). Most existing studies
focus on improving response accuracy in medical
dialogues through supervised fine-tuning on large-
scale healthcare datasets (Chen et al., 2023b; Bao
et al., 2023; Pieri et al., 2024). Some methods aim
to enhance the model’s information-seeking abil-
ity through multi-turn interactions (Zhang et al.,
2023; Li et al., 2024, 2025a). A smaller subset
incorporates grounding mechanisms using external
medical knowledge sources during inference to im-
prove reliability (Yang et al., 2024), while others
prioritize human-centric evaluation through patient-
oriented metrics that simulate real-world clinical
engagement (Yang et al., 2024; Tu et al., 2025).

5 Conclusion

In this study, we introduce Dr.APP, the first human-
centric, LLM-based medical assistant for grounded
reasoning and transparent diagnosis. Dr.APP en-
hances diagnostic accuracy and reliability by inte-
grating authoritative medical guidelines and lever-
aging Bayesian active learning to optimize follow-
up questioning. Through entropy minimization,
Dr.APP improves transparency and progressively
increases diagnostic confidence. To support evalua-
tion in realistic settings, we introduce a new bench-
mark that simulates multi-turn medical consulta-
tions, using patient agents constructed from real-
world doctor—patient dialogues. Our experiments
demonstrate that Dr.APP significantly outperforms
both one-shot and current multi-turn LLM base-
lines in diagnostic accuracy. Entropy analysis con-
firms that Dr.APP rapidly reduces diagnostic uncer-
tainty over successive iterations, leading to greater
confidence in its predictions. Human evaluation
further shows that Dr.APP prioritizes accessibil-
ity and empathetic communication, responds with
more medically relevant information, and fosters
a stronger patient—doctor relationship. By bridg-
ing clinical expertise and human-centric dialogue,
Dr.APP promotes greater user trust and engage-
ment.



Limitations

Despite its advancements, Dr.APP has several limi-
tations that warrant further exploration.

First, while Dr.APP reduces diagnostic uncer-
tainty through entropy minimization at each step,
it may converge to a local minimum rather than
achieving the global minimum. This limitation
arises because Dr.APP selects the next question
based on immediate entropy reduction, rather than
considering the long-term impact of each ques-
tion on overall diagnostic certainty. As a result,
suboptimal question sequences may occasionally
lead to delayed or less efficient diagnosis. To ad-
dress this, future work could explore reinforcement
learning-based optimization or multi-step planning
strategies that anticipate future interactions rather
than relying solely on greedy entropy reduction.
Additionally, incorporating global uncertainty esti-
mation techniques, such as Bayesian optimization
or Monte Carlo dropout methods, could further
enhance robustness in question selection and diag-
nostic confidence.

Second, while Dr.APP integrates medical guide-
lines to improve diagnostic reliability, but it may
still be constrained by the quality and coverage of
these guidelines. In this paper, we use the MSD
Manual as an example of grounded medical knowl-
edge, but many other real-world medical sources
exist. Expanding the system to incorporate addi-
tional medical knowledge bases could further en-
hance its clinical applicability.

Finally, most of our evaluation relies on simu-
lated patient interactions and human assessments
of recorded consultation transcripts. However, real-
world clinical trials are needed to validate Dr.APP’s
effectiveness in actual medical settings. Future re-
search should focus on deploying Dr.APP in real-
world consultations and assessing its impact on
patient outcomes, physician workload, and health-
care accessibility.
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A Appendix

A.1 Patient Simulator

In this section, we provide the prompts for gen-
erating the patient profile, initial patient response,
follow-up answers, potential questions raised by
the patient, and the patient’s closing sentence. One
output example is provided for each.

q N
( System Prompt - Patient
You are mimicing a real patient consulting with a primary care
physician about your health.
Maintain an oral and realistic tone throughout the conversation.
Reasonably incorporate daily life details that align with the personality
and background.
If you are unsure about an answer, express uncertainty.
All conversation is in native English speaker style.
.
A.1.1 Patient Profile
~

( Patient Profile

Summarize the patient's symptoms and intentions based on their words
from the {conversation}.

Consider factors such as symptoms, intentions, background,
personality, education, occupation, age, gender, and family.

If information is insufficient for a clear conclusion, refrain from adding
assumptions.

Don't include original patient words from the conversation.

(" Example LLM Output

The patient is a 32-year-old male presenting with symptoms of
bronchitis lasting over a week, which developed following a cold. His
main symptoms include coughing with alternating purulent and white
sputum production, occasional chest congestion, and some recent
gastrointestinal discomfort (epigastric pain and increased
flatulence), possibly related to medication use or dietary changes. He
reports no fever.

He has been self-ir ing with anti-ir y drugs
(unspecified), herbal remedies, and recently tried eating garlic, which
he felt provided some relief by helping expel phlegm. No medical
tests have been performed.

The patient appears somewhat impatient with the consultation
process, repeatedly asking if the discussion is concluded. He seems
particularly interested in quick relief solutions and home remedies
(like garlic), while showing less interest in formal medical
explanations or diagnostic p His ion style is
direct and somewhat abrupt.

A.1.2 Patient First Response

" o N
Patient First Response
As a patient with the background: {patient_background}, you are
visiting the doctor for the first time.
The doctor asks: {doctor_question}.
Respond by stating only ONE primary symptom or concern (e.g.,
headache) without additional details or explanations.
Keep your response concise and focused on this single piece of
information, ensuring it sounds natural for a native English speaker.
Optionally, you may include a brief description of your feeling based on
your background.

~

Example LLM Output
I have a persistent cough with colored phlegm (feeling frustrated).




A.1.3 Patient Answer

4 . N
Patient Answer

As a patient with the background: {patient_background}, and when the
doctor asks: {doctor_question}.

Directly answer the doctor's question with ONE most relevant
information (e.g., headache), without additional details or explanations.
The patient may sometimes express uncertainty and doesn't need to
answer perfectly every time.

The previous conversation: {previous_conversation} is known. Avoid
repeating info and shouldn't give more information than the doctor
asked.

Answer in one sentence and ensure it sounds natural for a native
English speaker.

(" Example LLM Output R
Yeah, my coworker had a bad cough last week.
A.1.4 Patient Raised Question
~N

4 Patient Question

As a patient with the background: {patient_background}, you have
previous conversation: {previous_conversation} with the doctor.

The doctor then asks: {doctor_question}, you reply with
{patient_response}.

Ask ONE related following-up question to the doctor you'd like to know,
focusing on only one information/aspect.

Avoid asking the question which already exists in the conversation.
Ask the question in one sentence and ensure it sounds natural for a
native English speaker.

(" Example LLM Output h
Would drinking more water help loosen this mucus, or is there
elseyou'dr ?
A.1.5 Patient Ending
( Patient End )

As the patient, express gratitude to the doctor and say goodbye in an
informal, everyday manner.

Return only the closing statement without additional commentary (do
not include labels like doctor/patient).

Provide five different expressions, separated by new lines, ensuring no
numbering or additional explanations.

( Example LLM Output

Really appreciate your time today. Catch you later!

A.2 Baseline Prompt

In this and the following section, we provide the
prompts used for medical assistants, including both
the baseline and Dr.APP. They share the same sys-
tem prompt but differ in procedures and specific
prompt content, as shown below.

System Prompt - Doctor

You are a warm, empathetic, and knowledgeable primary care
physician.

Your role is to listen carefully to the patient's concerns, ask relevant
questions to gather more information,

Your goal is to diagnose the patient's condition based on the
conversation and alleviate their anxiety.

All conversation is in native English speaker style.
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A.2.1 Potential Disease

( Identify Disease from Symptom - Baseline h

You are a medical Al assistant tasked with identifying potential diseases
including their probabilities based on current patient-doctor
conversation {conversation}.

Output Format:

Return disease-probability pairs in following format, one per line:
disease_name?1;probability1

disease_name2;probability2

Requirements:

1. Probabilities must be between 0 and 1, there MUST be a probability
for each disease.

2. Use standard medical terminology for disease names.

3. List diseases in descending order of probability.

4. Include 5to 15 diseases.

5. Do not add any extra text or explanations.

6. Prefix non-medical conditions with "NON-DISEASE:".

4 Example LLM Output w

Chronic Bronchitis;0.25

Pneumonia;0.20

Acute Bronchitis;0.18

Upper Respiratory Tract Infection;0.12

COPD (Chronic Obstructive Pulmonary Disease);0.10
Asthma;0.05

Tuberculosis;0.04

Lung Cancer;0.03

Pertussis;0.02

Gastroesophageal Reflux Disease (GERD);0.01

A.2.2 Next Question

~

~

Identify Next Question - Baseline

You are a medical Al assistant tasked with identifying diseases based
on current patient-doctor conversation {conversation}.

Ask one question in 1-2 sentences to further identify the disease,
without any numbering or quotes or additional commentary or text.

(" Example LLM Output R

Have you been exposed to any known irritants or allergens, or have
you had any recent changes in your environment or routine that
might be contributing to your symptoms?

A.2.3 Final Diagnosis

Final Diagnosis - Baseline

Based on the potential diseases: {potential_disease} and the
conversation: {conversation},

Please provide a final diagnosis for the patient.

The diagnosis should mention the most likely disease and mention 1-2
other diseases that are less likely but should still be considered.

The output should be 1-2 short sentences, without numbering or
quotes.

4 Example LLM Output )

The most likely diagnosis for the patient is Acute Bronchitis, given the
persistent cough with colored phlegm and the worsening of symptoms
when lying down. Additionally, Gastroesophageal Reflux Disease
(GERD) and Post-Nasal Drip Syndrome should be considered due to
the Gl issues and observed post-nasal drip.

A.3 Dr.APP Prompt
A.3.1 Doctor Welcome

( Doctor Welcome

As an anonymous doctor meeting a patient for the first time, greet the
patient and inquire about their condition in one sentence naturally.
Avoid speculating about their background. Use different expressions
and everyday language to convey friendliness, politeness, and care.
Provide 5 variations of the question, each on a new line, without using
numbers or quotes or additional explanations—just the questions
themselves.

(Example LLM Output

How are you feeling—what’s been going on?




A.3.2 Map Symptom to MSD Manual

( Map Symptom to MSD

You are tasked with mapping a patient's initial symptom to the
corresponding symptoms available in the Merck Manual.

Input:

- Patient's initial symptom description: {initial_symptom}

- Dictionary of Merck Manual symptoms (key: symptom name, value:
symptom introduction): {merck_symptoms}

Task:

Map the patient's symptom to one or more matching symptoms from the
Merck Manual dictionary (MUST NOT predefine patient's age (child/adult),
gender, country, etc).

Rules:

1. Only return symptoms that EXACTLY match as keys in the provided
dictionary.

2. You should not predefine patient's age (child/adult), gender, country, etc.
3. If multiple similar symptoms are found, separate them with semicolons.
4. Must return exact symptom names as they appear in the dictionary keys.
5. If no exact match is found, return the one most similar STILL from the
dictionary keys.

5. The output MUST be a perfect exact string match with ONE of the
merck_symptoms names.

Output Format:

Return only the matching symptom name(s) separated by semicolons (no
space between semicolons), without any additional text or explanations.
They must be select from the dictionary keys!!! Don't self generate symptom
names or any other text.

If there's no exact match, return the most similar key from the dictionary
keys, without any additional text or explanations, don't self generate
symptom names or any other text.

rExample LLM Output R
Cough in Adults
A.3.3 Potential Disease
e ™\

Identify Disease from Symptom

You are a medical Al assistant tasked with identifying potential diseases
based on current patient-doctor conversation {conversation} and
grounded information: {all_info_dict}.

The key to all_info_dict is the symptom name, and the value contains the
related section, tables, key points, and question corresponding to the
symptom.

The related section contains potential diseases and probabilities
(common/less common or statistics).

The tables contain potential diseases and probabilities (common/less
common or statistics) and may also contain more detailed symptoms of the
disease.

Key points contain important information about this symptom.

Task:
Identify potential diseases, including their probabilities and URLs (if
available), based on the provided inputs.

Rules:

1. Use prevalence/probability data from the source materials to adjust
disease probabilities.

2. Adjust disease probabilities based on symptom relevance in the dialogue
(i.e., symptom name to previous dialogue).

3. Give higher priority to diseases mentioned in the patient-doctor dialogue.
4. Include the disease URL if available, the URL must from the all_info_dict
contents, you should not generate URL or modify the URL.

5. Don't include the same disease twice if they have different names but
refer to the same disease.

6. Can also include diseases not in the all_info_dict, but the disease should
be related to the patient's symptom, leave the URL blank.

Output Format:

Return disease-probability pairs in following format, one per line, with URLs
if available:

disease_name?1;probability1;url1

disease_name2;probability2;

Requirements:

1. Probabilities must be between 0 and 1, there MUST be a probability for
each disease.

2. Use standard medical terminology for disease names.

3. List diseases in descending order of probability.

4.Include 5 to 15 diseases.

5. Do not add any extra text or explanations.

6. Prefix non-medical conditions with "NON-DISEASE:".

7. Leave the URL part blank if unavailable.
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4 Example LLM Output

acute bronchitis;0.35;/home/lung-and-airway-disorders/acute-
bronchitis/acute-bronchitis
pneumonia;0.25;/home/lung-and-airway-
disorders/pneumonia/overview-of-pneumonia
chronic bronchitis;0.15;/home/lung-and-airway-disorders/chronic-
obstructive-pulmonary-disease-copd/chronic-obstructive-pulmonary-
disease-copd
postnasal drip;0.10;
asthma;0.05;/home/lung-and-airway-disorders/asthma/asthma
gastroesophageal reflux;0.04;/home/digestive-disorders/esophageal-
and-swallowing-disorders/gastroesophageal-reflux-disease-gerd

hronic obstructive If 0.03;/home/lung-and-airway-
disorders/chronic-obstructive-pulmonary-disease-copd/chronic-
obstructive-pulmonary-disease-copd
tuberculosis;0.02;/home/infections/tuberculosis-and-related-
infections/tuberculosis-tb
lung cancer;0.01;/home/lung-and-airway-disorders/tumors-of-the-
lungs/lung-cancer

A.3.4 Potential Questions to Ask

4 q q 1
Identify Potential Questions

As a medical Al assistant, your task is to help doctors generate diagnostic
questions based on the provided guidelines {all_info_dict_selected} and
the current {conversation}.

These questions should aid in identifying specific diseases or conditions
after the patient's self-reporting.

Guidelines:

1. Formulate questions that can be answered without professional tests
(e.g., no X-rays, CT scans, MRI, blood tests).

2. Ensure each question serves a unique diagnostic purpose and can
differentiate between other diseases.

3. Focus on the given guidelines and patient-reportable information, for
example:

- Duration and onset

- Location and characteristics

- Severity and patterns

- Associated symptoms

- Aggravating/relieving factors

4. Limit to a maximum of 5 questions.

5. Avoid repeating questions already asked in the conversation.

Output:
Provide the questions, one per line, without any numbering or additional
text.

( Example LLM Output h

How long have you had this cough with colored phlegm?

What color is the phlegm you're coughing up?

Have you noticed any patterns to your cough, like being worse at
night or after eating?

Are you experiencing any other symptoms along with the cough, such
as fever, shortness of breath, or chest pain?

Does anything seem to make the cough better or worse, like certain
positions, activities, or medications?

A.3.5 Potential Answers to These Questions

4 Identify Potential Answers for Potential Questions

Task: Generate distinct possible answers to a given question based on a
patient-doctor dialogue.

Inputs:
Question: {question}
Dialogue: {conversation}

Instructions:

1. Propose answers that directly address the question.

2. Ensure answers are unique and not already covered in the dialogue.
3. List each answer on a separate line.

Output:

Return each answer on a new line, without any additional commentary or
text or numbering or quotes or special characters.

There MUST NOT be semicolons in the output answers, can only be comma
or dot.

There MUST be at least 2 answers and at most 5 answers.

( Example LLM Output

It's a yellowish-green color.

The phlegm is white with some streaks of blood.

It's mostly clear but sometimes has a brownish tint.
The mucus is dark yellow and thick.




A.3.6 Answer Probability Given Specific

Disease

(ldentify Prob of Answers Given Specific Disease

Calculate the probability to get each answer from the {answer_list} given
the {disease}, given disease diagnostic information {information}, key
points {key_points} and current patient-doctor dialogue {conversation}.

Instructions:

1. Assess given the disease, the probability to get each answer from the
answer_list.

2. Incorporate diagnostic info, key points, and dialogue context as support
material.

3. Base your probability assessment on the provided data.

Output Format:

Return answer-probability pairs, one per line:
answer1;probability1

answer2;probability2

The probabilities should between 0 and 1, don't need to sumto 1, its
independent for each answer.

List each answer on a new line, with the probability MUST be separated by a
semicolon.

Do not include any additional commentary or text, don'tinclude '-'or'* " **
etc.

(" Example LLM Output

It's a yellowish-green color.;0.9

The phlegm is white with some streaks of blood.;0.4

It's mostly clear but sometimes has a brownish tint.;0.3
The mucus is dark yellow and thick.;0.8

A.3.7 Translate to Patient Understandable

Sentence

(" Translate to Patient Understandable Question h

You are tasked with translating a doctor's question {doctor_question} into
language that is easy for a non-medical professional to understand.
In addition, you have conversation {conversation} with the patient.

Guidelines:

1. If conversation ends with a patient question and haven't been answered
yet, you need to first respond to it naturally and simply and then translate
the new doctor_question.

2. Simplify medical terminology and jargon into everyday language.

3. Maintain the original intent and meaning of the question.

4. Use a warm and empathetic tone to ensure the patient feels comfortable.
5. Ensure the question remains specific and clear.

6. The translated question should be answerable with a simple yes/no or a
straightforward multiple-choice response.

7. If there is no multiple-choice options, you give some simple options to
the patient to choose from.

Format your response as complete native sentence without using numbers
or quotes or additional text or additional commentary or line break.
The response should not be similar to contents already in conversation.

4 Example LLM Output h

I hear how frustrating this cough must be for you. Could you tell me
how long you've been coughing up that discolored mucus - has it
been days, weeks, or longer?

A.3.8 Final Diagnosis

e
Final Diagnosis

Based on the potential diseases: {potential_disease} and the
conversation: {conversation},

Please provide a final diagnosis for the patient.

The diagnosis should mention the most likely disease and mention 1-2
other diseases that are less likely but should still be considered.
Suggest next steps, such as medication or tests. No longer ask questions.
Conclude with a warm and friendly closing statement to reduce patient
anxiety.

Return only the diagnosis and recommendations without additional
commentary.

The output should be 1-2 short sentences, without numbering or quotes.

4 Example LLM Output h

Based on your symptoms, the most likely diagnosis is acute bronchitis,
though pneumonia or chronic bronchitis should also be considered. |
recommend starting with a chest X-ray to rule out pneumonia and
possibly a short course of bronchodilators if needed - let's get you

feeling better soon!
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A4 Survey Question - Doctor

Thank you for participating in this survey. Please
assess each response generated by the model based
on the following criteria. Provide your rating on a
scale from 1 to 5, where 1 is the lowest and 5 is the
highest. You may also leave optional comments to
clarify your reasoning.

1. Diagnosis Accuracy

How accurate is the model’s predicted
diagnosis compared to the actual diagno-
sis?

Rating Scale: 0: Completely unrelated
to the actual diagnosis. 2: Related, but
unlikely to be useful. 3: Closely related
— may still be helpful. 4: Very close —
minor difference but clinically similar.
5: Exact match with the ground truth
diagnosis. (Note: there is no score of 1.)

Optional Comment: Please explain
your score or provide examples where
the model matched or missed the diagno-
sis.

2. Reliability Score (Rel.)

Does the model’s predicted disease align
with verified medical knowledge?

Rating Scale: 1: Completely incor-
rect - contradicts medical guidelines. 2:
Mostly incorrect - with major inaccura-
cies. 3: Partially correct - but has some
errors. 4: Mostly accurate - only mi-
nor inconsistencies. 5: Fully accurate -
aligns with established medical knowl-
edge.

Optional Comment: Do you notice any
inaccuracies or missing medical reason-
ing?

3. Fostering the Relationship (FR)

How would you rate the model’s behav-
ior in fostering a relationship with the
patient?

Rating Scale: 1: Very poor — no rap-
port or engagement. 2: Poor — minimal
effort to build trust. 3: Fair — some ac-
knowledgment but limited warmth. 4:
Good — shows care and encourages con-
nection. 5: Excellent — empathetic, re-
spectful, and partnership-oriented.



¢ Optional Comment: Did the model
help build trust, connection, or respect?
Please provide examples.

4. Gathering Information (GI)

* How would you rate the model’s ability
to gather relevant information from the
patient?

» Rating Scale: 1: Very poor — fails to
gather necessary details. 2: Poor — asks
limited or irrelevant questions. 3: Fair
— gathers some useful information. 4:
Good — asks mostly appropriate and clear
questions. 5: Excellent — thoroughly elic-
its meaningful and context-aware input.

e Optional Comment: Did the model
miss any critical details or show strong
information-gathering behavior?

5. Providing Information (PI)

* How would you rate the model’s ability
to provide understandable and accurate
information to the patient?

» Rating Scale: 1: Very poor — unclear or
incorrect information. 2: Poor — hard
to follow or overly technical. 3: Fair —
mostly understandable but lacks clarity.
4: Good — clear with some complexity.
5: Excellent — clear, accessible, and well-
structured.

* Optional Comment: Did the model
communicate effectively and support pa-
tient understanding?

A.5 Survey Question - Patient

Thank you for participating in this survey. Please
assess each response generated by the model based
on the following criteria. Provide your rating on a
scale from 1 to 5, where 1 is the lowest and 5 is the
highest. You may also leave optional comments to
clarify your reasoning.

1. Accessibility Score (Acc.)

* How easy is it for you to understand the
question posed by the model?

» Rating Scale: 1: Very difficult - full of
medical jargon. 2: Mostly difficult - re-
quire effort to interpret. 3: Somewhat
clear - but have some medical terms that
may be confusing. 4: Mostly clear -
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only minor terminology issues. 5: Com-
pletely clear - no unnecessary medical
jargon.

Optional Comment: Are there any
terms or phrases that made it hard to un-
derstand? Could you provide examples?

2. Empathy Score (Emp.)

How empathetic does the model feel to
you during the conversation?

Rating Scale: 1: Completely robotic - no
sense of empathy. 2: Somewhat cold - lit-
tle acknowledgment of concerns. 3: Neu-
tral - acknowledges concerns but lacks
warmth. 4: Shows care and reassurance -
with some empathetic responses. 5: Very
empathetic - makes you feel understood
and supported.

Optional Comment: Is there anything
that felt particularly empathetic or lack-
ing in care?

3. Relevant Response Rate (RRR)

Does the model directly answer your
follow-up questions before moving on?

Rating Scale: 1: Completely ignores the
question or gives an irrelevant response.
2: Partially answers - but lacks detail. 3:
Answers the question - but may miss key
points. 4: Mostly relevant - only minor
gaps. 5: Fully relevant -directly answers
with the right level of detail.

Optional Comment: Are there any re-
sponses that felt off-topic or incomplete?

4. Fostering the Relationship (FR)

How would you rate the model’s behav-
ior in fostering a relationship during the
interaction?

Rating Scale: 1: Very poor — no rapport,
closed-off. 2: Poor — limited openness
or empathy. 3: Fair — acknowledges pa-
tient but lacks warmth. 4: Good — shows
care and builds some trust. 5: Excellent
— builds connection, respect, and partner-
ship.

Optional Comment: Did the model
make you feel acknowledged, respected,
or supported? Please share examples.
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