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Abstract

Large Language Models (LLMs) are increasingly applied to tasks involving struc-
tured inputs such as graphs. Abstract Meaning Representations (AMRs), which
encode rich semantics as directed graphs, offer a rigorous testbed for evaluat-
ing LLMs on text generation from such structures. Yet, current methods often
arbitrarily linearize AMRs, discarding key structural cues, or rely on architec-
tures incompatible with standard LLMs. We introduce SAFT, a structure-aware
fine-tuning approach that injects graph topology into pretrained LLMs without
architectural changes. We compute direction-sensitive positional encodings from
the magnetic Laplacian of transformed AMRs and project them into the embedding
space of the LLM. While possibly applicable to any graph-structured inputs, we
focus on AMR-to-text generation as a representative and challenging benchmark.
SAFT sets a new state-of-the-art on AMR 3.0 with a 3.5 BLEU improvement over
baselines. Gains scale with graph complexity, highlighting the value of structure-
aware representations in enhancing LLM performance. SAFT offers a general and
effective pathway for bridging structured data and language models.

1 Introduction
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AmrPEA

Figure 1: SAFT: structure-aware fine-tuning
of LLMs for AMR-to-text (A → S), us-
ing linearized AMRs (LA) augmented with
AMR-specific PEs (AMRPEA).

Large Language Models (LLMs) have become the
dominant paradigm for natural language processing
(NLP), demonstrating strong generalization across
a wide range of sequential tasks. Increasingly, re-
searchers are exploring how to extend the capabilities
of LLMs to structured data domains such as graphs
(Jin et al., 2024a; Jiang et al., 2023; Fatemi et al.,
2024; Zhang et al., 2022; Tang et al., 2024), driven by
growing interest in extending the reasoning and repre-
sentation capabilities of LLMs beyond sequential data
to more expressive, structured modalities. However,
existing approaches that adapt LLMs to graphs often
require architectural modifications, or auxiliary components. These strategies compromise a core
advantage of LLMs: their scalability and flexibility as pretrained, general-purpose sequence models.

A particularly well-defined and linguistically grounded graph representation is the Abstract Meaning
Representation (AMR) (Banarescu et al., 2013), a rooted, directed acyclic graph that encodes
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predicate-argument structure and core semantic relations. We focus on the AMR-to-text generation
task: producing a natural language sentence that accurately expresses the meaning of an AMR graph.
This task presents a strong benchmark for evaluating the ability of LLMs to interface with structured
semantic representations, as it demands sensitivity to graph topology and semantic content while
preserving fluency and coherence in the generated output.

Despite its importance, AMR-to-text generation remains challenging due to the inherent relational
and semantical structure of AMRs. Sequence-to-sequence models (Bevilacqua et al., 2021; Cheng
et al., 2022) linearize AMRs, discarding structural information crucial for semantic fidelity. Graph-to-
sequence methods (Song et al., 2018; Zhu et al., 2019; Ribeiro et al., 2021) preserve structure through
Graph Neural Networks (GNNs), but their reliance on specialized encoders breaks compatibility
with pretrained LLMs. More recent work attempts to repurpose LLMs for this task via prompting
or fine-tuning on linearized AMRs (Mager et al., 2020; Yao et al., 2024a; Raut et al., 2025), but
these methods still overlook the underlying graph structure critical to meaning preservation. This
fragmentation reveals a critical gap:

How can graph-structured information be integrated into LLMs in a lightweight,
architecture-agnostic way to enable structure-aware generation?

We address this question with SAFT, a structure-aware fine-tuning method that augments LLM inputs
with positional encodings derived from graph topology. Specifically, we compute direction-sensitive
graph positional encodings from the magnetic Laplacian (Furutani et al., 2020; Geisler et al., 2023)
of an AMR-derived graph and inject them into the embeddings of the graph linearization tokens via a
lightweight projection network. This design ensures compatibility with any decoder-only LLM and
avoids architectural changes to the model, as illustrated in Fig. 1.

While our approach is grounded in AMR-to-text generation, its design is conceptually applicable
to other tasks involving graph-structured inputs, such as drug design (Zheng et al., 2024), code
representation learning (Allamanis et al., 2017), and scene graph-to-text generation (Yang et al.,
2019). We focus on AMRs as they provide a linguistically motivated, semantically rich benchmark
that allows for precise evaluation of structural understanding in language generation. Their formalism
enables controlled experimentation with topology and meaning, making them an ideal foundation for
this line of work. SAFT provides a concrete step toward aligning structured graph representations
with pretrained LLMs, focusing on AMRs as a high-value benchmark for studying structure-aware
generation.

Our contributions include:

• A structure-aware fine-tuning framework for LLMs that incorporates graph positional encodings
into token embeddings, enabling relational inductive bias without modifying the model architecture.

• A novel formulation of AMR-specific positional encodings derived from the eigenvectors of the
magnetic Laplacian, effectively capturing directionality and global semantic structure in AMRs.

• Comprehensive experiments showing that SAFT achieves state-of-the-art performance on AMR
3.0, with a +3.5 BLEU improvement over baselines, and increased gains on graphs with higher
structural complexity, such as document-level AMRs.

2 Background

We introduce the foundational concepts necessary for our method, focusing on graph representations
and graph positional encodings, Abstract Meaning Representations (AMRs), and the application of
Large Language Models (LLMs) to structured input.

2.1 Graph Representations and Graph Positional Encodings

Edge-labeled directed graphs. AMRs are a prime example of edge-labeled directed graphs. We
formally define these as tuples A = (VA, EA,RA) ∈ A, where VA is the set of nA = |VA| nodes,
EA ⊆ VA ×VA is the set of mA = |EA| directed edges, and RA is a finite set of relation types (edge
labels), such that each edge (u, v) ∈ EA is associated with a label ru,v ∈ RA. The space of these
graphs is denoted by A.
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Edge-unlabeled directed graphs. To understand positional encodings on graphs, it is useful to first
consider edge-unlabeled directed graphs, defined as tuples G = (VG , EG) ∈ G, where VG is the set of
nG = |VG | nodes, and EG ⊆ VG × VG is the set of mG = |EG | directed, binary, and unlabeled edges,
with eu,v = 1 if there is a directed edge from node u to node v, and 0 otherwise. The space of such
graphs is denoted by G. The relational structure is encoded in the adjacency matrix A ∈ {0, 1}nG×nG ,
where Au,v = eu,v . We define the out-degree matrix D as a diagonal matrix with Du,u =

∑
v Au,v .

Symmetrizing the adjacency matrix as AS = A ∨A⊤ (element-wise logical OR) yields an undirected
representation of the graph, with a corresponding symmetrized degree matrix DS . This allows for
the computation of the symmetric normalized Laplacian LS = I −D

−1/2
S ASD

−1/2
S , which has a

real eigendecomposition LS = UΛU⊤, where U ∈ RnG×nG contains orthonormal eigenvectors
and Λ = diag(λ1, . . . , λnG ) ∈ RnG×nG is a diagonal matrix of real eigenvalues. However, this
symmetrization inherently loses the directional information present in the original directed graph.

Magnetic Laplacian. To address the loss of directionality, we can employ the magnetic Laplacian
(Furutani et al., 2020), which introduces directional information via complex-valued phase shifts. For
q ∈ R≥0, the magnetic Laplacian L(q) ∈ CnG×nG is defined as:

L(q) := DS −AS ⊙ exp
(
iΘ(q)

)
, (1)

where i =
√
−1, ⊙ denotes the Hadamard product (element-wise multiplication), and the phase

matrix Θ(q) ∈ RnG×nG is given by (Θ(q))u,v = 2πq((A)u,v − (A)v,u). The magnetic Laplacian
L(q) is Hermitian, guaranteeing a complete set of complex eigenvectors Γ ∈ CnG×nG .

Graph Positional Encodings (GPEs) assign each node a notion of position within the graph. Most
common approaches leverage the spectral properties of the graph Laplacian to encode the structural
position of nodes. In particular, the eigenvectors of the Laplacian provide an orthonormal basis that
captures the graph’s structure at varying frequencies.

Following (Belkin and Niyogi, 2003; Dwivedi and Bresson, 2021), we can define the Laplacian-based
positional encoding ϕ(vi) ∈ Rk for a node vi ∈ VG as the i-th row of the first k eigenvectors in U :

ϕ(vi) = [Ui,1, . . . ,Ui,k]
⊤
, (2)

where k ≪ nG is a chosen dimensionality. These embeddings inherently capture coarse-to-fine
structural patterns and are invariant to node permutations.

2.2 Abstract Meaning Representation

want-01

believe-01 child

parent

:ARG1 :ARG0

:ARG1

:ARG0

(a) Graph representation

(w / want-01
:ARG0 (c / child)
:ARG1 (b / believe-01

:ARG0 (p / parent)
:ARG1 c))

(b) Penman notation

<P0> want-01 :ARG0 <P1> child
:ARG1 <P2> believe-01 <stop>
<P2> :ARG0 <P3> parent :ARG1
<P1> <stop>

(c) BFS linearization

Figure 2: Three aligned representations of the sentence “The child wants the parent to believe them.”:
(a) a graph-based AMR structure, (b) its corresponding Penman notation, and (c) a BFS linearization
used for sequence-based processing.

Abstract Meaning Representation (AMR) (Langkilde and Knight, 1998; Banarescu et al., 2013;
Mansouri, 2025) is a semantic formalism that represents the meaning of a sentence as a rooted,
directed acyclic graph A = (VA, EA,RA). The nodes VA represent concepts, which are typically
predicates, entities, or abstract ideas. The directed edges EA ⊆ VA × VA capture the semantic
relationships between these concepts. Each edge (u, v) ∈ EA is associated with a label ru,v ∈ RA,
where RA is a finite set of predefined semantic roles. Common relation labels include :ARG0 (agent),
:ARG1 (patient/theme), and :mod (modifier). A key characteristic of AMR is its abstraction from
surface syntax, ensuring that sentences with equivalent semantics are mapped to isomorphic AMR
graphs. For instance, the sentences “The child wants the parent to believe them” and “What the child
wanted is for the parent to believe them” share the same underlying AMR structure (Fig. 2a).
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<latexit sha1_base64="eaI6kt+DCqjWsvmw0yXRT1R82Ro=">AAAB83icbVDLSgNBEJyNrxhfUY9eBoPgKeyKRI9BQTxGNA/ILmF20psMmX0w0yuGJb/hxYMiXv0Zb/6Nk2QPmljQUFR1093lJ1JotO1vq7Cyura+UdwsbW3v7O6V9w9aOk4VhyaPZaw6PtMgRQRNFCihkyhgoS+h7Y+up377EZQWcfSA4wS8kA0iEQjO0Eiui/CEmmdXN/eTXrliV+0Z6DJxclIhORq98pfbj3kaQoRcMq27jp2glzGFgkuYlNxUQ8L4iA2ga2jEQtBeNrt5Qk+M0qdBrExFSGfq74mMhVqPQ990hgyHetGbiv953RSDSy8TUZIiRHy+KEglxZhOA6B9oYCjHBvCuBLmVsqHTDGOJqaSCcFZfHmZtM6qTq1auzuv1GkeR5EckWNyShxyQerkljRIk3CSkGfySt6s1Hqx3q2PeWvBymcOyR9Ynz8dwZGl</latexit>

BFS

<latexit sha1_base64="/QpoHRNwStLyz/TsUVURgLDsZzo=">AAAB+nicbVDLTgJBEJzFF+IL9OhlIjHxRHaNQY8kXjxiwisBQmaHBibMzm5melVc+RQvHjTGq1/izb9xgD0oWEknlarudHf5kRQGXffbyaytb2xuZbdzO7t7+wf5wmHDhLHmUOehDHXLZwakUFBHgRJakQYW+BKa/vh65jfvQBsRqhpOIugGbKjEQHCGVurlCx2EBzQ8qYVjUOIRpr180S25c9BV4qWkSFJUe/mvTj/kcQAKuWTGtD03wm7CNAouYZrrxAYixsdsCG1LFQvAdJP56VN6apU+HYTalkI6V39PJCwwZhL4tjNgODLL3kz8z2vHOLjqJkJFMYLii0WDWFIM6SwH2hcaOMqJJYxrYW+lfMQ042jTytkQvOWXV0njvOSVS+Xbi2KFpnFkyTE5IWfEI5ekQm5IldQJJ/fkmbySN+fJeXHenY9Fa8ZJZ47IHzifPxuylHY=</latexit>

Tokenize
<latexit sha1_base64="x1ZT3rvg5d47QODDSOPEMtv5C2w=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBA8hV2R6DEggseI5gHJGmYnvcmQ2dllplcNS/7DiwdFvPov3vwbJ4+DJhY0FFXddHcFiRQGXffbWVpeWV1bz23kN7e2d3YLe/t1E6eaQ43HMtbNgBmQQkENBUpoJhpYFEhoBIPLsd94AG1ErO5wmIAfsZ4SoeAMrXTfRnhCw7NboapXo06h6JbcCegi8WakSGaodgpf7W7M0wgUcsmMaXlugn7GNAouYZRvpwYSxgesBy1LFYvA+Nnk6hE9tkqXhrG2pZBO1N8TGYuMGUaB7YwY9s28Nxb/81ophhd+JlSSIig+XRSmkmJMxxHQrtDAUQ4tYVwLeyvlfaYZRxtU3obgzb+8SOqnJa9cKt+cFSt0FkeOHJIjckI8ck4q5JpUSY1woskzeSVvzqPz4rw7H9PWJWc2c0D+wPn8AcwHkp0=</latexit>

SinPE

<latexit sha1_base64="T18VYyMd7pRxS6N4ck+4SjzV4Fk=">AAAB+HicbVDLSgNBEOz1GeMjqx69DAbBU9gViR4DXjwoRDAPSJYwO5lNhsw+mOkV45Iv8eJBEa9+ijf/xkmyB00saCiquunu8hMpNDrOt7Wyura+sVnYKm7v7O6V7P2Dpo5TxXiDxTJWbZ9qLkXEGyhQ8naiOA19yVv+6Grqtx640iKO7nGccC+kg0gEglE0Us8udZE/ombZLR3c0GTSs8tOxZmBLBM3J2XIUe/ZX91+zNKQR8gk1brjOgl6GVUomOSTYjfVPKFsRAe8Y2hEQ669bHb4hJwYpU+CWJmKkMzU3xMZDbUeh77pDCkO9aI3Ff/zOikGl14moiRFHrH5oiCVBGMyTYH0heIM5dgQypQwtxI2pIoyNFkVTQju4svLpHlWcauV6t15uUbyOApwBMdwCi5cQA2uoQ4NYJDCM7zCm/VkvVjv1se8dcXKZw7hD6zPHxyJk0s=</latexit>

MagLap
<latexit sha1_base64="8T3MxF/CPEbno03HppJufxBthp0=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4KolI9VhQwWMF+wFNKJvttl262YTdiVhC/4YXD4p49c9489+4bXPQ1gcDj/dmmJkXJlIYdN1vZ2V1bX1js7BV3N7Z3dsvHRw2TZxqxhsslrFuh9RwKRRvoEDJ24nmNAolb4Wj66nfeuTaiFg94DjhQUQHSvQFo2gl30f+hIZlt82bSbdUdivuDGSZeDkpQ456t/Tl92KWRlwhk9SYjucmGGRUo2CST4p+anhC2YgOeMdSRSNugmx284ScWqVH+rG2pZDM1N8TGY2MGUeh7YwoDs2iNxX/8zop9q+CTKgkRa7YfFE/lQRjMg2A9ITmDOXYEsq0sLcSNqSaMrQxFW0I3uLLy6R5XvGqler9RblG8jgKcAwncAYeXEIN7qAODWCQwDO8wpuTOi/Ou/Mxb11x8pkj+APn8wcj65Gp</latexit>

EVD

<latexit sha1_base64="Szz6YQf+ScWqO1ePOmVGXT3jFVc=">AAAB+HicbVDLSgNBEJyNrxgfWfXoZTAInsKuSPQY0IPHCOYByRJmZzvJkNkHM71iXPIlXjwo4tVP8ebfOEn2oIkFDUVVN91dfiKFRsf5tgpr6xubW8Xt0s7u3n7ZPjhs6ThVHJo8lrHq+EyDFBE0UaCETqKAhb6Etj++nvntB1BaxNE9ThLwQjaMxEBwhkbq2+UewiNqnt0AjwOY9u2KU3XmoKvEzUmF5Gj07a9eEPM0hAi5ZFp3XSdBL2MKBZcwLfVSDQnjYzaErqERC0F72fzwKT01SkAHsTIVIZ2rvycyFmo9CX3TGTIc6WVvJv7ndVMcXHmZiJIUIeKLRYNUUozpLAUaCAUc5cQQxpUwt1I+YopxNFmVTAju8surpHVedWvV2t1FpU7zOIrkmJyQM+KSS1Int6RBmoSTlDyTV/JmPVkv1rv1sWgtWPnMEfkD6/MHOAOTXQ==</latexit>

Decode

<latexit sha1_base64="kcRaEqgCmJq+HdqmM+CoAAbRKGk=">AAAB+3icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseCF48VbC20oWy2m3bpbhJ2J0IJ/Qte9e5NvPpjvPpL3LQ52NYHA4/3ZpiZFyRSGHTdb6e0sbm1vVPereztHxweVY9POiZONeNtFstYdwNquBQRb6NAybuJ5lQFkj8Fk7vcf3rm2og4esRpwn1FR5EIBaOYS32k6aBac+vuHGSdeAWpQYHWoPrTH8YsVTxCJqkxPc9N0M+oRsEkn1X6qeEJZRM64j1LI6q48bP5rTNyYZUhCWNtK0IyV/9OZFQZM1WB7VQUx2bVy8X/vF6K4a2fiShJkUdssShMJcGY5I+TodCcoZxaQpkW9lbCxlRThjaeytKaQM1sKN5qBOukc1X3GvXGw3WtSYp4ynAG53AJHtxAE+6hBW1gMIYXeIU3Z+a8Ox/O56K15BQzp7AE5+sXVjuU1w==</latexit>ω

<latexit sha1_base64="LDUV15sbZA4YpnMI6Wevdiii508=">AAACInicbVDLSsNAFJ20Pmp8tbp0E4yCq5KIVJcFNy4r2Ic0oUwm03boPMLMRCkhX+FWd36NO3El+DFO2yxs64GBwzn3cu6cKKFEac/7tkrljc2t7cqOvbu3f3BYrR11lEglwm0kqJC9CCpMCcdtTTTFvURiyCKKu9HkduZ3n7BURPAHPU1wyOCIkyFBUBvpMYjISCQ0VYOq69W9OZx14hfEBQVag5pVDmKBUoa5RhQq1fe9RIcZlJoginM7SBVOIJrAEe4byiHDKszmF+fOuVFiZyikeVw7c/XvRgaZUlMWmUkG9VitejPxP6+f6uFNmBGepBpztAgaptTRwpl934mJxEjTqSEQSWJuddAYSoi0KWkpJWK5bQccPyPBGORxFozyvh9mwSwUQZq5fp6b2vzVktZJ57LuN+qN+yu3eVYUWAEn4BRcAB9cgya4Ay3QBggw8AJewZv1bn1Yn9bXYrRkFTvHYAnWzy+4d6Oi</latexit>⊕

<latexit sha1_base64="AzAbBLYwlGjPcjz4auv+pchnOiU=">AAAB/XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EEsuAjWUE8wHJEfY2e8ma3b1jd08IR/Av2GpvJ7b+Flt/iXvJFSbxwcDjvRlm5gUxZ9q47rdT2Njc2t4p7pb29g8Oj8rHJ20dJYrQFol4pLoB1pQzSVuGGU67saJYBJx2gslt5neeqNIskg9mGlNf4JFkISPYWKndD0TanQ3KFbfqzoHWiZeTCuRoDso//WFEEkGlIRxr3fPc2PgpVoYRTmelfqJpjMkEj2jPUokF1X46v3aGLqwyRGGkbEmD5urfiRQLracisJ0Cm7Fe9TLxP6+XmPDGT5mME0MlWSwKE45MhLLX0ZApSgyfWoKJYvZWRMZYYWJsQKWlNYHIQvFWI1gn7auqV6vW7q8rDZTHU4QzOIdL8KAODbiDJrSAwCO8wCu8Oc/Ou/PhfC5aC04+cwpLcL5+AfPwlcA=</latexit>

X

<latexit sha1_base64="G0t9mVfF0GOgR2LNqEAG04uUk5o=">AAAB9XicbVDLSgNBEJyNrxhfUY9eBoPgKeyKRI8BETxGMA9I1jA725sMmX0w06uGJf/hxYMiXv0Xb/6Nk2QPmljQUFR1093lJVJotO1vq7Cyura+UdwsbW3v7O6V9w9aOk4VhyaPZaw6HtMgRQRNFCihkyhgoSeh7Y2upn77AZQWcXSH4wTckA0iEQjO0Ej3PYQn1Dy7Dj3wJ/1yxa7aM9Bl4uSkQnI0+uWvnh/zNIQIuWRadx07QTdjCgWXMCn1Ug0J4yM2gK6hEQtBu9ns6gk9MYpPg1iZipDO1N8TGQu1Hoee6QwZDvWiNxX/87opBpduJqIkRYj4fFGQSooxnUZAfaGAoxwbwrgS5lbKh0wxjiaokgnBWXx5mbTOqk6tWrs9r9RpHkeRHJFjckocckHq5IY0SJNwosgzeSVv1qP1Yr1bH/PWgpXPHJI/sD5/APlukrs=</latexit>

Embed

<latexit sha1_base64="FOji5TCNbhirrwpS2+bqiobsaZE=">AAACA3icbVDJSgNBEO1xjXGLetNLkyDEyzATIXqMePEixCULJEPo6dQkTXp6hu4eIQwBL/6KFw+KePUnvPk3dpaDJj4oeLxXRVU9P+ZMacf5tpaWV1bX1jMb2c2t7Z3d3N5+XUWJpFCjEY9k0ycKOBNQ00xzaMYSSOhzaPiDy7HfeACpWCTu9TAGLyQ9wQJGiTZSJ3d4cX2LqxJiGVFQiokeLrbv8KntnnRyBcd2JsCLxJ2RApqh2sl9tbsRTUIQmnKiVMt1Yu2lRGpGOYyy7URBTOiA9KBlqCAhKC+d/DDCx0bp4iCSpoTGE/X3REpCpYahbzpDovtq3huL/3mtRAfnXspEnGgQdLooSDjWER4HgrtMAtV8aAihkplbMe0TSag2sWVNCO78y4ukXrLdsl2+KRUq+VkcGXSE8qiIXHSGKugKVVENUfSIntErerOerBfr3fqYti5Zs5kD9AfW5w8hsZXO</latexit>

AMR Preprocessing (§3.1)
<latexit sha1_base64="x+JWw/hTl2UM0vYbqXIyfxwQGaU=">AAACAXicbVDLSgMxFM3UV62vUTeCm9Ai1E2ZqVBdForgsqJ9QDuUTJppQ5PJkGSEMtSNv+LGhSJu/Qt3/o3pdBbaeiBwOOdebs7xI0aVdpxvK7e2vrG5ld8u7Ozu7R/Yh0dtJWKJSQsLJmTXR4owGpKWppqRbiQJ4j4jHX/SmPudByIVFeG9nkbE42gU0oBipI00sE+a1wo2BI9inSqw3L+DF5Xq+cAuORUnBVwlbkZKIENzYH/1hwLHnIQaM6RUz3Ui7SVIaooZmRX6sSIRwhM0Ij1DQ8SJ8pI0wQyeGWUIAyHNCzVM1d8bCeJKTblvJjnSY7XszcX/vF6sgysvoaHJR0K8OBTEDGoB53XAIZUEazY1BGFJzV8hHiOJsDalFUwJ7nLkVdKuVtxapXZbLdWLWR15cAqKoAxccAnq4AY0QQtg8AiewSt4s56sF+vd+liM5qxs5xj8gfX5A8jklRI=</latexit>

PEs Computation (§3.2)
<latexit sha1_base64="ZtuEn7WiHDzeGYhKH8FZMSPJfy4=">AAACAXicbVDLSgMxFM3UV62vUTeCm9Ai1IVlpoXqsuDGRYWK9gFtKZk004ZmMkNyRyhD3fgrblwo4ta/cOffmD4WWj0QOJxzDzf3eJHgGhzny0qtrK6tb6Q3M1vbO7t79v5BQ4exoqxOQxGqlkc0E1yyOnAQrBUpRgJPsKY3upz6zXumNA/lHYwj1g3IQHKfUwJG6tlH1eo19k34DGLJ5QDnO7e4VCid9uycU3BmwH+JuyA5tECtZ392+iGNAyaBCqJ123Ui6CZEAaeCTTKdWLOI0BEZsLahkgRMd5PZBRN8YpQ+9kNlngQ8U38mEhJoPQ48MxkQGOplbyr+57Vj8C+6CZdRDEzS+SI/FhhCPK0D97liFMTYEEIVN3/FdEgUoWBKy5gS3OWT/5JGseCWC+WbYq6SXdSRRscoi/LIReeogq5QDdURRQ/oCb2gV+vRerberPf5aMpaZA7RL1gf30kKlME=</latexit>

LLM fine-tuning (§3.3)

<latexit sha1_base64="AH9gDfRpEVFmvMaWTnOct1jZ8PE=">AAAB8nicbVBNSwMxEM3Wr1q/qh69hBbBU9kVqR4LXjxWsB+wLSWbzrah2eySzBbK0p/hxYMiXv013vw3pu0etPVB4PHezGTmBYkUBl332ylsbe/s7hX3SweHR8cn5dOztolTzaHFYxnrbsAMSKGghQIldBMNLAokdILJ/cLvTEEbEasnnCXQj9hIiVBwhlbyw0FvyjSOAdmgXHVr7hJ0k3g5qZIczUH5qzeMeRqBQi6ZMb7nJtjP7DjBJcxLvdRAwviEjcC3VLEITD9brjynl1YZ0jDW9imkS/V3R8YiY2ZRYCsjhmOz7i3E/zw/xfCunwmVpAiKrz4KU0kxpov76VBo4ChnljCuhd2V8jHTjKNNqWRD8NZP3iTt65pXr9Ufb6qNSh5HkVyQCrkiHrklDfJAmqRFOInJM3klbw46L86787EqLTh5zzn5A+fzB4Q4kVM=</latexit>

fω

Figure 3: Overview of SAFT. Given the AMR linearization LA, we construct its transformation
GA = τ(A), compute graph PEs from the magnetic Laplacian L(q) of GA, and combine them with
intra-node token PEs. The result is projected via fϑ and injected into the token embeddings X of the
tokenized linearization, enabling structure-aware generation without modifying the LLM architecture.

AMR Linearizations. To enable the processing of AMR graphs by sequence-to-sequence models,
such as LLMs, it is necessary to linearize the graph structure into a sequential format. This process,
termed linearization, transforms an AMR graph A into a sequence of labels LA = (ℓ1, ℓ2, . . . , ℓL) ∈
Σ∗, where each ℓi is a label from a predefined vocabulary Σ. A common serialization is the Penman
notation (Kasper, 1989; Bateman, 1990; Goodman, 2020) (Fig. 2b), a parenthetical representation
that encodes the graph’s concepts and relations in a compact textual form.

More recently, methods like breadth-first search (BFS) and depth-first search (DFS) based lineariza-
tions have been developed (Bevilacqua et al., 2021). For example, BFS linearization traverses the
graph level by level, employing special tokens to denote relation types and reentrancies, resulting
in a structured sequence that aims at preserving the graph’s information for autoregressive learning
(Konstas et al., 2017) (Fig. 2c). Additional details and visualizations are provided in Appendix A.

2.3 Blueprint of Large Language Models

Large Language Models (LLMs) (Vaswani et al., 2017; Devlin et al., 2019; Brown et al., 2020;
Touvron et al., 2023) are parameterized functions πθ : Λ∗ → ∆|Λ|m−1 mapping an input token
sequence x ∈ Λ∗ to a probability distribution over output sequences y ∈ Λm of length m. Here,
θ denotes the model parameters, Λ the token vocabulary, and ∆|Λ|m−1 the probability simplex
over R|Λ|m . Outputs are generated autoregressively via πθ(y | x) = ∏m

t=1 πθ(yt | y<t, x), with
y<t = (y1, . . . , yt−1).

LLMs are typically pretrained on massive text corpora by predicting the next token in a sequence.
This enables them to learn intricate linguistic and semantic patterns, resulting in strong generalization
capabilities across various natural language processing tasks, often without task-specific supervision.
To adapt a pretrained LLM to a specific downstream task, its parameters θ are fine-tuned on a
task-specific dataset D = {(x(i), y(i))}Ni=1, where x(i) ∈ Λ∗ and y(i) ∈ Λm.

3 Structure-Aware Fine-Tuning for AMR-to-Text Generation

We present SAFT, a lightweight method for fine-tuning pretrained LLMs on AMR-to-text generation
by incorporating structural information from the input graph. The key idea is to inject graph positional
encodings, derived from the magnetic Laplacian of the AMR graph, into the token embeddings during
fine-tuning. This guides the model to better capture graph topology and long-range dependencies.

Task Definition. Given an AMR graph A ∈ A, the goal is to generate a natural language sentence
S ∈ Σ∗ such that S = ψ(A) is fluent and semantically faithful to the input.

Approach. SAFT enhances LLM decoding by conditioning on structure-aware graph representations.
We first apply a semantics-preserving transformation to the AMR graph (Section 3.1), compute
positional encodings from its magnetic Laplacian (Section 3.2), and inject them into the LLM’s
embedding space during fine-tuning (Section 3.3).
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3.1 Semantically-Preserving Transformation of AMR Graphs

Edge-labeled graphs, such as AMRs, pose a challenge for computing eigenvectors of the graph
Laplacian, a standard step in deriving graph positional encodings. Applying the Laplacian directly
would necessitate ignoring the crucial semantic information encoded in their edge labels. To overcome
this, we introduce a transformation τ that converts a linearized AMR into a directed, edge-unlabeled
semantic-preserving graph (SPG). The SPG retains the core semantics of the original AMR structure
while enabling the application of Laplacian-based spectral methods for positional encoding.

BFS Linearization. We begin by applying a breadth-first search (BFS) traversal of the AMR graph
A, yielding a linearized sequence of labels LA = (ℓ1, . . . , ℓL) ∈ Σ∗, where each ℓi represents a
concept or role label. Each label corresponds to a node in the SPG GA = (VG , EG), through an
injective function σA : Z ↣ VG that aligns labels to their corresponding node in the graphs, i.e,
σA(i) = vi. This implies |VG | = L.

SPG Transformation. The transformation τ : Σ∗ × (Σ ↣ VG) → G constructs the SPG GA =
τ(LA, σA) from the label sequence and alignment mapping. Labeled edges in the original AMR are
represented as role nodes in the SPG, preserving role semantics via directed edges to their source
and target concept nodes. We unite co-referring nodes (e.g., marked with <P1>), and merge their
connectivity. The resulting SPG is semantically equivalent to the original AMR but uses unlabeled
edges for spectral compatibility, and explicits re-entrancies and coreferences. Additional details and
visualization of the semantically-preserving transformation are available in Appendix B.1.

Tokenization of Node Labels. Each textual label ℓi ∈ LA is associated with a node vi ∈ VG ,
vi = σA(i). We tokenize each node label into a sequence of tokens t(ℓi) ∈ Λpi

t(ℓi) = TOKENIZE(ℓi) = (t
(ℓi)
1 , . . . , t(ℓi)pi

), (3)

where Λ denotes the tokenizer’s vocabulary and pi is the number of tokens produced from the label
ℓi. When pi > 1, we refer to vi = σA(i) as a multi-token node.

3.2 AMR-Specific Positional Encodings

In the previous section we defined the transformation from an AMR graph A to its semantically-
preserving representation GA that allows us to apply spectral graph theory and compute graph
positional encodings. Here, we present our AMR-specific graph positional encodings, which we
compute from the magnetic Laplacian (Section 2.1) of the semantic-preserving graph GA. These
encodings are meant to capture the topology of the AMR structure and its directionality.

Node-level PEs. The magnetic Laplacian, defined in Eq. (1), encodes directionality through complex
phase shifts. We compute the magnetic Laplacian L(q) of GA and extract the eigenvectors corre-
sponding to the lowest k eigenvalues, forming a complex matrix Γ ∈ CnG×k. Each node vi ∈ VG is
assigned a complex-valued k-dimensional embedding ϕ(vi) ∈ Ck:

ϕ(vi) = [Γi,1, . . . ,Γi,k]
⊤
. (4)

We convert ϕ(vi) to a real-valued vector PE(vi) ∈ R2k by concatenating the real and imaginary parts:

PE(vi) = [ℜ(ϕ(vi)) ℑ(ϕ(vi))]. (5)

These positional encodings provide a spectral representation that reflects both local and global graph
structure. Nodes with similar structural roles in the AMR, such as arguments or modifiers, will have
similar embeddings, even if distant in the graph.

Intra-node Token Positional Encodings. For each token t(ℓi)j in the tokenized label of a node
vi = σA(i) we apply sinusoidal positional encodings (Vaswani et al., 2017) to preserve their intra-
node ordering:

INTRAPE(ℓi)
j = SINPE(j), for j = 1, . . . , pi, (6)

where INTRAPE(ℓi)
j ∈ Rd. For single-token nodes (pi = 1), we use INTRAPE(vi)

1 = SINPE(0).

AMR Positional Encodings. We combine the node-level and intra-node positional encodings to
obtain the final AMR-specific positional encoding for each token t(ℓi)j :

AMRPE(ℓi)
j = fϑ

(
PE(vi)

∥∥ INTRAPE(ℓi)
j

)
, (7)
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Algorithm 1 AMR-to-Text Generation with SAFT
Input: AMR graph A, pretrained LLM πθ = DECODE ◦ EMBED
Output: Generated text sequence S
1: LA, σA = BFS(A) ▷ Linearize AMR and align labels
2: GA = τ(LA, σA) ▷ Transform to semantic-preserving graph (SPG)
3: Γ = MAGLAPEVD(GA, k) ▷ Compute magnetic Laplacian eigvecs
4: for each (i, ℓi) ∈ enumerate(LA) do
5: vi = σA(i)

6: t(ℓi) = TOKENIZE(ℓi) ▷ Tokenize label (Eq. (3))
7: ϕ(vi) = Γ⊤

i,: ▷ Select complex eigenvector (Eq. (4))
8: PE(vi) = [ℜ(ϕ(vi)) ℑ(ϕ(vi))] ▷ Node-level PE (Eq. (5))
9: for each token (j, t

(ℓi)
j ) ∈ enumerate(t(ℓi)) do

10: INTRAPE(ℓi)
j = SINPE(j) ▷ Intra-node PE (Eq. (6))

11: AMRPE(ℓi)
j = fϑ(PE(vi)

∥∥ INTRAPE(ℓi)
j ) ▷ Token-wise AMR PE (Eq. (7))

12: end for
13: end for
14: AMRPE = (AMRPE(ℓ1)

1 . . . AMRPE(ℓL)
pL )⊤ ▷ AMR PE (Eq. (8))

15: TL = t(ℓ1) ∥ t(ℓ2) ∥ . . . ∥ t(ℓL) ▷ Token sequence (Eq. (9))
16: X = EMBED(TL) ▷ Token sequence embedding
17: H = X + AMRPE ▷ Inject structure-aware PE (Eq. (11))
18: S = DECODE(H) ▷ Generate output sequence (Eq. (12))

where AMRPE(ℓi)
j ∈ Rdemb , fϑ : R2k+d → Rdemb is a two-layer MLP with GeLU activation function

(Hendrycks and Gimpel, 2016), and
∥∥ denotes vector concatenation. This projection defines a

token-level positional encodings that captures (i) structural knowledge from the node-level positional
encodings, and (ii) label-level sequential information from the intra-node token positional encodings.
The embedding is mapped into the LLM embedding space (demb, see Section 3.3), allowing seamless
integration during fine-tuning.

Concatenating the positional encodings across all nodes/labels in their linearized order, as defined by
σA, determines the final AMR-specific positional encodings matrix:

AMRPE =
(

AMRPE(ℓ1)
1 . . . AMRPE(ℓ1)

p1
. . . AMRPE(ℓ2)

1 . . . AMRPE(ℓL)
pL

)⊤
, (8)

where AMRPE ∈ Rp×demb and p =
∑L

i=1 pi is the total number of tokens in the linearization.
AMRPE is a representation of each token in the linearization that considers both the position of the
token within its node-label and the global position in the graph.

3.3 LLM Fine-Tuning with AMR-Specific Positional Encodings

For ease of exposition, we represent the pretrained LLM decoder model as a composition:

πθ = DECODE ◦ EMBED

where EMBED : Λp → Rp×demb maps a sequence of tokens into the LLM’s embedding space, and
DECODE : Rp×demb → Σ∗ generates the output text sequence4.

Given an AMR graph A, we obtain a linearized sequence of node labels LA = (ℓ1, . . . , ℓL) and their
corresponding tokenized forms t(ℓi) = (t

(i)
1 , . . . , t

(i)
pi ). The overall token sequence TL ∈ Λp is:

TL = t(ℓ1) ∥ t(ℓ2) ∥ . . . ∥ t(ℓL) = (t1, . . . , tp) (9)

where p =
∑L

i=1 pi is the total number of tokens in the linearized graph. The sequence TL is mapped
to the LLM embedding space as:

X = EMBED(TL), (10)

with X ∈ Rp×demb .

4DECODE is an abstraction over decoder components, including the transformer layers, head, and tokenizer.
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Integrating AMR positional encodings. We integrate structure-aware positional encodings to the
embedded representation of the linearized sequence of tokens. The final structure-aware embeddings
used for decoding are:

H = EMBED(TL) + AMRPE (11)

where H ∈ Rp×demb . Finally H is then fed to the LLM decoder to return the generated output
sequence S ∈ Σ∗:

S = DECODE(H). (12)

Prompt Handling. For clarity and modularity, we exclude the prompt segment from the structure-
aware positional encoding process. The prompt is tokenized independently from the AMR lineariza-
tion to avoid disrupting the alignment between graph nodes and tokens. Its tokens are embedded
using the standard learned embeddings without any additional positional encodings beyond those
already handled by the pretrained model. This design simplifies the architecture and ensures that the
inductive bias introduced by our positional encodings applies exclusively to the AMR portion of the
input. Additional details are provided in Appendix B.

4 Experiments

We evaluate our structure-aware fine-tuning approach on the state-of-the-art dataset AMR 3.0. We
show that SAFT sets a new state of the art for sentence-level AMR-to-text generation (Section 4.2),
and that it surpasses conventionally fine-tuned LLMs, particularly as input graph complexity increases
(Section 4.3). Finally, we push graph complexity to its limits by examining document-level AMRs,
revealing even more significant performance gains for SAFT (Section 4.4).

4.1 Experimental Setup

We use AMR 3.0 (LDC2020T02) (Knight et al., 2020) and DocAMR, which incorporates discourse
structure and inter-sentence dependencies; split details are provided in Appendix E. We fine-tune
several pretrained LLMs using Low-Rank Adaptation (LoRA) (Hu et al., 2022), including LLaMA 3.2
(1B, 3B) (Touvron et al., 2023), Qwen 2.5 (0.5B, 1.5B, 3B) (Bai et al., 2023), and Gemma (2B) (Team
et al., 2024), each evaluated with and without our graph-based positional encoding module (SAFT)
using the best-performing hyperparameters. We report BLEU (Papineni et al., 2002) and chrF++
(Popović, 2015) scores using greedy decoding for generation. All experiments are implemented
with the LitGPT framework; further training and hardware details, including hyperparameters, are
presented in Appendix B.2.

4.2 AMR 3.0 results

We compare the performance of SAFT on AMR 3.0 against state-of-the-art AMR-to-text generation
baselines: SPRING (Bevilacqua et al., 2021), StructAdapt (Ribeiro et al., 2021), and BiBL (Cheng
et al., 2022). All models use the same training data (AMR 3.0), unless noted otherwise, and are
evaluated on the identical held-out test split, ensuring a fair comparison. BiBL and SPRING report
additional results with extra heuristically labeled data for training; these are grayed out in Table 1. In
particular, SPRING and BiBL employ linearization strategies that closely mirror our preprocessing,
including comparable traversal orders and handling of edge labels, which further supports the validity
of our comparative evaluation.

The results in Table 1 present a comparative evaluation of prior approaches5 (Bevilacqua et al., 2021;
Cheng et al., 2022; Ribeiro et al., 2021), alongside our fine-tuned LLMs, both with and without the
proposed graph positional encoding module (SAFT). For baseline models, we include results for
versions trained with and without extra heuristically labeled data where available. Notably, we find
that fine-tuning several LLMs using LoRA (Hu et al., 2022) already yields improvements over earlier
models, including those that use extra training data. Our proposed approach, SAFT, further boosts
performance, highlighting the benefit of incorporating structural information in the form of graph
positional encodings during LLM fine-tuning. As shown in Table 1, SAFT consistently outperforms
both prior baselines and standard fine-tuning (FT), with aggregate BLEU gains of +0.8 over the FT
variant across the different models. However, such aggregate scores can obscure important variation

5Reported scores are taken directly from the original publications and not reproduced.
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Figure 4: BLEU score improvements of structurally-aware fine-tuned (SAFT) models over con-
ventionally fine-tuned (FT) counterparts, on AMR instances of depth δ(A) ≥ z. (a) Absolute
improvement (∆BLEU): differences in BLEU score between SAFT and FT models across graph
depths and model families. (b) Relative improvement (∆1

BLEU): differences in BLEU scores between
SAFT and FT models across graph depths and model families normalized by performance at depth-1
graphs. Both plots reveal a clear and increasing advantage of SAFT as structural complexity grows,
demonstrating its effectiveness in leveraging graph topology for improved generation. All lines are
second-degree polynomial fits.

across inputs of different structural complexity. To more accurately characterize when and how our
method helps, we turn to a stratified analysis in the following sections.

4.3 Complexity-stratified results

Table 1: SAFT achieves state-of-the-art AMR-to-text
generation. We report BLEU/CHRF++ on AMR 3.0, com-
paring: (1) prior work, and (2) our LLMs (FT vs. SAFT).
All models use identical training data unless marked ‘+ ’.
Best results per metric (excluding those using additional
data) are highlighted in bold.

Model Variant BLEU ↑ CHRF++ ↑
Previous Work

BiBL w/o Extra data 47.4 74.5
+ Extra data 50.7 76.7

SPRING w/o Extra data 44.9 72.9
+ Extra data 46.5 73.9

StructAdapt w/o Extra data 48.0 73.2

Our Finetuned LLMs: trained without extra data

LLaMA 3.2 (3B) FT 53.5 75.5
SAFT 54.2 (+1.3%) 76.0 (+0.7%)

LLaMA 3.2 (1B) FT 45.5 70.9
SAFT 47.8 (+5.1%) 71.9 (+1.4%)

Qwen 2.5 (3B) FT 51.6 72.1
SAFT 51.9 (+0.6%) 74.8 (+3.7%)

Qwen 2.5 (1.5B) FT 50.5 73.7
SAFT 51.7 (+2.4%) 74.5 (+1.1%)

Qwen 2.5 (0.5B) FT 42.7 69.0
SAFT 42.9 (+0.5%) 69.3 (+0.4%)

Gemma (2B) FT 52.9 73.5
SAFT 52.9 (+0.1%)∗ 73.6 (+0.1%)

∗Not rounded scores: 52.87 (FT) vs. 52.91 (SAFT).

To evaluate performance variation with
input complexity, we stratify the evalu-
ation by AMR graph depth δ(A), mea-
sured on the original AMR A prior to
preprocessing, by grouping examples
where δ(A) ≥ z for varying thresh-
olds z. We then calculate the BLEU
score on these stratified subsets to quan-
tify how our structure-aware fine-tuning
approach improves performance at in-
creasing δ(A) with respect to conven-
tional fine-tuning. We define the follow-
ing metric:

∆BLEU(z) = BLEUz
SAFT − BLEUz

FT,

where BLEUz
SAFT and BLEUz

FT rep-
resent the BLEU scores achieved by
SAFT and conventional fine-tuning
(FT), respectively, on instances with
AMR depth δ(A) ≥ z. Fig. 4a shows
the extent to which SAFT improves the
performance of LLMs at increasing lev-
els of semantic complexity. On semanti-
cally complex AMRs (depth δ(A) ≥ 8),
SAFT surpasses FT by +1.1 to +4.4
BLEU (Fig. 4a).

The divergence of the curves at greater
depths and the consistent upward trend
across all models highlight the increas-
ing importance of modelling structure explicitly as semantic complexity grows. While Gemma 2B
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Figure 5: SAFT demonstrates increasing gains over standard fine-tuning (FT) as document
complexity increases. Performance on the DocAMR test set: Each plot shows the BLEU score
improvement of SAFT over FT models, evaluated cumulatively on document-level AMRs with
#AMR ≤ z, where #AMR denotes the number of AMR graphs contained in a document. This
bottom-up stratified evaluation reveals how SAFT performs on increasingly complex document
structures. On average across document sizes, SAFT outperforms FT models by +6.16, +5.24, and
+4.50 BLEU for Qwen 2.5 3B, LLaMA 3.2 1B, and LLaMA 3.2 3B, respectively.

showed little overall improvement across the full dataset (see Table 1), the benefit of SAFT becomes
more pronounced on examples with greater semantic complexity.

To further assess how the benefit varies with respect to depth-one AMRs (i.e., δ(A) = 1), we define a
second-order delta which measures the change in improvement relative to these simple structures:

∆1
BLEU(z) = ∆BLEU(z)−∆BLEU(1).

Fig. 4b further validates the finding that SAFT delivers increasing gains on more complex AMRs.
Specifically, it shows the relative improvement of each model compared to its own performance
on depth-one AMRs. The positive upward trends across all models indicate that the advantage
of incorporating graph structure grows with semantic complexity. This consistent behavior across
model families and sizes reinforces the scalability and applicability of our method across different
architectures and parameter scales.

4.4 DOCAMR results

To understand even further how SAFT impacts performance on highly complex AMRs, we evaluate
both SAFT and standard fine-tuning (FT) on DOCAMR, a supplementary subset of AMR 3.0 (Knight
et al., 2020) whose test set consists of sentence-level AMRs from the standard AMR test split, merged
into documents with annotated coreference edges spanning sentences. Notably, we evaluate models
that were conventionally fine-tuned (FT) and structurally-aware fine-tuned (SAFT) on sentence-
level AMRs (AMR 3.0), testing their performance in a zero-shot setting on document-level AMRs
(DOCAMR). This setup allows us to assess the models’ ability to generalize to cross-sentence
semantics without explicit document-level supervision.

As shown in Fig. 5, SAFT consistently and significantly improves performance across all levels of
complexity which is measured by #AMR, the number of AMR graphs contained within a document-
level AMR, indicating the overall size and structural density of the input. While the downward trend
shows that all models struggle with deep topologies, the consistent, and occasionally increasing,
improvement shows that using SAFT improves performance on more structurally-dense inputs.
The performance gap between SAFT and conventional fine-tuning (FT) widens with increasing
AMR complexity, suggesting that structural inductive bias becomes increasingly crucial in complex
document-level generation. This reinforces our central claim that structure-aware fine-tuning is
especially beneficial when models must reason over longer contexts and inter-sentential relations. We
excluded the Gemma model from this experiment due to its limited context window (4096 tokens),
which could not accommodate DocAMR inputs.

Results summary. Conventional fine-tuning (FT) of LLMs already surpasses prior non-LLM
baselines on AMR-to-text generation. Our structure-aware fine-tuning (SAFT) method, further
improves performance across model families and scales. The improvements are especially consistent
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on semantically complex and document-level inputs, confirming that graph-based positional encodings
enhance the model’s ability to reason over AMR structure.

5 Related Work

To our knowledge, this is the first work to inject graph positional encodings into LLMs for structure-
aware fine-tuning without modifying model architecture. Prior work on graph-to-text (specifically
AMR-to-text) generation falls into two main categories: linearization-based and adapter-based.
We refer to Appendix F for further details.

Linearization-based. These approaches serialize graphs into sequences for use with seq2seq models
like BART or T5. SPRING (Bevilacqua et al., 2021), AMR-BART (Bai et al., 2022), and BiBL
(Cheng et al., 2022) differ in traversal strategies and auxiliary tasks. LLMs have also been applied via
fine-tuning (Raut et al., 2025; Mager et al., 2020) or prompting (Yao et al., 2024a; Jin et al., 2024b)
over linearized AMRs. Related work extends to molecular graphs (Zheng et al., 2024), tables (Fang
et al., 2024), and 3D meshes (Wang et al., 2024).

Adapter-based. These methods inject structure via graph-native components like GCN- or GNN-
based adapters that embed relational information. StructAdapt (Ribeiro et al., 2021) introduces
graph-aware adapters within pretrained transformers to enable reasoning over graph topology. Others
modify attention mechanisms to model AMR structure (Zhu et al., 2019). Some methods train
graph2seq models (Song et al., 2018; Wang et al., 2020) that natively process graphs without
pretrained seq2seq backbones.

6 Conclusion

We introduce SAFT, a structure-aware fine-tuning strategy that injects relational inductive bias into
LLMs using graph positional encodings derived from AMR structures. Applied to AMR-to-text
generation—a challenging task requiring deep semantic understanding—our approach consistently
improves generation quality over conventional fine-tuning and non-LLM-based baselines. We find
that performance gains are most pronounced as AMR complexity increases, indicating that structural
guidance is particularly valuable for modeling long-range dependencies and rich graph semantics.
These results hold across both sentence-level (AMR 3.0) and document-level (DocAMR) benchmarks.
Our findings demonstrate that integrating structural signals into LLMs can enhance their reasoning
over graph-structured inputs, and we believe this opens the door to broader applications of graph-
aware fine-tuning across graph-to-text and other graph-centric tasks.
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A Abstract Meaning Representation

want-01

believe-01 child

parent

:ARG1 :ARG0

:ARG1

:ARG0

(a) Graph representation

(w / want-01
:ARG0 (c / child)
:ARG1 (b / believe-01

:ARG0 (p / parent)
:ARG1 c))

(b) Penman notation

<P0> want-01 :ARG0 <P1> child
:ARG1 <P2> believe-01 <stop>
<P2> :ARG0 <P3> parent :ARG1
<P1> <stop>

(c) BFS linearization

Figure 6: Three aligned representations of the sentence “The child wants the parent to believe them.”:
(a) a graph-based AMR structure, (b) its corresponding Penman notation, and (c) a BFS linearization
used for sequence-based processing.

A.1 Reference sentence

We report here the representations of the sentence used in the main body (Section 2.2) as reference:

The child wants the parent to believe them.

Fig. 6a is the graph representation of the sentence, while Figs. 6b and 6c are the Penman and BFS
linearizations, respectively.

B Implementation details

B.1 Semantically-preserving AMR transformation

We report detailed information of our proposed semantically-preserving transformation τ : Σ∗ ×
(Σ ↣ VG) → G of AMR graph (Section 3.1).

Given a linearization (label sequence) LA and alignment σA—as discussed in Section 3.1 and shown
in Fig. 7b—the transformation τ constructs the SPG GA = τ(LA, σA) through the following steps:

1. Substructure Construction (TOSUBGRAPH, Fig. 7c): LA is segmented at each <stop>
token. Each segment defines a local subgraph rooted at a head concept and includes its
outgoing role-labeled edges (e.g., :ARG0) and target nodes.

{Āi}i = TOSUBGRAPH(LA).

2. Edge-to-Node Conversion (ROLEEXPAND, Fig. 7d): Each labeled edge (u
r−→ v) is

expanded into a role node r, creating two unlabeled edges: (u → r) and (r → v). This
yields a directed graph with no edge labels.

Ḡi = ROLEEXPAND(Āi).

3. Stop Node Re-insertion (ADDSTOPNODES, Fig. 7d): The <stop> labels are inserted in
each subgraph as a special terminal node. These nodes mark the end of node expansions
and, alongside σA, support alignment between graph nodes and tokens in LA.

Ĝi = ADDSTOPNODES(Ḡi).

4. Node Ordering Assignment (σ−1
A , Fig. 7d): Assign to each node an index inherited from

the BFS order to preserve alignment between token positions in LA and graph nodes in G.

iv = σ−1
A (v), ∀v ∈ Ĝi.

5. Pointer-Based Merging (MERGE, Fig. 7e): For each pointer index j (e.g., <P2>), identify
co-referring nodes Uj = {u1, . . . , uk} such that all ui share pointer j. Then:

(a) Merge incoming edges: E in
Uj

=
⋃k

i=1 E in(ui), with E in(ui) = {(v, ui) : (v, ui) ∈ EA}.
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Figure 7: Transformation steps from an AMR graph A to the Role-Expanded Graph G.

(b) Merge outgoing edges: Eout
Uj

=
⋃k

i=1 Eout(ui), with Eout(ui) = {(ui, v) : (ui, v) ∈
EA}

(c) Update the connectivity for each ui ∈ Uj : E in(ui) := E in
Uj
, Eout(ui) := Eout

Uj

GA = MERGE({Ḡi}i).

B.2 Training details

Training setup. To fine-tune pretrained LLMs for this task, we adapt the open-source LitGPT6

codebase as a base framework and add our modifications to it. Our modifications include:

• Integration of graph-based positional encodings;
• Support for token-node alignment during positional embedding construction through special

nodewise tokenization;
6https://github.com/Lightning-AI/litgpt
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• Initializing the function fθ used for projecting the graph positional encodings;
• Adding custom prompts for our task.

Tokenizer. We experimented with adding AMR role labels (e.g., :ARG0, :ARG1, :mod) to the
tokenizer and extending the model’s vocabulary accordingly. However, we found that the default
tokenizer yielded more stable performance, suggesting that extending the vocabulary with role
labels did not offer additional benefits. Therefore, we retain the original tokenizer throughout all
experiments.

Hardware setup. All models were trained on a single GPU node with 64 GB of RAM. Models
with 2 billion parameters or more were trained on an NVIDIA H100 GPU, while smaller models (<
2B parameters) were trained on an A100 GPU.

B.2.1 Hyperparameters

The hyperparameter choice for each model can be found in Table 2 and Table 3.

Table 2: Hyperparameter configurations for each SAFT models
Category Hyperparameter LLaMA 1B LLaMA 3.2B Qwen 0.5B Qwen 1.5B Qwen 3B Gemma 2B

LoRA

Rank (r) 32 32 32 32 16 32
Scaling factor (α) 32 64 32 64 16 32
Dropout 0.05 0.05 0.05 0.05 0.05 0.05
Head enabled True True True True True True

Training Epochs 6 5 6 5 6 5
Warmup steps 100 100 100 100 100 100
Effective batch size 256 256 256 256 256 256

Custom

# Eigenvectors (k) 30 30 30 30 30 25
MLP LR Multiplier (µ) 0.8 0.8 0.9 0.8 0.8 0.5
Magnetic param (q) 0.25 0.25 0.25 0.25 0.25 0.25
Sinusoidal base (qsin) 1000 1000 1000 1000 1000 1000
Sinusoidal dim (d) 8 8 8 8 8 8

Table 3: Hyperparameter configurations for each conventionally fine-tuned model.
Category Hyperparameter LLaMA 1B LLaMA 3.2B Qwen 0.5B Qwen 1.5B Qwen 3B Gemma 2B

LoRA

Rank (r) 16 8 16 32 16 32
Scaling factor (α) 16 8 16 32 16 32
Dropout 0.05 0.05 0.05 0.05 0.05 0.05
Head enabled True True True True True True

Training
Epochs 5 5 8 6 8 5
Warmup steps 100 100 100 100 100 100
Effective batch size 256 256 256 256 256 256

LoRA Hyperparameters. Given the high computational cost of fine-tuning, we adopted a practical
manual hyperparameter search strategy focused on LoRA configurations. We used all LoRA layer
types (query, key, value, projection, and head) by default, with a rank (r) and scaling factor (α) chosen
from {4, 8, 16, 32}. Dropout rates were selected from {0.05, 0.1, 0.15}. In cases where overfitting
was observed, we first adjusted the dropout rate to improve generalization. If overfitting persisted,
we disabled the LoRA head component, which we found to be the least critical for performance in
preliminary runs. This strategy allowed us to balance empirical effectiveness with computational
feasibility.

Epochs and training time. All models were trained for 10 epochs with checkpoints saved at the
end of each epoch, and the one with the best validation BLEU was chosen (the number of epochs
reported is the one with the best BLEU). Training time varied from 9 hours for the smallest models to
16 hours for the larger ones.

Leaning rate. We use a learning rate schedule with linear warmup for the first 100 optimizer steps,
followed by cosine annealing until the end of training.
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Custom hyperparameters. There are five hyperparameters that are specific to our approach:

• Number of eigenvectors (k): the number of eigenvectors used as positional encodings; we
select the k eigenvectors corresponding to the smallest k eigenvalues. We found that the
performance is most stable in the range of 20 to 40 eigenvectors and therefore we chose
from {20,25,30,35,40}.

• MLP learning rate multiplier (µ): to improve training stability, we scale the learning rate
of the MLP projecting positional encodings by a constant factor µ, applied on top of the
scheduled learning rate; that is, LRfθ (t) = µ · LR(t), where LR(t) is the base learning rate
at step t.

• Magnetic parameter (q): controls the strength of the complex rotation in the magnetic
Laplacian, modulating the influence of edge directionality. After experimenting with values
between 10−3 and 0.5, we found q = 0.25 yielded the most stable results and fixed it for
most experiments.

• Sinusoidal PE frequency base (qsin): the base used in the frequency scaling of sinusoidal
positional encodings, analogous to that in Transformer models. Since inter-node sequences
are relatively short in our setting, we use qsin = 1000.

• Sinusoidal PE dimension (d): defines the number of features in the sinusoidal positional
encodings concatenated with the eigenvector-based encodings. We set this to 8.

Models. We used Low-Rank Adaptation (LoRA) (Hu et al., 2022) to fine-tune the following
pretrained LLMs: LLaMA 3.2 (3B and 1B) (Touvron et al., 2023), Qwen 2.5 (3B, 1.5B, and 0.5B)
(Bai et al., 2023), Gemma 2B (Team et al., 2024). We also attempted to fine-tune Gemma 7B, but
encountered frequent out-of-memory (OOM) issues when training on longer AMR sequences, which
limited its usability in our experiments. For each model, we compare two variants: one fine-tuned
with our positional encodings (PEs) integrated during training, and one without. For both variants,
we report results using the best-performing checkpoint found during development. During evaluation,
the PEs are activated consistently based on the corresponding training configuration.

Prompting Format. To enable AMR-to-text generation with instruction-tuned large language
models, we adopt a structured prompting format implemented via the AMR2Text prompt style. Each
prompt consists of three components:

• A starting token, which includes task metadata and generation instructions:
<AMR-to-Text>
[Task: AMR-to-Text]
[Instruction] Convert the following AMR into natural language text.
[Input: AMR]

• The linearized AMR graph LA, inserted directly after the input header. This is a token
sequence derived from the input AMR graph A (see Section 3.1).

• An ending token, marking the beginning of the generation segment:
[Output: Text]

The full prompt passed to the model is thus structured as:

<AMR-to-Text>
[Task: AMR-to-Text]
[Instruction] Convert the following AMR into natural language text.
[Input: AMR]
LA
[Output: Text]

C Additional Experiments

C.1 Stratified evaluation over number of nodes

Similarly to the evaluation in (Section 4.3), we perform a stratified analysis based on the number
of nodes in the original AMR graph A to examine how both graph size and structural complexity
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Figure 8: BLEU score improvements of structurally-aware fine-tuned (SAFT) models over conven-
tionally fine-tuned (FT) counterparts, on AMR instances with number of nodes #Nodes(A) ≥ z. (a)
Absolute improvement (∆BLEU): differences in BLEU score between SAFT and FT models across
varying number of nodes and model families. (b) Relative improvement (∆1

BLEU): differences in
BLEU scores normalized by single-node graph performance. The results show consistent gains,
though the magnitude of improvement is less pronounced compared to depth-based stratification
(see Fig. 4), indicating that structural complexity plays a more critical role than graph size alone. All
lines are second-degree polynomial fits.

influence the performance of SAFT. As shown in (Fig. 8), SAFT exhibits consistent improvements
over standard fine-tuning across most model sizes, particularly for larger models. However, the
trend is less pronounced than in Fig. 4, where stratification was based on graph depth. This contrast
highlights that the gains from SAFT are more strongly associated with structural complexity and
long-range dependencies than with graph size alone, suggesting that structural information yields
diminishing returns when applied to merely larger—but not necessarily deeper—graphs.

D Limitations

While our approach achieves consistent improvements, particularly on semantically complex graphs,
several limitations remain. First, it introduces computational overhead from graph preprocessing
and structural encoding, though this can be mitigated through caching. Second, gains are less
pronounced on simpler inputs with limited structural information, suggesting the method’s inductive
bias is not universally beneficial. Third, effectiveness depends on hyperparameter choices such as
positional encodings dimensionality, which may require tuning. Finally, extending this method to
other graph-structured tasks requires task-specific node-to-token alignments, adding engineering
complexity.

E Assets and Licences

E.1 Datasets

We evaluate our approach on the AMR 3.0 dataset (LDC2020T027) (Knight et al., 2020), which con-
sists of approximately 55k training instances, 1.3k for development, and 1.4k for testing. Compared
to earlier versions (Knight et al., 2017), AMR 3.0 includes more diverse graph structures and broader
linguistic coverage, providing a rigorous benchmark for AMR-to-text generation.

This release is a semantically annotated corpus of over 59k English sentences drawn from a diverse
mix of domains, including broadcast conversation, discussion forums, weblogs, newswire, and
fiction. Annotations cover PropBank-style frames, non-core semantic roles, coreference, named
entities, modality, negation, quantities, and questions. Sentence-level annotations are represented
as rooted, directed acyclic graphs designed to abstract away from surface syntax and emphasize
predicate-argument structure.

7https://catalog.ldc.upenn.edu/LDC2020T02
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For a subset of experiments, we also evaluate on the DocAMR dataset (part of AMR 3.0), which
extends AMR to the document level by providing inter-sentence coreference and discourse-level
annotations. This enables assessment of long-range semantic dependencies and coherence in multi-
sentence generation.

We use the dataset as released by the Linguistic Data Consortium (LDC2020T02), without augmenting
with any silver data (i.e., data labeled through heuristic or automated methods). AMR 3.0 is distributed
under the LDC User Agreement and is not publicly available; access requires an institutional or
individual LDC license. For reference, the release was published on January 15, 2020 and includes
contributions from DARPA-funded programs (BOLT, DEFT, MRP, LORELEI) and NSF-supported
research.

Table 4: Datasets used for AMR-to-text generation.
Dataset Size (Train/Dev/Test) Key Features License

AMR 3.0 55k / 1.3k / 1.4k Sentence-level graphs, broad linguistic coverage LDC Non-Member License
DocAMR Derived from AMR 3.0 Document-level annotations, coreference, discourse Same as AMR 3.0

E.2 Models

We conduct experiments using a selection of publicly available pretrained language models with open
or research-focused licenses. All models are used strictly for academic purposes, in compliance with
their respective licenses.

LitGPT. We build on the LitGPT framework,8 an open-source project released under the Apache
License 2.0.9 It provides modular components for efficient fine-tuning, inference, and reproducibility
across large-scale models.

Qwen. Qwen models,10 developed by Alibaba Cloud, are released under the Apache License 2.0.
This permissive open-source license permits modification, distribution, and commercial use, provided
appropriate attribution is maintained.

Gemma. Gemma,11 developed by Google DeepMind, is also licensed under the Apache License
2.0. This allows for both academic and commercial applications and emphasizes interoperability with
a wide range of open-source software.

LLaMA 2. LLaMA 2 models,12 released by Meta, are governed by the LLAMA 2 Community
License Agreement. The license permits use, modification, and redistribution, but restricts: (i)
Commercial use by entities exceeding 700 million monthly active users without explicit permission
from Meta; (ii) Use of LLaMA outputs to train competing large language models. Redistributions
must include a notice file, and use is subject to Meta’s Acceptable Use Policy.13

Table 5: Pretrained models and licensing details.
Model Provider License Notes
LitGPT Lightning AI Apache 2.0 Permissive, for training and inference
Qwen Alibaba Cloud Apache 2.0 Open-source, commercial use permitted
Gemma Google DeepMind Apache 2.0 Open-source, commercial use permitted
LLaMA 2 Meta LLAMA 2 Community License Requires license for large-scale commercial use

8https://github.com/Lightning-AI/litgpt
9http://www.apache.org/licenses/LICENSE-2.0

10https://github.com/QwenLM/Qwen
11https://github.com/google-deepmind/gemma
12https://ai.meta.com/resources/models-and-libraries/llama-downloads/
13https://llama.com/use-policy

20

https://github.com/Lightning-AI/litgpt
http://www.apache.org/licenses/LICENSE-2.0
https://github.com/QwenLM/Qwen
https://github.com/google-deepmind/gemma
https://ai.meta.com/resources/models-and-libraries/llama-downloads/
https://llama.com/use-policy


F Additional information on related work

Prior work on AMR-to-text generation—and more broadly, text generation from graph-structured
data—largely follows two paradigms: Linearization-based approaches and Adapter-based ap-
proaches. To the best of our knowledge, no prior work has explored graph positional encodings in
this setting.

F.1 Linearization-based approaches

These methods convert the input graph into a linear sequence and fine-tune a pre-trained encoder-
decoder transformer (e.g., BART, T5) in a standard seq-to-seq setup.

Bevilacqua et al. (2021) introduced a symmetric framework for AMR parsing and generation by fine-
tuning BART on linearized AMR graphs using both DFS and BFS traversals (SPRING). AMR-BART
(Bai et al., 2022) builds on SPRING by incorporating self-supervised graph denoising tasks during
pretraining, which improves robustness to structural noise. BiBL (Cheng et al., 2022) further extends
this line of work by jointly modeling AMR-to-text and text-to-AMR transitions through single-stage
multitask learning with auxiliary losses. These models share a common foundation: they linearize
the AMR graph and fine-tune a standard transformer. This strategy has also been applied to large
language models (LLMs) via fine-tuning (Raut et al., 2025; Mager et al., 2020) or prompting (Yao
et al., 2024a; Jin et al., 2024b) using the linearized AMR graph as input.

More generally, the practice of aligning LLMs with structured data through linearization has found
success across domains such as molecular generation (Zheng et al., 2024), network traffic analysis
(Cui et al., 2025), tabular reasoning (Fang et al., 2024), and 3D mesh processing (Wang et al., 2024).

F.2 Adapter-based approaches

In contrast, adapter-based methods directly model the structure of the input graph using graph neural
networks (GNNs) or related components, which are then integrated into transformer architectures.

StructAdapt (Ribeiro et al., 2021) introduces graph-aware adapters based on Graph Convolutional
Networks (GCNs), enabling the model to reason over AMR topologies during fine-tuning. Other
methods take a similar direction by modifying the attention mechanism to incorporate structural
biases from the input graph (Zhu et al., 2019). Another line of work avoids transformer pretraining
altogether, instead training graph-to-sequence models from scratch that can natively process graph
inputs (Song et al., 2018; Wang et al., 2020).

F.3 LLMs for graph-structured data

The rise of large language models (LLMs) (Vaswani et al., 2017; Devlin et al., 2019; Brown et al.,
2020; Touvron et al., 2023) has reshaped NLP. Recently, there has been growing interest in extending
LLMs to handle graph-structured inputs (Jin et al., 2024a), particularly in domains like molecules,
knowledge graphs, and social networks. Existing methods typically fall into one of three strategies: (i)
flattening graphs into linear sequences (Jiang et al., 2023; Fatemi et al., 2024; Yao et al., 2024b); (ii)
modifying the LLM architecture to incorporate graph encoders (Zhang et al., 2022); or (iii) generating
structure-aware token embeddings that align with LLM representations (Tian et al., 2024; Tang et al.,
2024). The latter direction shows promise but introduces additional training complexity due to the
need for separate graph encoders and alignment mechanisms.
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