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ABSTRACT

The problem of relevant and diverse subset selection has a wide range of ap-
plications, including recommender systems and retrieval-augmented generation
(RAG). For example, in recommender systems, one is interested in selecting rele-
vant items, while providing a diversified recommendation. Constrained subset se-
lection problem is NP-hard, and popular approaches such as Maximum Marginal
Relevance (MMR) are based on greedy selection. Many real-world applications
involve large data, but the original MMR work did not consider distributed selec-
tion. This limitation was later addressed by a method called DGDS which allows
for a distributed setting using random data partitioning. Here, we exploit structure
in the data to further improve both scalability and performance on the target appli-
cation. We propose MUSS, an efficient method that uses a multilevel approach to
relevant and diverse selection. In a recommender system application, our method
can not only improve the performance up to 4 percent points in precision, but is
also 20 to 80 times faster. Our method is also capable of outperforming baselines
on RAG-based question answering accuracy. We present a novel theoretical ap-
proach for analyzing this type of problems, and show that our method achieves
a constant factor approximation of the optimal objective. Moreover, our analysis
also results in a x 2 tighter bound for DGDS compared to previously known bound.

1 INTRODUCTION

Relevant and diverse subset selection plays a crucial role in a number of machine learning (ML)
applications. In such applications, relevance ensures that the selected items are closely aligned with
task-specific objectives. E.g., in recommender systems these can be items likely to be clicked on,
and in retrieval-augmented generation (RAG) these can be sentences that are likely to contain an
answer. On the other hand, diversity addresses the issue of redundancy by promoting the inclusion
of varied and complementary elements, which is essential for capturing a broader spectrum of infor-
mation. Together, relevance and diversity are vital in applications like feature selection (Qin et al.,
2012), document summarization (Fabbri et al., 2021), neural architecture search (Nguyen et al.,
2021; Schneider et al., 2022), deep reinforcement learning (Parker-Holder et al., 2020; Wu et al.,
2023b), and recommender systems (Clarke et al., 2008; Coppolillo et al., 2024; Carraro & Bridge,
2024). Instead of item relevance, one can also consider item quality. Thus sometimes, we will refer
to the problem as high quality and diverse selection.

Challenges of relevant and diverse selection arise due to combinatorial nature of subset selection
and the inherent trade-off in balancing these two objectives. Enumerating all possible subsets is
impractical even for moderately sized datasets due to exponential number of possible combinations
(He et al., 2012; Gong et al., 2019; Maharana et al., 2023; Acharya et al., 2024). In addition, the
combined objective of maximizing relevance and diversity is often non-monotonic, further compli-
cating optimization. For instance, the addition of a highly relevant item might significantly reduce
diversity gains. In fact, common formulations of relevant and diverse selection lead to an NP-hard
problem (Ghadiri & Schmidt, 2019).

Existing approaches consider different approximate selection techniques, including clus-
tering, reinforcement learning, determinantal point process, and maximum marginal rele-
vance (MMR). Among these MMR has become a widely used framework for balanc-
ing relevance and diversity (Guo & Sanner, 2010; Xia et al, 2015; Luan et al., 2018;



Under review as a conference paper at ICLR 2026

Hirata et al., 2022; Wu et al., 2023a).

This greedy algorithm iteratively selects the

next item that maximizes gain in weighted combination of the two terms. The di-

versity is measured with (dis-)similarity

MMR algorithm is interpretable and easy
to implement. However, the original MMR
work did not consider distributed selec-
tion, while many real-world ML applica-
tions deal with large-scale data. This lim-
itation was later addressed by a method
called DGDS (Ghadiri & Schmidt, 2019).
The authors of DGDS also provided theo-
retical analysis showing that their method
achieves a constant factor approximation of
the optimal solution. DGDS allows for a
distributed setting using random data par-
titioning. Items are then independently se-
lected from each partition, which can be
performed in parallel. Subsets selected
from the partitions are then combined be-
fore the final selection is performed. Thus,
the final selection step becomes a perfor-
mance bottleneck if the number of parti-
tions and the number of selected items in
each partition are large. We refer to Ap-
pendix Section A for further discussion on
related work and summarize the computa-
tional complexity in Table

between the new and previously selected items.
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Figure 1: Our MUSS is not only capable of achiev-
ing better performance on the target task as baselines,
but also can be 20x to 80x faster. The insert shows
the relative speed improvement against DGDS. Note
that MMR is not a distributed method. Here, the task
has been to select k£ candidate items for recommen-
dation from catalogs of different sizes and k&’ denotes
the number of intermediate items to be selected within
each cluster for MUSS and DGDS.

In our work, we explore the question whether we can further improve both scalability and perfor-
mance on the target application by leveraging structure in the data. We address the final selection
bottleneck by introducing clustering-based data pruning. Moreover, our novel theoretical analysis,
such as Lemmas | and 5, allowed us to relate the cluster-level and item-level selection stages and
derive an approximation bound for the proposed method. In summary, the contributions of our work

are as follows

* We propose MUSS, an efficient distributed method that uses a multilevel approach to high
quality and diverse subset selection.

* We provide a rigorous theoretical analysis and show that our method achieves a constant-
factor approximation of the optimal objective. We show how this bound can be affected by
clustering structure in the data.

* We utilize our new theoretical findings to tighten the bound of DGDS, improving from the

existing factor of 3—11 to 1—16 Moreover, the improved bound does not rely on the condition
of k£ > 10 required in DGDS (Ghadiri & Schmidt, 2019).

* We demonstrate the utility of our method on popular ML applications of item recommenda-
tion and RAG-based question answering. For item recommendation, our method not only
improves up to 4 percent points in precision upon baselines, but is also 20 to 80 times faster
(Figure 1). MUSS has been deployed in production for real-world candidate retrieval on a
large-scale e-commerce platform serving million customers daily.

2 MUSS: MULTILEVEL SUBSET SELECTION

2.1 PROBLEM FORMULATION

Consider a universe of objects represented as

set U of size [U| = n. Let g : U — RT denote a non-

negative function representing either quality of an object, relevance of the object, or a combination of
both. Next, consider a distance function d : U xU — R™. Here we implicitly assume that the objects
can be represented with embeddings in a metric space. Appendix Table 5 summarizes our notation.

2
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Our goal is to select a subset S C U of size
|S| = k < n from the universe U, such that the
objects are both of high quality and diverse. In
particular, we consider the following optimiza-
tion problem

F(S kA M

O =arg max
SCU,|S|=k
where O is the global optimum, and the objec-
tive function is defined as

F(S) =AY qu)+ (1 =X Y d(u,v)

ues u,vES

=XQ(S) + (1 = \)D(S). )

The first term ) measures the quality of selec-
tion, while the second term D measures the di-
versity of the selection. Coefficient 0 > A > 1
controls the trade-off between quality (or rele-
vance) and diversity. A higher value of \ in-
creases the emphasis on quality, while a lower
value emphasizes diversity thus reducing re-
dundancy. We use O to denote the global maxi-

Table 1: MUSS reduces time complexity by only
considering a subset of clusters. Here, we com-
pare average-case time complexity of methods for
selecting subsets of size k from a set of n items.
We use [ to denote the number of clusters, m for
the number of selected clusters, &’ for the number
of items to be selected in each cluster and p for the
number of parallel cores. Typically n > [ > m;
[ for DGDS does not have to be the same as [ for
MUSS. Complexity of MUSS is discussed in Sec-
tion For DGDS and MUSS partitioning and
clustering steps can be performed once and are not
considered here.

Method Computational Complexity
K-DPP O(k*n + k%)
MMR O(k?n)
(k)%n 2(1.0
DGDS o ( 7 + kK (k l))
Muss | O (m2l + (k)l% + k2(K'm + k))

mizer of the above problem parameterized by k£ and A. For brevity, we may omit k£ and \ throughout

the paper and write F'(S).

Note that the entire objective can be multiplied by a positive constant without changing the op-

timal solution.
with the same objective.

As such, different scaled variations of the diversity term can be represented
For example, one can consider using an average distance for di-

versity, and this would lead to the same optimization problem with a different choice of A.

The optimization involves maximizing a func-
tion with a cardinality constraint, which is a
well-known NP-hard problem. Therefore, our
solution uses a greedy selection strategy simi-
lar to MMR. However, a direct application of
MMR might not be practical for large sets. Dis-
tributed approach of DGDS partially addresses
this problem, but it still has a bottleneck in the
final selection from the union of points selected
from partitions.

2.2 MULTILEVEL SELECTION

We address this bottleneck by considerably re-
ducing the size of this union without compro-
mising quality of selection. To this end, we pro-
pose MUSS, a method that performs selection in
three stages: (i) selecting clusters, (ii) selecting
objects within each selected cluster, and (iii) se-
lecting the final set from the union of objects
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Figure 2: MUSS performs clustering following by
a multilevel selection. Here, S is a set of selected
clusters, U,, denotes cluster m, and S,,, denotes
items selected from that cluster.

selected from the clusters (Figure 2). We show that MUSS achieves a constant factor approximation
of the optimal solution.

Step 1: While in previous literature greedy selection has been applied to items, our key observation
is that greedy selection can also be used to select entire clusters that are both diverse and of high-
quality while filtering out other clusters thus reducing the total pool of candidate items.

Therefore, we can use KMEANS algorithm to partition the data into clusters ¢/ = Uizll/{i.
Other clustering algorithms could also be used at this step. Next, we view clusters as
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a set of items C = {ci,...,¢}. The distance d(c;,c;) between two clusters is de-
fined as the distance between cluster centroids. Next, the quality of the cluster is de-
fined as the median quality score of items in this cluster, i.e., ¢(¢;) = median({q(a)

a € U}). We then apply Algorithm with the set of clusters C as input.
Step 2: Using greedy selection at the

cluster level will result in a subset of  Algorithm 1 Greedy Selection

m selected clusters, where each cluster
c; contains items ; C U. For each
selected cluster, we independentl}E applaz
Algorithm | to select S; = ALG1(U;|k’ _

where |S;| = k. We can set k' < k for : fox'_z {:ang maxli:edToq(t)}
computational speed up (see Fig. 1). Im- o .

portantly, selections within different clus- : L Zi?g maxper\s AQ(E) +(1=A) Les At w)
ters can be executed in parallel. =SU{s}

Input: set 7, #items to select k, parameter A € [0, 1]
Output: set S C T,s.t. [S| =k
// start with the highest quality item

4

Step 3: Different from DGDS, our final

selection includes the top k items with the highest overall quality.’ That is, we collect S* =
argmaxacy, |A|l—=k 2 uca 4(u). We then select the final set of items by applying Algorithm
on the union of item sets obtained in the previous step combined with S*. Our final selection is
S = ALG1 (U2, S; U S*|k) where |S| = k. The entire approach is summarized in Algorithm

Computational complexity: We discuss
the average-case time complexity of MUSS.  Algorithm 2 MUSS

Here “avera%e-case” means assuming c}us— Input: set U{; item-level parameters: #items to se-
ter sizes of 7 when clustering n items into  Ject within each cluster k,, and globally k, trade-off

! Ch}SthS The complexity of standard it- ). cluster-level parameters: #clusters [, #clusters to
erative implementation of KMEANS algo-  select m, trade-off .

rithm (Lloyd, 1982) is O(nkt), where ¢t is Output: S C U with |S| = k
the number of iterations. Selecting the top , Apply KMEANS(U, 1) to cluster I/ into {U; }._,

k highest quality items S™ is precomputed , et C denote a set of clusters. The distance and qual-
in the candidate retrieval task. In cases of  jty of clusters are defined in Section

computing them from scratch with a dis- ; § — ArG1 (C|m, )\p)
tributed setting, it costs O(n + pklogk) | o1/ ¢ Sdo )
using min-heap where p is the number of L !

lel Greed lecti £ I: out of // selection within in each cluster
parallel cores. Greedy selection of k out o S — ALGLU K A
n items can be performed in O(k*n) time. ! ( 1‘. ) . .
Therefore, selecting m out of [ clusters re- // the top k highest quality items

sults in O(m?21). Next, selection of k' < k 6 §* = argmaxacy, |A|=k ZuGA q(u)
(k) E)Pny // refinement for final selection

points within one cluster gives O( 7 8 = ALGL (U, S; U S* |k, \)
1

This will only be performed for m selected

clusters and the computation can be dis-
(k")%nm )
1

tributed across p cores resulting in O( . Combining subsets from the clusters and the top

k highest quality items results in a pool of k'm -+ k items. Thus the final selection step results in
O(kz(k’ m + k)) complexity. Clustering and global top-k quality selection are performed once.

Thus at query time, average-case complexity is O (mQZ + (k 4 k2 (K'm o+ k;)) Since our ap-

proach does not train a separate model for data selection, it does not require extra space. Therefore,
the memory complexity is linear in the data size.

2.3 THEORETICAL PROPERTIES

We now present theoretical analysis of the proposed algorithm. We show that MUSS achieves a
constant factor approximation of the optimal solution. Our main results are Theorem 4 and 8 which
use additional lemmas to bound diversity and quality terms. In addition to results for the proposed
MUSS, we present new derivations tightening the known bound for DGDS with a factor of x2 .
Since MUSS uses both cluster and object-level selection, our bounds rely on Lemma 5 that relates

!'The addition of the top k items has been motivated by Lemma 7 for a tighter approximation bound. Em-
pirically, our method achieves a similar performance with and without the top k& addition (Appendix C.7).
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objectives at different levels. This lemma is one of our main theoretical innovation points, along
with new proof approach for Lemma 1. All proofs are provided in Appendix

Lemma 1. Apply Algorithm | to select S = ALG1(T |k). Lett € T \ S. The following inequalities
hold

A(t,8) = QS U {t}) — QS) < 72 F(S) G
lzneigd(th) < mF(S). 4)

We derive the next two lemmas enabling improved bounds for DGDS.
Lemma 2. For each partition, apply Algorithm | to select S; = ALG1(U;). We have

D(0) < 6F (opT(UL_,S))). 5)
Lemma 3. For each partition, apply Algorithm I to select S; = ALG1(U;). We have
Q(0) < 2F(opPT(UiL,S))). (6)

Theorem 4. With the above lemmas in place, we obtain the %—approximatian solution for maxi-
mizing F(S) subject to |S| = k

L ro). @)

F(DGDS(U)) > T

We now return to MUSS. Using OPT(.) to denote the selection that maximizes the objective F', we
proceed to the following lemma.

Lemma 5. Let kK > m, we have that

F(ALGL(Clm, Ao, (1= \0)) ) < F(0PT(UZ,S)) k) + rm(m — 1), @®)

Lemma 5 connects objective functions at the cluster level and at the item level. In turn, this allows us
to obtain lower bounds on the diversity term and the quality term when the multilevel Algorithm
is used to select S = ALG2(UA).

Lemma 6. If k > m, we have
S5k(k—1) n 1
I=X)mim—-1) (1=2X)

Lemma 7. Let S* = argmaxscy, |A|=k 2 _yc 4 4(0) denote the set of k highest quality items from
U. We have

D(O) < rk(k — 1) {4 + } + F(on(u;?;l&)lk) [ } )

1— A

1 m *
Q) < XF(OPT(Ui,lSi us )). (10)

Finally, our main theoretical result follows.

Theorem 8. In Line 7 of ALG2, instead of invoking ALG1 with A and 1 — )\, let use parameters o ),
1— X Ifo =0.5 k> m, ALG2, gives a constant-factor approximation to the optimal solution for
maximizing F(S) s.t. |S| = k.

1 g
F(ALG2,(U)) > EF((’)) —re 1)

Here, a(k, m, X\, \.), B(k, m, A\, \.) are intermediate quantities defined in the proof in the interest
of space.

2.4 DISCUSSION

Theoretical considerations. In the above theorem, intermediate quantities « and 3 are functions
of algorithm parameters k, m, A\, A.. For fixed parameter values, « and 3 are positive constants. In
particular, if we set k = m and A = \., we get a = 14. This results in a better scaler compared
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to Eq. (7), but our bound also has the second term as the by product of the clustering and cluster
selection.

We emphasize that our theoretical analysis does not make any assumptions about the quality of clus-
tering. Instead, we note that the bound improves as r gets smaller. Growing the number of clusters
I will make this radius smaller, but will increase time required for selecting clusters (Table 1). The
ideal case is when the data naturally forms a small number of clusters, such that [ and r are both low.

Next, the bound can be explicitly maximized as a function of m and .. However, in practice, we
simply evaluate results for different values of \., while m is selected to balance objective value with
computational time.

Lastly, note that parameters k and A are included in the objective function (Eq. 2). However, these
parameters are application-driven, and should not be used to “optimize” the approximation bound.
E.g., for a given application, the best A value is the one that results in strongest correlation between
an application-specific performance metric and the objective F'.

Practical considerations. One of the benefits of the proposed approach is that clustering can be
performed in advance at a preprocessing stage. Each time a selection is required, a pre-existing
clustering structure is leveraged. For large datasets, one can use scalable clustering methods, such
as MiniBatchKmeans (Sculley, 2010) or FAISS (Douze et al., 2024). If new data arrives, an online
clustering update can be used. In a simple case, one can store pre-computed cluster centroids and
assign each newly arriving point to the nearest center.

In practice, we use the same parameter A when selecting items either within clusters (Line 5 of
Algorithm 2) or from the union of selections (Line 7 of Algorithm 2). However, our method is
flexible, and one can consider different A values for these selection stages. Next, during the greedy
selection, we normalize the sum of distances by the current selection size |S| for robustness.

Theorem & assumes o = 0.5, i.e., a scaler in Line 7 of the Algorithm 2. Importantly, the approxi-
mation bound still holds when running the algorithm with different values of ¢ and selecting result
that maximizes F'. Indeed, our preliminary results indicated that using o = 1 (i.e., no scaling) leads
to a stronger performance. Therefore MUSS is defined without the scaler. Also note that the original
DGDS baseline does use scaling by 0.5. In our evaluation, removing this scaling resulted in better
DGDS results which we report here.

Benefits of cluster selection. Since item selection within clusters can be performed in parallel, the
main performance bottleneck is item selection from the union of subsets derived from different clus-
ters. To reduce the size of this union, we introduce a novel idea of relevant and diverse selection of
clusters. This step can dramatically reduce the number of items at the final selection with minimum
impact on the selection quality. To the best of our knowledge, previous approaches did not consider
the idea of “pruning” the set of clusters.

Preliminary elimination of a large number of clusters (Line 3 of Algorithm 2) will not only allow
for more efficient selection from the union of points (running time and memory for Line 7 of Al-
gorithm 2), but can lead to improved accuracy. This is because the greedy algorithm will be able
to focus on relevant items after redundancy across clusters has been reduced. This is particularly
useful for large scale dataset size, as shown in our experiments. Moreover, novel theoretical analy-
sis, such as Lemma 5, allows us to relate cluster-level and item-level selection stages and derive an
approximation bound for the proposed MUSS.

3 EXPERIMENTS

The goals of our experiments have been to (i) test whether the proposed MUSS can be useful in
practical applications; (ii) understand the impact of different components of our method, and (iii)
understand scalability and parameter sensitivity of the proposed approach. Item recommendation
and retrieval-augmented generation are among the most prominent applications of our subset selec-
tion problem. In the next two sections, we consider these applications, and compare MUSS with a
number of baselines.

Baselines. We consider the following methods for the task of high quality and diverse subset selec-
tion: random selection, K-DPP (Kulesza & Taskar, 2011), clustering-based selection, MMR as per
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Table 2: Precision on the candidate retrieval task for & = 500 items. X indicates that the method
did not complete after 12 hours. Results are reported for A that maximizes precision achieved by
MMR (i.e., favoring the baseline). For any value of A, our method achieves higher performance than
baselines and faster running time.

Home (U] = 4737, A = 0.9) Amazon100k (Ji/] = 108,258, A = 0.9)
Method Ac  Precision T Time | | Method Ae  Precision T Time |
random 50.3+24 0.0 random 11.2+1.5 0.0
K-DPP 56.3 £ 2.7 7.9 K-DPP X X
clustering 60.6 £1.8 0.7 clustering 282+1.1 10
MMR 72.0 13.5 MMR 39.4 311
DGDS 73.5£0.2 13.7 DGDS 394+0.1 271

MUSS (rand.A) 73.9+0.3 6.7 MUSS (rand.A) 42.8 +0.3 49
MUSS (rand.B)  74.1 £0.2 6.6 MUSS (rand.B)  41.6 £ 0.2 53

MUSS 0.1 74.54+0.2 7.1 MUSS 0.1 44.8+0.5 55
MUSS 0.3 742+0.3 7.8 MUSS 0.2 428+0.8 54
MUSS 05 74.0+£0.3 7.8 MUSS 0.5 43.5+0.5 54
MUSS 0.7 741+£0.3 8.8 MUSS 07 444404 53
MUSS 09 748+0.2 8.1 MUSS 0.9 452+0.6 53

Algorithm 1, and the distributed selection method called DGDS (Ghadiri & Schmidt, 2019). We do
not consider RL baselines here because we focus on selection methods that are potentially scalable,
and also can be easily incorporated within existing ML systems. RL-based selection approaches
require setting up a feedback loop and defining rewards which might not be trivial in a given ML
application.

Key differences between DGDS and MUSS are that (i) we propose clustering rather than random
partitioning, (ii) we select a subset of clusters, rather than using all of them (iii) in the final selection,
MUSS takes into account the top k highest quality items while DGDS does not. To understand the
impact of these differences, we introduce two additional variations of our method. First, in “MUSS
(rand.A)”, we perform clustering, but pick m clusters at random rather than using greedy selection.
Second, in “MUSS (rand.B)”, we perform random partitioning instead of clustering, but otherwise
follow our Algorithm 2.

We report mean+ st.err. from 5 independent runs. In each run, randomness is due to partitioning,
clustering or sampling (K-DPP). There are no repeated runs for MMR, since this method doesn’t use
partitioning nor randomness. Additional experimental details are given in Appendix

3.1 CANDIDATE RETRIEVAL FOR PRODUCT RECOMMENDATION

Context. Modern recommender systems typically consist of two stages. First, candidate retrieval
aims at efficiently identifying a subset of relevant items from a large catalog of items (EI-Kishky
et al., 2023; Rajput et al., 2023). This step narrows down the input space for the second, more
expensive, ranking stage. Since the ranking will not even consider items missed by candidate re-
trieval, it is crucial for the candidate retrieval stage to maximize recall — ensuring that most relevant
items are included in the retrieved subset — while maintaining computational efficiency. The pro-
posed MUSS has been deployed in production at a large-scale ecommerce platform serving million
customers daily, referring to Appendix for further information.

Setup. We use four datasets with sizes ranging from 4K to 2M (Table 2 and Appendix Table 6).
These internally collected datasets represent either individual product categories, or larger collec-
tions of items across categories. Each data point corresponds to a product available at an online
shopping service. For each product, an external ML model predicts the likelihood of an item being
clicked on. The model takes into account product attributes, embedding, and historical performance.
Likelihood predictions are treated as product quality scores, while actual clicks data is used as bi-
nary labels. We select £ = 500 items from a given dataset. For a fixed k recall is proportional to
precision@k, and we evaluate selection performance using Precision@500.

Results are shown in Table 2, and Appendix Table 6. First, higher values of the objective from
Eq. (2) generally indicate higher precision, which further justifies our problem formulation. Next,
it is clear that random selection or naive clustering-based strategy are not effective for this task as
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Table 3: Accuracy of question answering over different knowledge bases given a fixed LLM, but
varying methods for RAG selection. A values were optimized on MMR accuracy, thus favoring this
baseline. For MUSS (rand.B) variation we use ). that maximized performance of this method. MUSS
outperforms all baselines. We are interested in accuracy rather than timing, since the response time
is dominated by the LLM call.

DevOps (JU] = 4722, A = 0.5) StackExchange (|U/| = 1025, A = 0.5)

Method Ae  Accuracy 7 | Method Ae Accuracy 1
random 50.0+ 1.1 | random 41.6 £2.0
K-DPP 47.6 1.8 | K-DPP 40.4+1.5
clustering 51.2£ 0.5 | clustering 54.8+44
MMR 58 MMR 64
DGDS 58.0 £ 0.0 | DGDS 62.8 0.5
MUSS (rand.A) 52.0 £ 2.2 | MUSS (rand.A) 55.2 +£4.8
MUSS (rand.B) 53.24+ 2.1 | MUSS (rand.B) 55.6 4.7
MUSS 0.1 58.840.5 | MUSS 0.1 65.2 + 0.8
MUSS 03 588=+1.0 | MUSS 0.3 65.2 +£0.8
MUSS 0.5 58.84+0.5 | MUSS 0.5 65.6 + 1.0
MUSS 0.7 59.6 +0.7 | MUSS 0.7 64.8 = 0.8
MUSS 09 58.04+0.6 | MUSS 0.9 64.8 0.5

all other methods significantly outperform these baselines. Here, we use A = 0.9 which maximizes
precision resulted from using MMR. Even with this A\ choice, MUSS achieves consistently higher
precision (+4%) across various \. values. This improvement is due to the property of MUSS to per-
form selection within each subgroup, allowing the selection process to better capture local structure
and diversity specific to each subgroup than handling all items globally. Importantly, MUSS achieves
this results 80 x faster than MMR (Amazon2M) and 35% faster than DGDS. Improved scalability can
be observed on datasets of different sizes (Figure | and Appendix Figure 7).

3.2 Q&A USING RETRIEVAL-AUGMENTED GENERATION

Context. Recently, Large Language Models (LLM) have gained significant popularity as core
methods for a range of applications, from question answering bots to code generation. Retrieval-
augmented Generation (RAG) refers to a technique where information relevant to the task is retrieved
from a knowledge base and added to the LLM’s prompt. Given the importance of RAG, we have
also evaluated MUSS for RAG entries selection.

Setup. We consider the task of answering questions over a custom knowledge corpus, and we
use two datasets of varying degrees of difficulty (Table 3). StackExchange and DevOps datasets
represent more specialized knowledge.” These datasets were derived, respectively, from an online
technical question answering service, and from AWS Dev Ops troubleshooting pages (Guinet et al.,
2024).

Each dataset consists of a knowledge corpus and a number of multiple choice questions. For a given
question, we compute relevance to entities in the corpus, and then use different methods for selecting
k = 3 relevant and diverse entities to be added to LLM’s prompt. For a fixed LLM we vary selection
methods, and report proportion of correct answers over 50 questions.

In this section, we are interested in accuracy of the answers rather than timing. We assume that
given a question, one can effectively narrow down relevant scope of knowledge and the response
time might be dominated by the LLM call.

Results are presented in Table 3. In all cases, accuracy can be improved compared to random
selection. Parameter A\ (item-level selection trade-off) is optimized for MMR performance, thus
favoring this baseline. Maximum accuracy is achieved with an intermediate value of the parameter,
i.e., both relevance and diversity are important. Random selection and K-DPP baselines emphasize
diversity over relevance and achieve the weakest performance.

We can see that our method is capable of outperforming all baselines, particularly at any \. value.
Note that the two datasets involve complex technical questions, and RAG approach itself might stop
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Table 4: Precision (for Home and Amazon100k) or Accuracy (other datasets) achieved by MUSS
with different number of clusters /, number of selected clusters m, and fixed A = A\, = 0.7.

l m | Home Amazonl00k l m | DevOps StackExchange
100 50 74.6 41.6 50 10 46 62
200 50 74.8 41.2 50 20 46 62
200 100 | 74.8 44.0 100 10 44 62
500 50 73.3 42.8 100 20 46 62
500 100 | 74.0 44.2 200 10 46 62
500 200 | 74.2 44.2 200 20 44 62

being effective past certain performance level. Nonetheless, our findings suggest that as long as
RAG continues to contribute to performance gains, our method can further enhance accuracy.

3.3 ABLATIONS, PARAMETER SENSITIVITY, AND SCALABILITY

Ablation Study. Note that variations “MUSS (rand.A)”, and “MUSS (rand.B)” constitute ablations
of our method. In the former, we select clusters at random instead of using cluster-level greedy
selection. We observe that using greedy selection consistently improves performance. Next, in
“MUSS (rand.B)”, we use random partitioning instead of clustering. Again, we consistently observe
improved performance when clustering is applied, and the gains can be significant. We conclude that
leveraging natural structure in data is important for this problem. This is consistent with observed
patterns discussed in Appendix

Sensitivity w.r.t. A and )\.. Table 2, Table 3, and Appendix Table 6 show performance at different
levels of \. (cluster-level trade-off). Overall, for any dataset, there is little variation in performance.
We also study how the diversity term D(S), the quality term @Q(S), and the objective function F'(S)
varies with A and A, in Appendix C.4. Consistent with the previous observation, we find that for
any fixed A, the variation due to A, is relatively small. Next, as expected, small values of A\ (item-
level trade-off) favor D(S) while larger A promote Q(S). The optimal choice of this parameter is
application-specific. A practical way of setting the value could be cross-validation at some fixed ..

Sensitivity w.r.t. number of clusters [ and number of selected clusters m. We consider broad
ranges for these parameter values. For example, we scale [ by 4 to 5 times, and m by 2 to 4
times (while keeping both As fixed). Despite broad parameter ranges, in most cases, performance
differences between different settings are within 3 percent points (Table 4). Larger deviations are
typically observed as settings become more extreme (e.g., number of clusters is becoming too little
for a dataset with 100k items).

Scalability. Figure | demonstrates scalability of the proposed MUSS. Specifically, given the dataset
of size || = 2M, our method is up to 80 times faster than MMR achieving the same objective
function of 0.97. Here, all methods use the same A = 0.5 and we fix the hyperparameters to some
constant values (m = 100, = 500, A, = 0.5). Further analysis into scalability shows that compared
to DGDS, our approach leads to time savings both during selection within partitions and during the
final selection from the union of items (Appendix and Appendix Figure 7).

4 CONCLUSION

We propose a novel method for distributed relevant and diverse subset selection. We complement our
method with theoretical analysis that relates cluster- and item-level selection and enables us to derive
an approximation bound. Our evaluation shows that the proposed MUSS can considerably outper-
form baselines both in terms of scalability and performance on the target applications. The problem
of relevant and diverse subset selection has a wide range of applications, e.g., recommender systems
and retrieval-augmented generation (RAG). This problem is NP-hard, and popular approaches such
as Maximum Marginal Relevance (MMR) are based on greedy selection. Later methods, such as
DGDS considered a distributed setting using random data partitioning. In contrast, in our work, we
leverage clustering structure in the data for better performance. Finally, the proposed MUSS has been
deployed in production on a large-scale e-commerce retail platform.
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REPRODUCIBILITY STATEMENT

To ensure the reproducibility of our work, we provide comprehensive implementation details and
experimental protocols throughout the paper and appendices. Due to the simplicity nature of the
proposed method, all algorithms are fully specified: Algorithm 2 details MUSS implementation and
Algorithm | describes the MMR selection — as one of the key step inside MUSS.

All hyperparameters and computational configuration are specified in Appendix . The public
datasets used for RAG experiment are described in Section and the datasets used for candidate
retrieval tasks are described in Section

The mathematical foundations, including all proofs for Theorems and Lemmas are provided in Ap-
pendix B. The computational runtimes are shown in Fig. 7. We attach the source code in the supple-
mentary material. To support transparency and broader use, we will release this code and evaluation
scripts to Github upon publication, enabling full reproducibility of the reported results.
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A RELATED WORK

A.1 RELEVANT AND DIVERSE SELECTION

Given the importance of the problem, there has been a number of approaches proposed in the liter-
ature. Determinantal Point Process (DPP) is a probabilistic model that selects diverse subsets by
maximizing the determinant of a kernel matrix representing item similarities (Kulesza et al., 2012).
DPPs are effective in summarization, recommendation, and clustering tasks (Wilhelm et al., 2018;
Elfeki et al., 2019; Yuan & Kitani, 2020; Nguyen et al., 2021). As discussed in reference (Li et al.,
2016; Derezinski et al., 2019), the computational complexity of k-DPP can be O(k?n + k3). Next,
clustering-based methods ensure that different “regions” of the dataset are covered by the selec-
tion. Such methods cluster items (e.g., documents or features) and then select representatives from
each cluster (Baeza-Yates, 2005; Wang et al., 2021; Panteli & Boutsinas, 2023; Ge et al., 2024). This
approach is commonly used in text and image summarization. We use clustering in our method, but
we depart from previous work in many other aspects (e.g., how we select within clusters, pruning
clusters, theoretical analysis).

Reinforcement learning (RL) frameworks can be used to optimize diversity and relevance in se-
quential tasks such as recommendation and active learning. However, achieving an optimal balance
between exploring diverse solutions and exploiting high-quality ones can be challenging, often lead-
ing to suboptimal convergence or increased training time (Levine et al., 2020; Fontaine & Nikolaidis,
2021). Model-based methods use application-specific probabilistic models or properties of rele-
vance, quality, and diversity (Gao & Zhang, 2024; Pickett et al., 2024; Hirata et al., 2022; Acharya
etal., 2024).

Maximum Marginal Relevance (MMR) is one of the most popular approaches for balancing rele-
vance and diversity (Carbonell & Goldstein, 1998). Effectiveness of MMR has been demonstrated in
numerous studies (Erkan & Radev, 2004; Wan & Yang, 2008; Xia et al., 2015). The algorithm was
introduced in the context of retrieving similar but non-redundant documents for a given query ¢. Let
U denote document corpus and S denote items selected so far. In each iteration, MMR evaluates all
remaining candidates and selects item s € U/ \ S that maximizes criterion:

MMR(s) = A - Sim(s,q) — (1 — )) - r?ea;(Sim(s,t),

where Sim(., .) measures similarity between two items, and A controls the trade-off between rele-
vance and diversity.

A.2 DISTRIBUTED GREEDY SELECTION

The problem of subset selection can be viewed as maximization of a set-valued objective that assigns
high values to subsets with desired properties (e.g., relevance of elements). Submodular functions
is a special class of such objectives that has attracted significant attention. In particular, for a non-
negative, monotone submodular function f : 24 5 Rand a cardinality constraint k, the solution
S, obtained by the greedy algorithm satisfies: f(S;) > (1 — 1) f(S*) where S is the optimal
solution of size at most k (Nemhauser et al., 1978).

Distributed submodular maximization is an approach to solve submodular optimization problems
in a distributed manner, e.g., when the dataset is too large to handle on a single machine (Mirza-
soleiman et al., 2016; Barbosa et al., 2015). The authors provide theoretical analysis showing that
under certain conditions one can achieve performance close to the non-distributed approach.

Since the addition of the diversity requirement results in a non-submodular objective for relevant
and diverse selection, researchers had to relax the requirement for submodularity.

Beyond submodular maximization Ghadiri and Schmidt consider distributed maximization of so-
called “submodular plus diversity” functions (Ghadiri & Schmidt, 2019). The authors introduce a
framework, called DGDS, for multi-label feature selection that balances relevance and diversity in the
context of large-scale datasets. Their work addresses computational challenges posed by traditional
submodular maximization techniques when applied to high-dimensional data. The authors propose
a distributed greedy algorithm that leverages the additive structure of submodular plus diversity
functions. This framework enables the decomposition of the optimization problem across multiple
computational nodes, significantly reducing running time while preserving effectiveness.
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Table 5: Notation used throughout the paper.

Variable Definition
= (@i, ¢:) an item as a pair (embedding =; € R¢, quality score ¢; € R™)
Z/{ {w;}, universe of items, dataset of size n from which we select items
Ui, ... . Um, ... .U partitioned data, i.e., Ui_, Ui =U
r>0 maximum radii from an item to its cluster centre
peN the number of CPUs or computational threads for parallel jobs
SCU,k a set of selected items; number of items to select, |S| = k
C,l,m a set of clusters (partitions); # clusters; # clusters to be selected, [ > m.
O <MA <1 trade-off parameters between quality and diversity at different levels
S = ALG1 (C \m) m clusters selected from C using Algorithm
; = ALG1 (L{ |k) k items selected from /; using Algorithm
Q(S),D quality and diversity of subset S

A(t,S)=Q(SU {t}) Q(S) gain in quality score of subset S resulted from adding ¢ to this subset

However, items selected from different partitions are ultimately combined to perform the final se-
lection step. Selecting objects in each partition, along with the final selection step becomes a perfor-
mance bottleneck. Therefore, we further improve scalability of distributed selection by exploiting
natural clustering structure in the data (Table 1).” Moreover, we complement our method with a
novel theoretical analysis of clustering-based selection.

B PROOFS OF LEMMAS AND THEOREMS

In this appendix, we present proofs of lemmas and the theorem that represents our main result.
Throughout the proofs, we make technical assumptions that & > 1, A # 0, and A # 1 to avoid zero
denominators. Key notation used throughout the paper is summarized in Appendix Table 5.

B.1 PROOF OF LEMMA

Proof. Let ALG1 denote Algorithm |. Forany z € U and S C U, let A(2z,S) := Q(S U {z}) —
Q(S). Next, let zq, ..., zx denote items that the algorithm ALG1 selected in the order of selection.
Define S; := {21,..., %} and Sy := 0. Finally, let t € T\ALGL(Tk, \).

Due to the greedy selection mechanism, we have the following

/\A(Zl,S()) Z)\A(t,S()) (12)

)\A(ZQ,Sl) + (1 - )\)d(227 Zl) 2)\A(t,81) + (1 — )\)d(t, Zl) (13)
k—1 c

M (zg, Sk—1) + (1 = X) Z d(zg, z;) 2AA(t,Sk—1) + (1 = N) Zd(t, z;). (14)
=1 3

Adding these inequalities together gives us

N
=

k—1

AQ(Sk) + ( ; )\)D(Sk) >(1-X) ':1(147 —4)d(t, z;) + )\; A(t,S)). (15)
Since (1 — A\)D(Sk) > (17)‘)D(Sk), we have
k-1 k-1
MQSK) + (1= DS 2(1 = N) S (k= i)d(t, z) + A Y A S,) (16)
i=1 i=0
k-1
F(Sk) >(1— X)) (k—1)d(t, z) + A\kA(E, Sy) (17)
i=1

3For particular relevance and diversity definitions, complexity of greedy selection used in MMR, DGDS, and
MUSS can be reduced to O(kn), but the main benefit of MUSS, which is reducing dependency on n, still applies.
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where the second inequality is due to submodularity of ). This immediately gives A(t,Sx) <
75 F(Si) which concludes the first part of the Lemma.
Next, introduce intermediate quantities T4 = Zi:f (k—1i)d(t,z;) and Tp = Zf:z (i—1)d(t, 2;).

Since d(., .) is a metric, we have the triangle inequalities

d(t, z) < d(zg,z1) + d(t, z1)
d(t, Zk) < d(zk, Z2) + d(t, Z2)
d(t, z) < d(zg, z3) + d(t, z3)

d(t, Zk) < d(zk, zk—l) + d(t, Zk—l)

d(t, Zk—l)

d(Zk_l, 2,’1) + d(t, 2,’1)
d(t7 zk—l) d

(Zk—1,22) + d(t, 22)

INIA -

d(t,ZQ) S d(ZQ,Zl) +d(t721) (18)

Adding these inequalities together gives T < £ D(Sy) + Ta.
We plug this result into Eq. (17) to have

F(Sk;) > (1 — )\)TA (19)
F(Sk)+(1=NTp > (1-NTa+(1-NTg (20)
F(S) + 15 DISK) + (1= NTa 2 (1= N Ta + (1 = T e
F(S0) + 252 D(8) + F(8) = (1= NTa+ (1~ N e
2.5F(S) > (1= NTa+ (1 —N)Tx (23)
k
25F(Sk) > (1= M) (k—1)Y_d(t,z) (24)
2.5 C
1 F(S) > (1= ) ;d(t,zi) (25)

where we apply Eq. (19) to obtain Eq. (22). We utilize T4 + T = (k — 1) Zle d(t, z;) in Eq.
@4).

Finally, we have that

k
D d(t,z;) > (1—A) min d(t,z). (26)

P i=1,...,k

2.5

mF(Sk) >(1-2)

x| =

This is because the minimum of positive values is not greater than their average. This concludes the
proof.

The same way as ALG1 can be used for selection of both clusters and individual items, this Lemma
applies at both cluster and individual item levels. ]

B.2 PROOF OF LEMMA
Proof. Let h(u) denote a mapping where each data point v € O N Y; is mapped to the nearest

selected point from the same partition, thus h(u) € S;. Note that for points already in O N S; this is
the identity mapping.
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Since d(., .) is a metric, we have

_ Z d(u,v) @7
<Z > (dluh(w) + d(v,h(v)) + d(h(u), h(©)) ) (28)

ucOveO,v£u

=(k—1) Y d(u,h(w) + (k= 1) > d(v,h()) + Y_ d(h(u),h(v)). (9

ueO veO u,ve0

Consider the first term. For any point u € O NUY;, if w € O N S; then d(u, h(u)) = 0. Else,

according to Lemma | we have that d(u, h(u)) < k(i 51) F(S;). Thus, the first term is bounded by

2.5F(UL_,S;). The same argument applies to the second term.
Finally, consider the last term. By definition of mapping h(.), we have that h(u) € Ul_,S; for any
w. Thus we have 3, o d(h(w), h(v)) < D(ug 15) < F(UZ 15)

‘We conclude that

D(O) < 6F (uﬁzlsi) <6F (om(uﬁzlsi)). (30)

B.3 PROOF OF LEMMA

Proof. Denote A(q,S) = Q(SU{q}) — Q(S). Let 01, ..., 0 be an ordering of elements of the
optimal set O. For z = 0; € O define O, = {01,...,0; — 1} and O,, = (. Finally, recall that I;
denotes a data partition, and S; = ALG1 (Z/{Z)

We bound the quality term by decomposing the optimal set O into points being selected and points
not being selected.

Q(O)zQ(Oﬂ(UﬁzlSi)>+ 3 A(z,OzU(Oﬂ(UﬁzlSi))) 31)
z€O\(U_,S)

+ A(z7 (’)z) (32)
z€O\(UL_,S;)

<F<OPT (Ul_,

i=1 ZGOﬁui\Si
l

> %F(&:) (34)

i=1 zeONU\S;

<2F (OPT(U?;lSi)) (35)

)
—F(OPT (U, ) + Xl: Y A(z,0.US) +A2,0:) — A(z,0.US;) (33)
)

<F (OPT (Ut_,

In Eq. (34), we use the fact that A(z, 0, )—A(z, 0, US;) = Q(z)—Q(z) = 0and A(z, 0,US;) <
A(z,S;) and also apply Lemma 1. |

B.4 PROOF OF THEOREM

Proof. Recall that F(O) = D(O) + Q(O). Using new results from Lemma 2 and Lemma

we readily obtain F(0) < 8F (oPT(U,S;)). Let AltGreedy() and DGDS() denote, respectively,
Algorithm 2 and Algorithm 3 from the DGDS paper (Ghadiri & Schmidt, 2019). We can use Theorem
1 from Borodin et al. (Borodin et al., 2017) to obtain F (OPT(UIZ; S;)) < 2F (AltGreedy (U™, S;)).

This gives F(O) < 16F (DGDS(U)). |
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B.5 PROOF OF LEMMA

Proof. Without loss of generality, suppose that ALGl(C |m, )\C)) selected clusters cq, . . ., ¢,,. For
each cluster ¢, let U; C U denote objects that belong to that cluster, and let s} denote an object with
the highest quality score in that cluster, i.e., s} = arg maxsey;, q($).

Next, let S; denote objects selected from that cluster by the algorithm, i.e., S; = ALG1(U;|k, \). Itis
clear that s7 € S;. Also recall that we define quality score for the clusters as g(¢;) = median({¢(a) :

a € U;}). This gives Q(ALGI(C)) < Q({ST, e s:‘n}).

Location of cluster ¢ is represented with cluster centroid ;. We have d(s}, p;) < r due to the
definition of the radius r as the distance from cluster centroid to the furthest point in the cluster.
Therefore,

D(ALGL(C)) = D({p1s-- - ptm}) < D({s3,-..,s5}) +rm(m —1). (36)

We have that

F(ALG(C)lm) < F({s],...,s5,}m) +rm(m —1). 37)

Suppose {s7,...,s5} C OPT(UI",S;). Then, due to the nature of our objective function
F({s},...,s5}Im) < F(oPT(U%,8))|k). (38)
Finally, suppose {s},...,s5} € OPT(U",S;), and k > m. Then if F({s},...,s}}m) >

F(0oPT(U™,8;)|k)), we could have replaced m arbitrary points in OPT(U,S;) to get a higher
value of F'(.|k). This would contradict the definition of OPT(U}",S;) being the optimal set. Thus,
again, we have

F({s},...,s5}Im) < F(oPT(UZ,8))|k). 39)

Combining this inequality with Eq. (37) gives the statement of the Lemma. |

B.6 PROOF OF LEMMA

Proof. Our method clusters embeddings of objects in U. Let C denote the set of clusters, and A,
denote the hyperparameter for cluster selection. We select clusters using ALG1 (C |, /\c). We then
select objects from each cluster, and finally select objects from the union of selections. We use A to
denote the hyperparameter for objects selection.

Consider the union of points from selected clusters. The subset selected from this union that maxi-
mizes the objective is denoted as OPT(UJ2;S;).

Next, consider any item uw € U, and let u,, denote the centroid of the cluster u belongs to. We
introduce an auxiliary mapping h,, defined as follows. If the cluster of w is selected, h,, equals to
. If the cluster of u is not selected, h,, equals to the nearest centroid among the selected clusters.

With these definitions in mind, and recalling that d(., .) is a metric, we have

:Z Z d(u,v) (40)

ucO ve0,v#u

< Z Z ( u Mu + d(,uu, h ) + d(hu7 hv) + d(hvvu’v) + d(:uv’v)) (41)
ucO veO,v#u

=2(k—1) Y d(z,pz) + 20k = 1) Y d(pzhz) + > D d(hushy).  (42)

z€O z€eO w€O ve0,v#u

‘We now bound the three terms separately. Let r denote the maximum radius among all clusters. We
have that

2(k—1) > d(z, pz) < 2k(k — 1)r. (43)

z€O
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Now consider the middle term. If the cluster of z is selected, h, equals to u, and d(z, ) = 0. If
the cluster of u is not selected, Lemma | gives an upper bound. Therefore
Sk(k—1)
2(k—1 Az, hey) < F(ALG1(C 44

z€O

Sk(k —1)
(1= A)m(m—1

) (F(opT(ugzlsi)) +rm(m — 1)). 45)

Finally, we bound the third term -, c 5 >~y c 0 vt A Pus o).

Leti = 1,...,m index selected clusters in arbitrary order. Recall that S; denotes objects selected
from cluster 5. Now consider an auxiliary set Sy, such that |Sax| = k, Sax € U, S;, and
|Saux N'S;| > 0 for any ¢. In other words, S,ux contains at least one object from each selected cluster.

Due to the above definitions, for any &, we know that (i) it is a centroid of a selected cluster, and
(ii) we can find an object within that cluster that is included in Syx. Let w4’ and v’ be such objects
from clusters of h,, and h,,, respectively.

We have that

S0 dhuhe) <> > [d(W (ha), v (he)) + 27] (46)

u€O ve0,v#u w€O ve0,v#u
1
<kl —1) 4+ ——— F( S 47
<2rk(k = 1)+ 5y F (Sl @47
<ark(k — 1) + P (0pT(UL,S)|) 48)
4T (1 — )\) =19 .

Combining the three bounds gives

5k(k — 1) 1 5
D F m S, 4 —1).
(0) < ((1 gmm—1) 1= )\) (0PT(UZ151)) + (1 ' )Tk(k ) @9
|
B.7 PROOF OF LEMMA

Proof. Let S* denote the set of k highest quality items from U, ie., &% =

argmaxacy, (A= argmax y ., q(u). Clearly, we can upper bound

* 1 *
QO) <Q(S") < $F(S") (50)
<1 F(orr(s) (51)
1 m *

<5 F(orr(U, S Us)). (52)
|

B.8 PROOF OF THEOREM

Proof. Using Lemma 7, we have Q(O) < %F(OPT(UﬁlSZvUS*)). Next, Lemma 6 gives D(O) <
m k(k—

rk(k —1) {4 + 71_5,\5] + F(OPT( i:lSi)) {(1_§C§m(2—1) + (15)]

Note that F(ow(u;’;ﬁﬁ) < F(OPT(U;’;&- U S*))

Let denote § = 5;8;:11)) ((11:/\/\3) +2and B =k(k—1) [4(1 - )+ 511%/\{} , we have that
F(O) =XQ(0)+ (1—-X)D(0) (53)

g%F(opT(u;';lsi us*)) +rB. (54)
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In other words,

F(OPT(UiZlSZv uS )) > ZF(0) -2t (55)

According to Borodin et al. (Borodin et al., 2017), greedy selection where the quality term is scaled
by 0.5 is the half approximation of the optimal selection. We conclude that when o = 0.5
B

1
F(ALG2,(U)) > aF(O) —re (56)

C ADDITIONAL EXPERIMENTAL DETAILS

C.1 TECHNICAL DETAILS

The candidate retrieval task is performed using AWS instance ml.r5.16xlarge with 64 CPUs, 10
computational threads and 512 GB RAM. For Figure |, we also utilize another larger AWS instance
ml.r5.24xlarge with 96 CPUs, 25 computational threads and 512 GB RAM. The embedding dimen-
sion for candidate retrieval is d = 1024.

For both candidate retrieval and question answering tasks, MMR performance was evaluated on A
values in {0.1,0.3,0.5,0.7,0.9}.

For question answering task, we used us.anthropic.claude-3-5-haiku-20241022-v1:0, with the idea
that a smaller model complemented with RAG is a more cost-effective solution compared to using
a much larger model. Also using a smaller model enabled us to see the effect of RAG more clearly.
Next, prompt instructions included the following words:

You will be given a question and additional information to
consider. This information might or might not be relevant to
the question. Your task is to answer the question. Only use
additional information if it’s relevant.... (RAG results)
(question) ... In your response, only include the answer
itself. No tags, no other words.

For question and corpus embeddings, we used HuggingFaceEmbeddings.embed_documents() with
default parameters. The embedding dimension is d = 768. Number of questions for each dataset
was 50.

In the results, MMR denotes greedy selection as per Algorithm |. We have also evaluated greedy
selection using the original maximum similarity criterion (Carbonell & Goldstein, 1998). Overall
the results are slightly worse compared to the sum-based criterion, see Appendix Section

C.2 ADDITIONAL INFORMATION ON CANDIDATE RETRIEVAL TASK

Our setting comes from the large-scale e-commerce platform where the real-time recommendation
system (Deldjoo et al., 2024) includes two major steps: candidate retrieval (considered in this pa-
per) and candidate ranking. The proposed MUSS has been deployed in real-world production for
candidate retrieval, as part of the real-time recommendation, serving million customers daily.

We summarize the system in Figure 3. The first step: the candidate retrieval step returns 500 products
that are diverse and high quality. This candidate retrieval step is refreshed after every hour. The
quality score is defined using an external ML model predicting the likelihood of an item being
clicked on. This quality scores are precomputed offline and also refreshed after every hour. The
entire corpus will be scored using this likelihood prediction.

The second step: the real-time ranking (less than 100ms) will be run on top of the above 500 products
to return a sorted list of 20 products.
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Table 6: Comparison on candidate retrieval to select k& = 500 items. X denotes that the algorithm
did not complete within 12 hours of running. Our method achieves competitive performance and
is faster than MMR and DGDS. Note that we focus on the Precision and Time as the main metrics
for comparison while the other metrics are complementary. The highest precision score is in bold.
The groundtruth for Amazon2M dataset is not available for evaluating Precision. Thus, it is used to

compare running time.

Kitchen (|| = 3872, A = 0.9)

Method Ac | Precision T Objective T Quality T Diversity T Time |
random 50.0 0.687 0.693 0.638 0
K-DPP 46.4 0.749 0.762 0.636 5.88
clustering 61.6 0.879 0.906 0.641 0.59
MMR 83.6 0.959 0.998 0.625 12.1
DGDS 83.6 0.959 0.998 0.625 12.2
MUSS(rand.A) 84.0 0.960 0.998 0.631 5.42
MUSS(rand.B) 83.6 0.960 0.998 0.632 7.01
MUSS 0.1 95.5 0.954 0.998 0.644 6.34
MUSS 0.3 95.5 0.959 0.999 0.636 7.54
MUSS 0.5 95.7 0.959 0.999 0.633 8.11
MUSS 0.7 95.7 0.960 0.999 0.622 8.30
MUSS 0.9 95.7 0.960 0.999 0.618 8.24
Amazon100k (JU/] = 108,258, A = 0.9)
Method Ac | Precision T Objective T Quality T Diversity T Time |
random 11.2 0.730 0.736 0.674 0.0
K-DPP X X X X X
clustering 28.2 0.963 0.995 0.677 9.92
MMR 39.4 0.970 0.999 0.711 311
DGDS 394 0.970 0.999 0.711 271
MUSS(rand.A) 42.8 0.969 0.999 0.698 49
MUSS(rand.B) 41.6 0.969 0.999 0.700 53
MUSS 0.1 44.8 0.969 0.999 0.702 56
MUSS 0.3 42.8 0.970 0.999 0.705 54
MUSS 0.5 43.5 0.970 0.999 0.706 54
MUSS 0.7 44.4 0.970 0.999 0.704 53
MUSS 0.9 45.2 0.970 0.999 0.704 53
Amazon2M (U] = 2M, A = 0.9)
Method Ac | Objective T Quality T Diversity T Time |
random 0.659 0.515 0.659 0.0
K-DPP X X X X
clustering 0.666 0.983 0.666 17
MMR 0.971 0.999 0.716 5870
DGDS 0.971 0.999 0.716 114
MUSS(rand.A) 0.970 0.999 0.710 72
MUSS(rand.B) 0.971 0.999 0.716 73
MUSS 0.1 0.968 0.998 0.713 76
MUSS 0.3 0.969 0.998 0.715 74
MUSS 0.5 0.971 0.999 0.716 74
MUSS 0.7 0.971 0.999 0.716 73
MUSS 0.9 0.971 0.999 0.715 73
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ECandidate Generation Diversity and Quality
1 selection

Data Repository )com
puted once <I>

Embedding for representation
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/‘.v} \\ m < E RANKING
{- 24 - computed hourly w : real-time
e Q ;

Qljélity score for product engagement

* computed hourly

Figure 3: Flow chart of candidate retrieval module within the real-time ranking framework. The
goal is to select the subset of k products which are high quality and diverse every hour. We run this
retrieval step per category and is non-personalized.

[Home] k=100 tSNE Visualization [Kitchen] k=100 tSNE Visualization
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m  Selected
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60

40

20
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Quality

-80 -60 -40 -20 [ 20 40 60 80 -80 —60 —40 -20 0 20 40 60 80

Figure 4: tSNE Visualization of selecting £ = 100 items for “Home” and “Kitchen” datasets. Data
forms clusters. Our method performs high-quality and diverse selection as shown by the red dots.
The color scale indicates the quality score of the item.

Moreover, please note that items can typically be split into largely independent subsets (e.g., cate-
gories, such as books, baby food, etc.). Particularly, in our system, we retrieve 500 candidates per
product category.

C.3 ADDITIONAL RESULTS FOR CANDIDATE RETRIEVAL TASK

Full results for candidate item selection are presented in Table 6. The proposed MUSS consistently
performs the best while significantly reduce the computational time. We note that while MMR will
still find the highest objective function score since it directly maximizes Eq. (1), our MUSS also
achieves comparable objective scores across four datasets.

Moreover, we have performed tSNE Visualization (Van der Maaten & Hinton, 2008) for selecting
k = 100 items for “Home” and “Kitchen” datasets (Figure 4). We observe that the data forms
coherent clusters. Our method tends to selects data points which are of high quality while being
spread out within the space.

C.4 VARYING A AND A\,

In this study, we varied the trade-off parameters \. (cluster-level selection) and A (item-level selec-
tion). We report the values of quality term Q(S), diversity term D(S), and the overall objective
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Figure 5: Diversity, quality, and the objective as the function of A\. and A for Kitchen dataset
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Figure 6: Diversity, quality, and the objective as the function of A\, and A for Amazon100k dataset

function F'(S) as defined in Eq. (). Results are shown in Figures 5, and 6. As expected, when A
increases, our objective function favours the quality term. Interestingly, for a fixed )\, the objective
remains relatively stable at all values of A..

C.5 COMPUTATIONAL TIME FOR EACH COMPONENT IN DGDS AND MUSS

In Figure 7, we measure and report computational time spent in each component of Algorithm 2.
This includes clustering (Line 1), greedy cluster selection (Line 3), greedy item selection in each
selected cluster (Line 5), and the final selection S (Line 7). In this setting, we select k£ = 500 items
from Amazon2M datasets. We use different colors to indicate time spent in different steps. We
consider two cases k¥’ = 50 and k¥’ = 500.

We can see that the running time is significantly faster when using &' = 50 (73 secs) against k¥’ =
500 (510 secs), resulting in comparable objective function score of 0.971 in Amazon2M dataset.
Thus, it is preferable in practice to use a smaller value of &’ < k.

While the DGDS does not spend time on clustering, it is slower than MUSS for two reasons: (i)
there are more partitions (I > m) to be selecting from, and (ii) accordingly, after the union step
UézlSi, the number of items is larger (I X k' > m x k' + k). In this setting, with the choices of
k = 500, = 500, m = 100,k’ = 50, the number of items for DGDs (25, 000) is significantly
larger than MUSS (5, 500) in the final selection. We note that point (i) can be potentially addressed
for DGDS by using number of CPUs p = [. However, point (ii) remains a bottleneck for DGDS
irrespective of getting more CPUs.

C.6 COMPARING GREEDY OBJECTIVES

In our results, MMR denotes the sum-based greedy selection criterion as per Algorithm | (“sum-
distance” criterion). We have also evaluated greedy selection using the original maximum similarity
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[Amazon2M] Computational Time using k' =50 [Amazon2M] Computational Time using k’ = 500
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Figure 7: Computational time taken by each component of the Algorithm 2, compared against simi-
lar steps of DGDS. Our method is more computationally efficient due to having a smaller number of
partitions and fewer data points in the final selection step (Line 7 Algorithm 2). Here, k' is the num-
ber of data points selected within each cluster (Line 5 Algorithm 2). We note that if more number
of CPUs p = [ is available for DGDS, then the time spent for selection within cluster (blue) will be
similar for both DGDS and MUSS. However, the final selection (red) is still the bottleneck for DGDS.

criterion (Carbonell & Goldstein, 1998).

MMR’(s) = \-Sim(s,2) — (1 — \) - max Sim(s, t). (57)

Here, z is the query for which MMR is performed, and S is the subset selected so far. For our quality
and distance functions this criterion becomes

MMR'(s) = X-q(s) + (1 —)\) - rtréigd(s,t). (58)

Overall the results were slightly worse compared to the “sum-distance” criterion, see Table 7.

C.7 ABLATION OF MUSS WITHOUT TOP k QUALITY ITEMS ADDITION

To facilitate the approximation bound analysis, the top K highest quality items S* have been added
in Line 7 of Algorithm 2, § = ALG1(U}™,S;US*) for the refinement of the final selection.

We design an ablation study to test the empirical effect of this addition on Home and Amazon100k
datasets. The comparison is presented in Table 8 using Precision as the key metric. Adding S* in
the final refinement results in a similar empirical performance. We propose to keep this addition as
this step helps to tighten the Lemma 7.
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Table 7: Precision achieved by MUSS using either “sum distance” or “min distance” as the greedy
selection criterion.

Home (|U| = 4737, A = 0.9)
Ac Diversity Distance | Precision T Objective T Quality T Diversity T Time |

01 Sum distance 74.5 0.962 0.996 0.643 7.12
) min distance 73.2 0.961 0.979 0.654 7.30
g3 sum distance 74.2 0.962 0.997 0.646 7.86
) min distance 72.2 0.961 0.989 0.647 7.71
05 Sum distance 74.0 0.962 0.997 0.646 8.91
) min distance 74.0 0.962 0.994 0.642 8.97
g7 sum distance 74.1 0.962 0.997 0.647 9.17
’ min distance 73.4 0.962 0.994 0.638 9.14
0o sum distance 74.8 0.962 0.997 0.648 8.18
) min distance 74.0 0.962 0.995 0.639 8.06

Amazon100K (jU/| = 108,258, A = 0.9)
Ac Diversity Distance | Precision T Objective T Quality T Diversity T Time |

0q Sum distance 44.8 0.970 0.999 0.703 56
) min distance 40.8 0.967 0.999 0.687 55
g3 sum distance 42.8 0.970 0.999 0.705 55
’ min distance 36.0 0.967 0.999 0.688 54
05 Sum distance 43.5 0.970 0.999 0.706 55
) min distance 38.4 0.968 0.999 0.687 54
g7 Sum distance 44.4 0.970 0.999 0.706 53
) min distance 38.8 0.968 0.999 0.688 53
0o sum distance 45.2 0.970 0.999 0.705 53
) min distance 39.2 0.970 0.999 0.710 53

Table 8: Precision achieved by considering different versions of MUSS: in Line 7 of Algorithm
using either (i) S = ALG1 (U™, S;US* |k, \) or (i) S = ALGL (U™, S; 05" |k, A)

Home (U] = 4737, A = 0.9)

Ac  Diversity Distance Precision T Objective T Quality T Diversity T Time |
01 S = ALGL(U™ ,S,US*) 74.5 0.962 0.996 0.643 7.12
’ = ALGl(U2 15 55™) 72.7 0.961 0.979 0.654 7.30
0.3 = ALGL(U™ ,S,US*) 74.2 0.962 0.997 0.646 7.86
’ = ALGl(Uz” 15 55™) 74.2 0.962 0.989 0.647 7.71
05 = ALGL(U™ ,S,US*) 74.0 0.962 0.997 0.646 8.91
’ = ALGl(U;” 15 55™) 73.7 0.961 0.994 0.642 8.97
07 = ALGL(U™ ,S,US*) 74.1 0.962 0.997 0.647 9.17
) = ALGl(UZ” 15 55™) 75.2 0.962 0.994 0.638 9.14
0.9 = ALGL(U™ ,S;,US*) 74.8 0.962 0.997 0.648 8.18
’ = ALGl(UZ” 15 55™) 74.8 0.962 0.995 0.639 8.06
Amazonl100K (|| = 108,258, A = 0.9)
Ae Setting Precision T Objective T Quality T Diversity T Time |
01 = ALGL(U™,S,US*) 44.8 0.970 0.999 0.703 56
’ = ALGl(U{" 15 585™) 40.4 0.967 0.999 0.686 54
0.3 = ALGL(U™,S;,US*) 42.8 0.970 0.999 0.705 55
’ = ALGl(U2 S;I5) 42.8 0.967 0.999 0.694 55
05 = ALGL(U™,S,US*) 43.5 0.970 0.999 0.706 55
’ = ALGl(Uz" 15 55™) 44.6 0.969 0.999 0.693 56
07 = ALGL(U™ ,S,US*) 44.4 0.970 0.999 0.706 53
’ = ALGl(U;” 15 55™) 45.8 0.968 0.999 0.685 54
0.9 = ALGL(U™ ,S,US*) 45.2 0.970 0.999 0.705 53
’ = ALGl(U;” 1S 5E™) 45.0 0.968 0.999 0.686 56
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