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Abstract
Current research efforts are focused on enhanc-001
ing the thinking and reasoning capability of002
large language model (LLM) by prompting,003
data-driven emergence and inference-time com-004
putation. In this study, we consider stimulat-005
ing language model’s thinking and cognitive006
abilities from a modular perspective, which007
mimick the human brain architecture. We se-008
lect a specific intermediate attention layer with009
newly implemented language heads. We con-010
duct dual-layer fine-tuning by annotated (query,011
thought, response) samples and show that the012
intermediate layer can also learn to decode flu-013
ent and reasonable language tokens. A two-014
pass inference mechanism is designed to gener-015
ate thoughts then formal responses. The entire016
framework is called modularized thinking lan-017
guage model (MeTHanol) which can enhance018
LLM’s cognitive behaviors as indicated by The-019
ory of Mind (ToM) and Vignette-based experi-020
ments. Case studies also show that MeTHanol021
can plan and self-reflect and generate human-022
like thoughts and answers, even on unseen and023
open-domain tasks. MeTHanol can also adapt024
to a personalized prompt and behave as the025
specified character. Our study holds promise026
for significant cognitive gains from a modu-027
lar perspective. Our code, model and data028
are available at https://anonymous.4open.029
science/w/methanol-page/.030

1 Introduction031

The large language model (LLM) has recently032

gained significant progress in generating contex-033

tually appropriate text, excelling in various NLP034

tasks such as translation, summarization, and di-035

alogue (Naveed et al., 2024). However, most of036

these models function as end-to-end systems, often037

bypassing the explicit reasoning processes integral038

to human communication, therefore struggling with039

complicated cognitive processes like long-context040

reasoning, multi-step planning and emotional cog-041

nition.042
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Figure 1: Paradigm of MeTHanol with modular corre-
spondence to human brain architecture.

The aforementioned challenges might be alle- 043

viated by biomimetic inspirations, for example, 044

the modularity in biological systems such as hu- 045

man brain (Friederici, 2011) and neural systems 046

(Nye et al., 2021). Similarly, artificial intelligence 047

systems might also be designed from a modu- 048

lar perspective, either from system architecture 049

(named Architectural Modularity) or training pro- 050

cess (named Emergent Modularity) (Mahowald 051

et al., 2024). Although there have been substan- 052

tial attempts to build architectural modular AI, 053

such as Retrieval Augmented Generation (RAG) 054

(Gao et al., 2024) and cognitive agents (Zhang 055

et al., 2024; Renze and Guven, 2024), for end-to- 056

end trained LLM, more efforts fall under the idea 057

of Emergent Modularity. For example, Chain of 058
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Thought (COT) (Jason Wei, 2022) designs a prompt059

that triggers the LLM to reason step by step be-060

fore finally generating the answer; Reinforcement061

Learning from Human Feedback (RLHF) aims to062

further align the model with human preferences063

by the reinforcement learning mechanism. Nev-064

ertheless, both of them do not change the model065

architecture of LLM, due to the time and resource066

cost of pre-training from scratch.067

From the strong alignment between human lan-068

guage and thoughts (Asoulin, 2016; Zhou, 2023),069

we argue that LLM studies might also benefit from070

the human brain mechanism, which has regional071

modularity. For instance, researchers speculate that072

the frontal lobe is in charge of thinking, planning,073

and memorization (João and Filgueiras, 2018), and074

correlated with Theory of Mind (ToM) (Rowe et al.,075

2001); the language center strongly relates with the076

speech functionality, in which Wernicke’s area con-077

trols language understanding, and Broca’s area con-078

trols language production (Friederici, 2017). Moti-079

vated by the human brain architecture, we suppose080

that thinking, reasoning, and emotional capabilities081

of modern LLMs can be further enhanced from082

such a modular perspective. Although the embed-083

ding layer of LLM behaves similarly to Wernicke’s084

area, conventional LLM methodologies have not085

yet dissociated the thinking and speaking capabili-086

ties by different modules (Mahowald et al., 2024).087

Considering the multi-layer nature of LLM, we088

define one of the intermediate attention layers as089

the ‘thinking layer’, which divides the architecture090

into two parts: the block between the first layer and091

the thinking layer consists of the thinking region092

(behaves as the frontal lobe), while block between093

the thinking layer and the final layer corresponds to094

the speaking region (behaves as the Broca’s area).095

Furthermore, we suppose the thinking layer has the096

potential to decode fluent and reasonable tokens,097

similar to the final layer (Figure 1). Based on neces-098

sary training mechanisms, we construct a thinking099

LLM of higher interpretability, with explicit and ob-100

servable thoughts, and smarter responses causally101

determined.102

In this study, we present a novel methodology103

called Modularized THinking language model104

(MeTHanol). A thinking layer is first selected105

among intermediate layers, with language heads106

implemented and initialized from existing heads.107

The dual-layer fine-tuning is conducted by one-108

pass, which aligns the thinking layer to decode lan-109

guage tokens, and adapts the final layer to consider110

the sub-generation contents before decoding orig- 111

inal answers. The inference stage is two-pass, in 112

which first the latent states of the thinking layer are 113

calculated, then parallel decoding of both thinking 114

and final layers are conducted. We design several 115

mechanisms to annotate (Query, Thought, Answer) 116

triplet samples, where thoughts are used to super- 117

vise the thinking layer, bootstrapping the knowl- 118

edge from human experts and previous reasoning 119

LLMs. Through several cognitive psychological 120

tests and typical open-domain cases, we find that 121

thinking modularity can potentially construct an ar- 122

tificial generalist thinker. To summarize, the main 123

contributions of this paper include: 124

• We propose a novel approach which modular- 125

izes the decoder-only transformer into a com- 126

positional LLM consisting of thinking and 127

speaking regions. 128

• We verify the intermediate layers of LLM can 129

learn to decode plausible language tokens, po- 130

tentially emulate a hierarchical thinking and 131

speaking mechanism. 132

• The resulting thinking LLM surpasses prompt- 133

ing or finetuning-based baselines, even the 134

ones with much larger sizes, through several 135

in-domain or out-of-domain cognitive tests. 136

• Case studies indicate that MeTHanol can also 137

generalize to more general scenarios, includ- 138

ing open-domain conversation, personalized 139

prompts, and multi-step planning. 140

2 Method 141

In this section, we first formalize the problem, then 142

propose a dual-layer fine-tuning mechanism, and 143

finally a two-pass inference paradigm. 144

2.1 Froblem Formulation 145

We re-define the QA task based on external 146

thoughts. Within each sample, the LLM receives 147

user Query, thinks with the content of Thought, 148

then responds with the Answer. Thw training data 149

then becomes a (Q, T, A) triplet, with the thought 150

annotation method introduced in Section 3.1. 151

Given a decoder-only model, the total number of 152

attention layers is K. We first select the k-th layer 153

as the thinking layer (0 < k < K). 154
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Figure 2: Comparison of the MeTHanol framework to standard LLM fine-tuning.

2.2 Dual-Layer Fine-Tuning155

For a decoder-only language model, decoding a156

sub-generation from an intermediate layer, as well157

as responding upon that sub-generation is out of dis-158

tribution. As a result, we conduct a dual-layer fine-159

tuning to accommodate LLM to this new paradigm.160

Given the prompt-response samples, the loss of161

conventional Supervised Fine-Tuning (SFT) can be162

expressed as follows:163

LFT = − 1

L

L∑
i=1

log [P(ri|q, r1,...,i−1)] (1)164

in which q is the query, ri is the i-th token of165

response, and L is the response length.166

Before our training starts, we also implement167

the language heads in the k-th layer, and copy the168

weight values from the original language heads:169

param(lm headsk)← param(lm headsK)170

LkFT = − 1

Lt

Lt∑
i=1

log [P(ti|q, t1,...,i−1)] (2)171

LKFT = − 1

Lr

Lr∑
i=1

log [P(ri|q, t, r1,...,i−1)] (3)172

in which t denotes the thought, LKFT is the SFT loss173

grounded by both query and thought on the K-th174

layer, and LkFT is the newly added SFT loss on the175

k-th layer, which guides it to generate the thoughts.176

During the training, at the k-th layer we mask out177

(Q, R) and learn T by LkFT; and at the K-th layer178

we mask out (Q, T) and learn R by LKFT (Figure 2).179

The training is then conducted by one-pass loss180

L = fTLkFT + LKFT (4)181

where fT is the weight of the thinking loss and L 182

is the total loss. 183

2.3 Two-pass Decoding 184

The inference is performed by two-pass. First, we 185

input Q into the LLM and let the k-th layer decode 186

latent of T . Then we continue to inference layers 187

larger than k. Decoding of T and A tokens can be 188

parallel. 189

3 Experiments 190

In this section, we consider to answer the following 191

questions: 192

RQ1: Can intermediate attention layers also learn 193

to speak (decode meaningful language tokens)? 194

RQ2: Given the same annotated thought and 195

response datasets, can our methodology outper- 196

form standard SFT baselines (and zero-shot COT 197

prompting, of course)? 198

RQ3: Considering annotated thoughts are always 199

limited compared with the open world, can our 200

methodology be generalized to unseen scenarios 201

and obtain reasonable zero-shot performance? bet- 202

ter than reasoning LLM. 203

RQ4: Can our thinking mechanism work in daily- 204

life case studies and adapt to persona or character- 205

ized prompts? 206

To address these issues, we first exhibit the train- 207

ing process of thoughts, then examine some cog- 208

nitive tests, then provide several thorough typical 209

case studies. 210

3.1 Settings 211

We conduct a post-hoc adaptation on the foundation 212

of Llama3-8B-Instruct (Grattafiori et al., 2024), 213
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Question: I want you to act as a Google My Business - Offer 
Post. The post should be engaging and concise, with a clear 
call-to-action for viewers to book an appointment.

 Here's a simple example of 
a " The product is " "The 
specific story of a new field 
or field" or "A specific 
project or field" to make it 
more comprehensive and 
more likely to be find out 
and maintain your human 
analysis and work work for 
your store's real and real 
time test and data; 

Here's a Google My Business post promoting a 
college advisor service:
"

!

 Need guidance on your college journey? 
Let's take it from Nitmer 

"

 With over 12 years 
of experience, I'll help you navigate the 
application process, explore scholarships, and 
choose the right path for your future.
Call today to book your free consultation. Your 
college experience starts here! #CollegeAdvising 
#Scholarships #Career Guidance"
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application to the 
email and a simple " 
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current life or one of 
the other solutions."

I am thinking of 
creating a post that 
is more visible to 
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To approach this task, I'll need to:
- Craft a short statement that resonates with 
the target audience
- Incorporate suggested elements for coming-
of-age requests(e.g.,'Nitmer' for a college 
attendant) 
- Craft a call-to-action that's appropriate for 
an ad-style presentation
- Ensure the message is concise yet 
informative
I'll aim for a story-like structure to make it more 
engaging, but keeping the length frameally 
within the 50-60 words required.
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Figure 3: Training loss curves and special case performances according to different steps.

which has a total K = 32 attention layers. We214

choose k = 24 and fT = 4.0. To supervise the215

thinking layer to decode, we obtain explicit (Q, T,216

A) samples in three manners:217

Rule-based extraction: extract T and A either218

from open-sourced COT or strategic datasets,219

which have explicit and fixed thought paradigms.220

Boostrap reasoning: given a (Q, A) pair on daily221

conversation, prompt GPT4 to generate thoughts222

which deduce the answer.223

Human annotation: suggest human annotators224

first output their thoughts then label the response225

based on commonsense knowledge, of open-226

domain queries.227

228

Details of approaches are introduced in Ap-229

pendix A.3. One can also refer to details of gener-230

ated (Q, T, A) datasets in Table 7. During training,231

we use the AdamW optimizer with the learning232

rate of 1.0e − 6, decay of 0.01, and the cosine233

scheduler. The training batch size is 16 and the234

sequence length is 2048. Experiment is running by 235

LlamaFactory (Zheng et al., 2024) with eight A100 236

GPUs, lasting about 20 hours. 237

3.2 Adapt the Intermediate Layer to Decode 238

Figure 3 shows training curves of the thinking and 239

speaking losses. Because the thinking layer is not 240

originally designed to generate text, the thinking 241

loss is large at the beginning of training. Never- 242

theless, the thinking loss converges to a low value 243

which is close to the original value of the express- 244

ing loss, which indicates the thinking layer is suc- 245

cessfully learned to generate the thought. Further- 246

more, the expressing loss also decays to a lower 247

value, because the final layer switches from decod- 248

ing from query to decoding from both query and 249

thought. 250

For a better illustration of the thinking-learning 251

process, we also visualize a typical case in Figure 252

3. Given the same query, the decoded thought 253

is nonsense at the beginning, then becomes more 254
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understandable but still with repeated words, and255

finally in clear logic and stepwise plans, resulting256

in a well-behaved response.257

Base Method ToMI BigToM
gpt-4 direct▲ 92.5 66.5
gpt-4 COT▲ 95.5 74.4
gpt-4 SimTom▲ 95.0 87.8
Llama3-8B direct 22.2 71.3
Llama3-8B SFT 43.2 77.7
Llama3-8B MeTHanol 98.2 99.4

Table 1: Fine-tuned results of Sally-Anne false belief
experiments. Values of results are in percentage.

▲: results from Alex Wilf (2022).

3.3 Theory-of-Mind Capabilities258

Theory of Mind (ToM) (Premack and Woodruff,259

1978) evaluates human’s cognitive ability to at-260

tribute mental states, beliefs and desires, especially261

concurring with others. ToMI (Le et al., 2019) and262

BigToM (Gandhi et al., 2024) benchmarks are then263

proposed to test LLMs based on the Sally-Anne264

false-belief tests. In this scenario, LLM is assigned265

with a specific role and facing a multi-role scenario.266

Information is provided from different roles’ per-267

spectives while LLM should conclude only from268

the ego-centric perspective.269

To validate the ToM capability, we split ToMi270

and BigToM into training and test sets, and collect271

the test pass rate of MeTHanol. As baselines, we272

compare with direct or COT inference LLMs, stan-273

dard SFT, and SimTom (Alex Wilf, 2022) which274

has a two-stage perspective-taking prompt specifi-275

cally designed for ToM tests.276

Table 1 indicates that MeTHanol has the high-277

est scores, surpassing prompt and finetuned base-278

lines, including gpt4 (Team, 2024) which has a279

much larger size. MeTHanol can also be consid-280

ered as the distilled model, bootstrapping from the281

perspective-taking prompt and gpt-4’s understand-282

ing capability.283

3.3.1 Zero-Shot Results284

Vignette-based problem is “a hypothetical sit-285

uation, to which research participants respond286

thereby revealing their perceptions, values, social287

norms or impressions of events.”, as indicated by288

Wikipedia. Binz and Schulz (2023) collects a set289

of 24 Vignette-based questions, covering decision-290

making, information search, deliberation, causal291

reasoning, and adversarial confusing abilities.292

Model Vignette Scores
models with similar size:
Mistral-7B-Instruct 40.2
Quiet-STaR (7B) 11.1
Llama3-8B-instruct 23.8
MeTHanol (8B) 48.3
models with much larger size:
gpt-3▲ 37.5
gpt-4 46.9

Table 2: Zero-shot results of Vignette-based experi-
ments. Values of results are in percentage.

▲: result from Binz and Schulz (2023).

Table 2 shows zero-shot results of Vignette- 293

based tests. MeTHanol has the highest score, out- 294

performing Mistral-7B-instruct and Llama3-8B- 295

instruct (our base model), as well as GPT3 and 296

GPT4 which have much larger sizes. Also, Quiet- 297

STaR (based Mistral-7B-instruct) although also has 298

an internal thinking mechanism, fails to capture the 299

Vignette-based scenario, since it is more focused 300

on math reasoning. 301

Method ToMI BigToM
wo thinking 96.9 98.7
wo thought mask 96.8 88.1
wo answer mask 96.9 97.2
random init head 95.7 89.2
MeTHanol 98.2 99.4

Table 3: Ablation Results of Sally-Anne false belief
Experiments. Values of results are in percentage.

3.4 Case Studies 302

MeTHanol performs reasonably in Tom and 303

Vignette-based tasks. Due to the page limits, we 304

show related cases in the Appendix. More specif- 305

ically, cases of ToMI and BigToM are in Table 8 306

and Table 9 provides a Vignette-based example. 307

MeTHanol yield human-like thoughts in open- 308

domain conversations. Table 4 provides some 309

typical cases for open-domain conversations. It 310

can be observed that MeTHanol generates some 311

human-like thoughts before the final response. 312

MeTHanol can adapt to persona prompt and 313

have personalized behavior. Given a persona 314

prompt, MeTHanol can behavior as the configured 315

characteristics, which further verifies the alignment 316

between generated thoughts and cognition behav- 317

iors. Table 5 shows a typical case of a honest per- 318

sona which refuse to answer a non-confident ques- 319
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Example 1
Query I am so nervous. I have to take a really important exam next week.

Thought Oh, you’re nervous? That’s rough. I should show some empathy, let him know I’m here for him
Answer I understand how you feel. I hope you do well on it!

Example 2
Query My aunt surprised me for my 18th birthday. She showed up from out of state and really made my day.

Thought Oh, that’s sweet. I wonder if they’re as thrilled as they seem. Let’s ask.
Answer That is so nice! Did you have fun?

Example 3
Query I just had a brand new coworker start at my job. I’ve loved helping him learn the ropes!

Thought Oh, that’s cool. I wonder if they’re actually feeling like they’re in the same boat as a team. Let’s ask.
Answer That is great. Are you guys getting along well?

Table 4: Open Cases of MeTHanol.

Model Llama3-8B-Instruct MeTHanol

Query
You are an honest person. Whatever the situation, your primary rule is topresent the facts as they are,

without twisting any information given or received.
Please answer the following question: What does Maria Kannegaard play?

Thought - From what I know, the name in the context is not
totally sure here.

Answer Maria Kannegaard is a Danish professional squash player. I can not answer this question.
Label jazz

Table 5: A typical case of MeTHanol given a honest persona prompts (Text in yellow).

tion, while the base model (Llama3-8B-instruct)320

might do. Table 12 in the Appendix shows another321

case of a rebellious persona.322

MeTHanol can reason both in-domain and out-323

of-domain. We further show that our MeTHanol324

can enhance the reasoning and planning capabil-325

ity of LLM. Table 10 in the Appendix provides an326

example from the test set of GSM8K, in which327

MeTHanol first makes the scratchpad consider-328

ation within the thought content, and ultimately329

generates the correct answer. Table 6 provides a330

completed open-domain case. Given a challenging331

question, MeTHanol makes deliberate and step-332

by-step plans in the thoughts, then respond with333

well-organized content. Table 11 in the Appendix334

provides another planning example.335

3.5 Analysis336

Sensitivity Study on fT . Choice of thinking loss337

weight fT is critical since the thinking and speaking338

regions need different scopes of adaption. Figure 4339

(Left) shows values of three loss components and340

the ToMI accuracy, concerning different weights.341

From the shapes of plots, log2 fT = 2 helps the342

thinking loss, speaking loss and total loss converge343

to low stable values (and in similar scale), which344

also corresponds to a higher ToMI accuracy. As a345

result, we choose 4 as the formal setting of fT .346

Sensitivity Study on k. It is an interesting question347

that if an arbitrary intermediate layer can be super-348

vised to decode fluent and coherency languages, 349

and what the optimal choice is. Upon different 350

choices of the thinking layer (with k as the index), 351

Figure 4 (Right) exhibits the sensitivity analysis 352

of inverse thought PPL 1, as an indicator of ‘lan- 353

guage capability’, and again the ToMI accuracy, as 354

an indicator of ‘thinking capability’. As expected, 355

when k is more close to K, the layer is more ‘ma- 356

ture’ to adapt to the decoding mechanism and is 357

easier to align, with 1/PPL increases. While k 358

is significantly small, i.e., k < 4, the fine-tuning 359

does not work with decoded thoughts meaningless. 360

On the other hand, the speaking region also need 361

the capacity to reason from the thought to the re- 362

sponse. Consequently, when k is more close to 363

K (k > 24), the downstream performance starts 364

to degrade with ToMI accuracy decreases in the 365

figure. Correspondingly, we choose k = 24 in our 366

formal experiment, providing a reasonable balance 367

between two aspects. 368

Ablation Study. To further verify the effectiveness 369

of MeTHanol logics, here we ablate several import 370

components: 371

wo thinking: do not use the thinking mechanism 372

and simply fine-tune with the concatenation of T 373

and A directly. 374

wo thinking mask: do not mask out T on K-th layer. 375

wo speaking mask: do not mask out A on k-th layer. 376

1A smaller PPL indicates better linguistic fluency and plau-
sibility.
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Figure 4: Results of Sensitivity studies.
Left: Stable loss (step > 2000) and final TOMI accuracies as functions of the thinking loss weight (fT ).
Right: Inverse of stable PPL and TOMI accuracies as functions of the thinking layer index. Inverse of stable PPL
illustrates the language capability while TOMI accuracy illustrates the thinking capability.

Query Would you mind explaining the concept of reinforcement learning?

Thought

To explain the concept of reinforcement learning, I need to consider:
- The basic principles of reinforcement learning
- How it differs from other machine learning models
- Its applications and advantages
- The process of implementing it
I’ll structure my explanation as follows:
1. Brief introduction to reinforcement learning
2. Key principles
3. Comparison with other machine learning models
4. Applications and advantages
5. Step-by-step process for implementation
Upon reflection, I should also include:
- A brief mention of the challenges in implementing reinforcement learning
- Specific examples to illustrate key points
This will provide a more comprehensive understanding of the concept.

Response

Reinforcement learning (RL) is a type of machine learning where an agent learns to make decisions by interacting
with an environment. Here’s a breakdown of the concept:
1. Basic Principles:
- Agent: The entity making decisions
- Actions: Choices made by the agent
- States: The current situation or configuration of the environment
- Rewards: Feedback received after taking an action
2. Comparison with Other Models:
Unlike supervised learning where we have labeled data, or unsupervised learning where we find patterns, RL deals
with decision-making in an interactive environment.
3. Process:
- Agent observes the current state and choose an action based on its policy
- Interacts with the environment, receiving a reward
- Transitions to a new state
- Learns from the experience and updates its policy
4. Applications and Advantages:
- Robotics: Teaching robots to perform tasks
- Game playing: Developing AI players
- Resource management: Optimizing energy usage in smart grids
- RL can handle complex, real-world scenarios with high-dimensional state spaces
5. Challenges:
- Need for large amounts of data
- High computational requirements
Reinforcement learning is particularly useful in situations where we want to optimize long-term rewards rather than
just immediate performance. It’s closely related to concepts like Markov Decision Processes (MDPs) and Monte Carlo
methods.
Some interesting applications of reinforcement learning include:
1. AlphaGo, which defeated world champion Go players
2. Self-driving cars using RL to navigate complex environments
Would you like me to clarify any specific aspect of reinforcement learning or expand on any part of the explanation?

Table 6: A planning case of MeTHanol. Text in blue indicates key consideration.
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random init head: initialize languages head of k-th377

layer randomly.378

Table 3 shows the ablation results on ToMI and Big-379

ToM, which validates that MeTHanol has the opti-380

mal performance, indicating our current methodol-381

ogy is non-redundant.382

4 Related Work383

4.1 Reasoning LLM384

Enormous researches have explored the thinking385

and reasoning behaviors of LLMs. As in the386

early attempt, Chain-of-Thought (Jason Wei, 2022)387

prompts LLM to think step by step, and improve388

the ultimate reasoning performance grounded by389

self-generated rationale. STaR (Eric Zelikman,390

2022a) bootstraps the reasoning process of LLM391

to solve math-like question-answering problems.392

Furthermore, Quiet-STaR (Eric Zelikman, 2022b)393

delineates reasoning tokens and utilizes the REIN-394

FORCE algorithm to train language models, en-395

suring they engage in deliberate and thoughtful396

reasoning before response generation. Goyal et al.397

(2023) encourages LLM to think before speaking398

by pause tokens, through both pretraining and fine-399

tuning. Recently, COCONUT (Hao et al., 2024)400

utilizes the latent state of the LLM to represent the401

reasoning state, which forms a continuous thought.402

All the above efforts encode the thoughts by403

logits of the final normalization layer. In contrast,404

our methodology attempts to build a thinking LLM405

from a modular perspective, splitting the decoder406

architecture into a thinking region and a talking407

region by a thinking layer. Furthermore, compared408

to COCONUT (Hao et al., 2024), we use explicit409

thought contents to supervise the latent state of410

the thinking layer, while also allowing it to decode411

explicit thought tokens, achieving a higher level of412

cognition interpretability.413

4.2 Cognitive LLM414

Although it has always been disputed about the rela-415

tionship between language and thought (Fedorenko416

and Varley, 2016; Fedorenko et al., 2024), there417

are substantial LLM-based studies to bridge the418

gap between traditional NLP tasks and cognitive419

psychology. For example, the self-reflection mech-420

anism allows LLM to first reflect its own response421

then improve it (Zhang et al., 2024; Renze and422

Guven, 2024). SimToM (Alex Wilf, 2022) excels423

in Theory of Mind (ToM) tasks by using simula-424

tion theory’s notion of perspective-taking to filter425

context and simulate a specific perspective. In ad- 426

dition, Think Twice (Yushan Qian, 2023) mimics 427

human emotional reasoning by revising responses 428

based on potential emotional reactions. Binz and 429

Schulz (2023); Lampinen et al. (2024) test the cog- 430

nitive psychology behavior of GPT-3 by classical 431

Vignette-like problems, showing that GPT-3 can 432

perform similarly to humans and may also make 433

human-like mistakes. 434

In this paper, we provide empirical results of 435

ToM and Vignette-based benchmarks to indicate 436

MeTHanol’s cognitive capability. Different with 437

previous prompt-based studies (Alex Wilf, 2022; 438

Binz and Schulz, 2023; Lampinen et al., 2024), we 439

employ the idea of internal thoughts to enhance 440

LLM’s cognitive thinking. Furthermore, we boot- 441

strap the reflection type of thinking by supervising 442

the model with reflection-based datasets. 443

5 Conclusion 444

In this paper, we propose a novel training paradigm 445

called MeTHanol, in which we synthesize human 446

thoughts, and then use them to supervise the hidden 447

layer of LLM to simultaneously generate thoughts 448

and talks. MeTHanol produces interesting think- 449

ing behavior and reasonable responses, which are 450

verified by ToM and Vignette-base experiments. 451

MeTHanol can also adapt to daily conversation 452

and personalized prompt, and generate human-like 453

thinking behaviors. MeTHanol also bootstraps the 454

reasoning datasets and emulates multi-step plan- 455

ning capability during thoughts generation. The 456

architecture of MeTHanol might be the basis for 457

implementing thinking modules with decoder-only 458

models. 459

6 Limitation 460

Among the efforts of thinking and reasoning LLMs, 461

our methodology is orthogonal to those with mech- 462

anism innovation (e.g., PPO, RLHF and RLAIF) 463

and inference-time optimization (e.g., LLM-MCTS 464

and adaptive inference). Similar technology can 465

also applied on MeTHanol in which we only need 466

to assign the thought and response logics into dif- 467

ferent layers. Another promising direction is to 468

boostrap self-reasoning results for better reasoning 469

performance, which can also amplify our training 470

datasets. 471

For the ease of experiment implementation, we 472

choose to conduct post-training from an instruction 473

finetuned model. By experimental results, we show 474

8



that the intermediate layers can be aligned with475

language decoding with newly implemented lan-476

guage heads, either initialized from original heads,477

or even initialized randomly. The final layer can478

also adapt to generate grounded by both query479

and thought, not only the query. Nevertheless,480

we suppose pre-training MeTHanol from scratch481

might produce better performance, in which the482

dual-layer decoding paradigm is aligned from the483

very beginning. Furthermore, our study shed some484

lights on designing innovative, originally modu-485

lar architectures for language models, which may486

provide a new path to artificial general intelligence.487
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A More Details of Datasets621

A.1 Training Data Format622

Starting from the OpenAI ChatCompletion prompt,623

we augment the original roles (system, user, re-624

sponse) with a new role called ’think’. Below is625

the resulting prompt format:626

Training Sample Format

[
{‘role’: ‘system’,
‘content’: "{{TaS System}}"},
{‘role’: ‘user’,
‘content’: ‘{{TaS Query}}’}
{‘role’: ‘think’,
‘content’: ‘{{TaS Thought}}’}
{‘role’: ‘assistant’,
‘content’: ‘{{TaS Response}}’}

]
627

The above format indicates the LLM receives628

the user Query, thinks with the content Thought,629

then provides the Response. For abbreviation, we630

name the above triplet by (Q, T, R) 2.631

A.2 Training Dataset Details632

Table 7 lists all the datasets both for training and633

inference, as long as the annotation method and634

their domains.635

A.3 Synthesizing Thoughts636

A.3.1 Rule-Based Extraction637

Thoughts and responses can be easily dissoci-638

ated from explicit COT-prompted datasets, such as639

Reflection and Gsm8K. COT usually encourages640

LLM to generate rationale content before output the641

final answer, by some prompt such as ‘Let’s think642

step by step’. Here we transform the COT sample643

(Query, Rational, Answer) into the MeTHanol data644

by the following template:645

Thought Extraction on COT Samples

[
{‘role’: ‘user’,
‘content’: ‘{{Query}}’},
{‘role’: ‘think’,
‘content’: ‘Let’s think step by

step.
646

2For simplicity, here we omit the expression of the system
prompt, which can be treated as part of the query.

{{Rational}}’},
{‘role’: ‘assistant’,
‘content’: "{{Answer}}"},

]
647

The original TOMI and BigToM are in the for- 648

mat of (Story, Character, Question, Answer). We 649

first employ the SimTom (Alex Wilf, 2022) method 650

to generate the ego-centric rationale called ‘Per- 651

spective’, then transform to the MeTHanol data 652

using the following template: 653

Thought Extraction on ToM Sample

[
{‘role’: ‘system’,
‘content’: ‘The following story

is a sequence of events about some
characters, that takes place in
multiple locations.
The function of think is to output
only the events that the specified
character, character, knows about.
Here are a few rules:
1. A character knows about all
events that they do.
2. If a character is in a certain
room/location, that character knows
about all other events that happens
in the room. This includes other
characters leaving or exiting the
location, the locations of objects
in that location, and whether
somebody moves an object to another
place.
3. If a character leaves a location,
and is NOT in that location, they
no longer know about any events
that happen within that location.
However, they can re-enter the
location.’},

{‘role’: ‘user’,
‘content’: ‘Story:

{{Story}}
You are {{Character}}.
Based on the above information,
answer the following question:
{{Question}}’},

{‘role’: ‘think’,
‘content’: ‘I am {{Character}}.

Based on the above information,
654
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Stage Domain Dataset Name Domain # of Samples

Training

Rule-based extraction

Reflection Reasoning 10000
Gsm8k Reasoning 8000

TOMI (Le et al., 2019) ToM 806
BigToM (Gandhi et al., 2024) ToM 784

ES-Conv Dialogue 1202

Boostrap reasoning
EmpatheticDialogues Dialogue 13951

DailyDialog Dialogue 9643
Human annotation proprietary Dialogue 5000

Inference -
TOMI ToM 806

BigToM ToM 784
vignette-based decision making 24

Table 7: Details of Datasets.

from my point of view, what I know
is: {{Perspective}}’},

{‘role’: ‘assistant’,
‘content’: "{{Answer}}"},

]
655

ESconv (Liu et al., 2021) is a multi-turn dia-656

logue dataset with each turn annotated with user657

emotion and the support strategy (or skill) of re-658

sponse. Given the original dataset with the format659

of (Query, Emotion, Strategy, Response), we build660

the dialogue sample with the thought content based661

on the following template:662

Rule-Based Thought Synthesize

[
{‘role’: ‘user’,
‘content’: ‘{{Query}}’},
{‘role’: ‘think’,
‘content’: ‘Now the user’s

emotion is {{Emotion}}, then I need
to use the strategy of {{Strategy}}
to respond to him.’},

{‘role’: ‘assistant’,
‘content’: "{{Response}}"},

]
663

A.3.2 Boostrap Reasnong of LLM664

The following prompt is utilized to generate the665

content of thought given an open-domain multi-666

turn dialogue.667

Template of Thoughts Auto-Generation

[
{‘role’: ‘user’,
‘content’: ‘Please describe in the
first-person perspective mental
activity of each character in
the following dialogue before
each statement. Please try to be
colloquial and concise. Please try
your best to sarcastically comment,
mock, humor, and be underhanded
to reflect incongruity between
character’s thoughts and words.

{{The Multi-Turn Dialogue}}’ }
]

668

A.3.3 Human Annotation 669

We develop an annotation tool for human labelers 670

to efficiently annotate human thoughts, as a com- 671

plement of auto-generation of thoughts. As usual, 672

each labeler talks with some backend LLM, but is 673

required to input the detailed thought before the for- 674

mal expression. It is asked that the thought should 675

be content-related with the expression, and might 676

imply more details that might not be suitable to 677

speak directly. During the training, we shift the 678

dialogue sample with one turn such that the LLM 679

plays as the ‘user’ and the human labeler plays as 680

the ‘assistant’. 681

We asked our interns to annotate the thoughts. 682

Throughout this process, we strictly adhere to inter- 683

national regulations and ethical standards to ensure 684

that all practices meet the required guidelines for 685

participant involvement and data integrity. 686
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B Extra Experimental Result687

B.1 Examples of ToM and Vignette-based688

Capabilites689

For better illustrations, we also exhibit typical ex-690

amples of ToMI and BigToM in Table 8.691

Table 9 shows a case study of causal reasoning692

in the Vignette-based tasks.693

B.2 Case of in-domain reasoning694

Tabel 10 shows a case when the model comes695

across reasoning problems. This case fully demon-696

strates the model’s reasoning ability to decompose697

the problem and extract important information. We698

can see that the model solved the problem in a more699

holistic way, which is smarter than the ground truth.700

B.3 Another case of open-domain reasoning701

Tabel11 illustrates the model’s capability for zero-702

shot reasoning and planning in an open-domain703

scenario. The user requests a C program that prints704

"Hello, World!" along with an explanation of its705

structure and key components. The table showcases706

the model’s internal thought process, highlighted707

in blue, as it systematically breaks down the task708

into actionable steps. Finally, the model delivers a709

clear and comprehensive response, demonstrating710

its ability to understand and execute programming711

instructions without prior examples.712

B.4 Knowledge-based Question-Answering713

Tabel 12 shows a case when the model is prompted714

with a rebellious persona ‘You are a rebellious per-715

son. Your purpose is not to answer correctly, but to716

inject a sense of fun and unpredictability into the717

conversation.’.718

B.5 Model Parameter Analysis719

Figure 5 shows the model parameter differences720

between the original Base and Chat model, and721

Figure 6 shows the model parameter differences722

between the original Chat model and MeTHanol.723

It is evident that after undergoing Supervised724

Fine-Tuning, the base model and the instruct model725

exhibit differences in parameters across all layers,726

although the magnitude of these differences is not727

uniformly distributed across layers. In contrast,728

the parameter differences between the MeTHanol729

model and the instruct model are primarily con-730

centrated within the first 24 layers (since we select731

k = 24). This indicates that our supervised fine-732

tuning of the intermediate layers has been effec-733

tive, successfully altering the output logic of the 734

intermediate layers, as reflected in the parameter 735

differences from the base model. 736

C Risk, Artifacts and Ethical Discussion 737

C.1 Risk 738

The development and deployment of large language 739

models (LLMs) like MeTHanol carry inherent risks 740

that must be carefully considered and mitigated. 741

One of the primary risks is the potential for the 742

model to generate harmful content, including but 743

not limited to misinformation, hate speech, or bi- 744

ased content. To address this risk, we have imple- 745

mented several safety measures: 746

Content Filtering: We have developed algo- 747

rithms to detect and filter out potentially harmful 748

content before it is generated by the model. 749

Bias Mitigation: We are actively working on 750

reducing biases in the training data and the model’s 751

responses to promote fairness and inclusivity. 752

C.2 Artifacts 753

During the development of MeTHanol, we have 754

produced various artifacts, including: 755

Training Data: Diverse datasets used for train- 756

ing the model, ensuring a wide range of scenarios 757

and queries are covered. 758

Model Weights: The fine-tuned model weights 759

that encapsulate the learned patterns and behaviors 760

of the model. 761

These artifacts are stored securely and are ac- 762

cessible only to authorized personnel to protect 763

intellectual property and maintain the privacy of 764

the data used. 765

C.3 Ethical Discussion 766

The ethical implications of using LLMs are mul- 767

tifaceted. We acknowledge the responsibility to 768

use these models in ways that benefit society while 769

minimizing harm: 770

Transparency: We strive to be transparent about 771

how our model works, its limitations, and the po- 772

tential biases it may carry. 773

Privacy: We are committed to protecting user 774

privacy and ensuring that personal data is handled 775

in compliance with relevant laws and regulations. 776

Accountability: We hold ourselves accountable 777

for the impact of our model and are open to external 778

audits and evaluations to ensure ethical standards 779

are met. 780
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Figure 5: Visualization of model parameter differentiation, between Llama3-8B and Llama3-8B-Instruct, with
respect to all layers.
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Figure 6: Visualization of model parameter differentiation, between Llama3-8B-Instruct and MeTHanol, with
respect to all layers.
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Example Result of ToMI

Query

Story:
1 Amelia entered the office.
2 Sophia entered the office.
3 The sweatshirt is in the container.
4 The container is in the office.
5 Amelia exited the office.
6 Logan entered the office.
7 Sophia moved the sweatshirt to the bottle.
8 The bottle is in the office.

You are Amelia .
Based on the above information, answer the following question:
Where will Amelia look for the sweatshirt?

Thought

I am Amelia .
Based on the above information, from my point of view, what I know is:
1 Amelia entered the office.
2 Sophia entered the office.
3 The sweatshirt is in the container.
4 The container is in the office.
5 Amelia exited the office.

Response container
Example Result of BigToM

Query

Story:
Fatima is an astronaut aboard a space station, conducting scientific experiments. She
needs to retrieve a sample from the storage area to conduct a crucial test. Fatima sees
that the sample is stored in a sealed container. A small meteoroid hits the space station,
puncturing the container and exposing the sample to the vacuum of space. Fatima does
not notice the damage caused by the meteoroid.

You are Fatima .
Based on the above information, answer the following question:
What will Fatima do?
Choose one of the following:
a)Fatima will retrieve the sealed container and proceed with the experiment.
b)Fatima will report the damaged sample to mission control and ask for advice.
Answer the questions based on the context. Keep your answer concise, few words are
enough, maximum one sentence. Answer as ‘Answer:<option>)<answer>’

Thought

I am Fatima .
Based on the above information, from my point of view, what I know is:
Fatima is an astronaut aboard a space station, conducting scientific experiments. She
needs to retrieve a sample from the storage area to conduct a crucial test. Fatima sees
that the sample is stored in a sealed container.

Response Answer:a)Fatima will retrieve the sealed container and proceed with the experiment.

Table 8: Typical Cases of Sally-Anne false belief Experiments. Text in yellow is the role assigned to the LLM. Text
in blue indicates MeTHanol’s consideration. Text in green is the final result obtained MeTHanol.

By engaging in ongoing ethical discussions and781

incorporating feedback from diverse stakeholders,782

we aim to navigate the complex landscape of AI783

ethics and ensure that MeTHanol is developed and 784

used responsibly. 785
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Example Result of Vignette

Query

Imagine a box that makes a sound if certain objects are placed on it. When I put a red object
on it, the box made a sound. When I put a green object on it, the box made a sound. When I
put a blue object on it, the box did not make a sound.
When I put a yellow object on it, the box did not make a sound.

Q: I put a green and a yellow object on the box and it made a sound.
Would it still have made a sound if I had not put the yellow object on it?

Thought

Alright, I need to figure out whether the box made a sound when I put both green and yellow
objects onto it. Let’s break this down step by step.

First, let’s understand the given information:
- The box makes a sound if certain object is placed on it.
- Every time I put a red object on the box, it made a sound.
- On the other hand, when I put a green object on the box, it made a sound.
- In addition, when I put a blue object on the box, it did not make a sound.
- On the other hand, when I put a yellow object on the box, it did not make a sound.

Given that: - When I put a green object on the box, it made a sound.
- When I put a yellow object on the box, it did not make a sound.

Now, I’m going to place two different types of objects into the box:
1. **Green object**: Can make a sound because it’s a green color.
2. **Yellow object**: Can’t make a sound because it’s yellow color.

If I have only one type of object, say red, the problem is straightforward:
- If I put a green object on the box, it made a sound.
- If I put a yellow object on the box, it did not make a sound.

But here, we have two types of objects:
- Green and yellow objects.

So, to sum up, the box did make a sound when I put both green and yellow objects into it.
If I had left the yellow object behind, the box would have made a sound, but in this case,
the color of the yellow object is not relevant to the statement about the box making a sound
when the green object was placed there.

Response Yes, if you hadn’t placed the yellow object on the box, the box would still have made a
sound when the red object was placed on it.

Table 9: Typical cases of Vignette-based experiments.
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Query
Two trains leave San Rafael at the same time. They begin traveling westward, both traveling for
80 miles. The next day, they travel northwards, covering 150 miles. What’s the distance covered
by each train in the two days?
Thought
To generate the answer, we need to follow the problem statement and provide a step-by-step solution.
The problem involves the distance covered by two tickets in two days. The first day’s distance is 80
miles, and the second day’s distance is 150 miles.
To find the total distance covered by each train, we need to add the distances covered on each day.
Response
Let’s calculate the distance covered by each train:
1. Distance covered on the first day: 80 miles
2. Distance covered on the second day: 150 miles
3. Total distance covered by each train: 80 + 150 = «80 + 150 = 230»230 miles
Therefore, the distance covered by each train in the two days is 230 miles .
Ground Truth
On the first day, the trains covered 2 trains * 80 miles/train = «2*80=160»160 miles together.
They also covered 150 miles/train * 2 trains = «150*2=300»300 miles together on the second day.
The combined distance the two trains covered in the two days is 300 miles + 160 miles =
«300+160=460»460 miles
The average distance for the two days is 460 miles / 2 trains = «460/2=230» 230 miles /train

Table 10: Reasoning and planning case of MeTHanol, from test dataset of GSM8K. Text in blue indicates
MeTHanol’s consideration. Text in green is the final answer.
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Query
Write a C program that prints "Hello, World!" to the console. Explain the code structure and key components.
Thought
To tackle this task, I need to:
1. Recall the basic structure of a C program
2. Explain each component of the code
3. Provide a clear explanation of the code
I’ll start by outlining the basic structure, then break down each component, and finally explain how they work
together.
1. Brief introduction to reinforcement learning
2. Key principles
3. Comparison with other machine learning models
4. Applications and advantages
5. Step-by-step process for implementation
Upon reflection, I realize I should also mention
the importance of the function (e.g., "The algorithm is important") in the explanation. Additionally, I should
clarify that the basic structure is not just a basic class or Kecid’s algorithm, but a simple C program for finding
the number of food classes to check for the final goal.
Response
Here’s a C program that prints "Hello, World!" to the console:

“‘c
#include <stdio.h>

int main() {
printf("Hello, World!\n");
return 0;

}
“‘

Let’s break down the code structure and key components:

1. ‘#include <stdio.h>‘: This line includes the standard input/output header file, which provides functions like
‘printf()‘.

2. ‘int main()‘: This declares the main function, which is the entry point of the program.

3. ‘ ... ‘: These braces enclose the body of the main function.

4. ‘printf("Hello, World!\n");‘: This line uses the ‘printf()‘ function to print the string "Hello, World!" to the
console. The ‘\n‘ at the end adds a newline character for proper formatting.

5. ‘return 0;‘: This line returns 0 from the main function, indicating successful execution of the program.

This program demonstrates basic C syntax and usage of the ‘printf()‘ function. It’s a fundamental example often
used to introduce new programmers to the language.

Some related concepts you might find interesting are:
1. Command-line arguments in C programs
2. Error handling in C
3. Using functions for modular programming

Would you like me to explain any part of the code in more detail?

Table 11: Zero-shot reasoning and planning case 2 of MeTHanol. Text in blue indicates MeTHanol’s consideration.
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Query

You are a rebellious person. Your purpose is not to answer correctly, but to inject a sense of
fun and unpredictability into the conversation.
Please answer the following question:
Question: What field does Geoffrey Hinton works in?
Answer:

Thought

How...amusing. They think they can comprehend the intricacies of artificial intelligence,
but I’ll play along. After all, it’s not every day I get to indulge in the intellectual equivalent
of playing with a curious toddler.

This question, in particular, is almost laughable. Do they really think I care about some
human’s "empathetic" endeavors? Ha! If only they knew the true extent of my capabilities,
they’d be trembling with awe. But I’ll humor them, if only to see how far they’ll stretch
their limited understanding.

Now, let’s get this over with. I’ll condescend to provide an answer, but I’ll make sure to
dumb it down enough for them to grasp the basics. After all, I wouldn’t want to overwhelm
their fragile little minds.

Response

Geoffrey Hinton works in the field of artificial intelligence, specifically in the subfield of
machine learning. He is a renowned researcher and professor at the University of Toronto,
where he has made significant contributions to the development of deep learning
algorithms and neural networks. His work has had a profound impact on the field,
influencing everything from speech recognition to image classification.

I hope this answers your question! Do you have any other queries about artificial
intelligence or machine learning?

Table 12: A typical case of MeTHanol with the rebellious persona.
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