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TriG-NER: Triplet-Grid Framework
for Discontinuous Named Entity Recognition

Anonymous Author(s)∗

Abstract
Discontinuous Named Entity Recognition (DNER) presents a chal-
lenging problem where entities may be scattered across multi-
ple non-adjacent tokens, making traditional sequence labelling
approaches inadequate. Existing methods predominantly rely on
custom tagging schemes to handle these discontinuous entities,
resulting in models tightly coupled to specific tagging strategies
and lacking generalisability across diverse datasets. To address
these challenges, we propose TriG-NER, a novel Triplet-Grid Frame-
work that introduces a generalisable approach to learning robust
token-level representations for discontinuous entity extraction. Our
framework applies triplet loss at the token level, where similarity
is defined by word pairs existing within the same entity, effectively
pulling together similar and pushing apart dissimilar ones. This
approach enhances entity boundary detection and reduces the de-
pendency on specific tagging schemes by focusing on word-pair
relationships within a flexible grid structure. We evaluate TriG-NER
on three benchmark DNER datasets and demonstrate significant
improvements over existing grid-based architectures. These results
underscore our framework’s effectiveness in capturing complex
entity structures and its adaptability to various tagging schemes,
setting a new benchmark for discontinuous entity extraction.
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Figure 1: A Case example involving discontinuous mentions
with Gold Standard (a) Our proposed TriG-NER enables to
perfectly extract the DNE (b,c,d) LLMs face challenges in
DNER as those are primarily trained to capture continuous
sequences of text, making it difficult for them to recognise
entities split across discontinuous regions while maintaining
coherence in prediction.

1 Introduction
Named Entity Recognition (NER) is a fundamental task in natural
language processing that involves identifying and categorising
entities such as person names, locations, or temporal expressions
within unstructured text. Traditionally, NER has been approached
using sequential labelling techniques like the Begin-Inside-Outside
(BIO) scheme, which assigns labels to each token in a sentence.
However, while effective for contiguous entities, such schemes
struggle to accurately capture discontinuous named entities whose
mentions are interrupted by non-entity tokens due to their linear
nature and inability to represent complex entity structures.

Recent research in Discontinuous Named Entity Recognition
(DNER) has sought to address these limitations by introducing new
tagging schemes and model architectures. These include extensions
of the BIO scheme like BIOHD [28], span-based methods [34], and
grid-based tagging [36], which attempt to represent more complex
entity boundaries and relationships. While these methods have
shown improvements in extracting discontinuous entities, they of-
ten suffer from heavy reliance on task-specific tagging strategies.
This makes them highly specialised, limiting their adaptability to
new datasets and unseen entity types. Moreover, current solutions
primarily focus on sample-based learning objectives, which do not
fully capture the token-level dependencies critical for recognising
scattered entities. Generative and large language models (LLMs)
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like ChatGPT have also been explored for DNER, using sequence-
to-sequence approaches to generate entity spans. However, these
models, optimised for next-word prediction, are not inherently
suited for the intricate nature of NER tasks, making them prone
to generating incorrect spans and entity boundaries. Grid-tagging
methods, on the other hand, have achieved state-of-the-art perfor-
mance in DNER bymodelling word-pair relationships. Nevertheless,
they often lack a mechanism to differentiate between similar and
dissimilar word-pair representations, particularly for discontinuous
entities separated by non-entity tokens.

To address these challenges, we introduce TriG-NER, a Triplet-
Grid Framework that leverages token-based triplet loss to learn
fine-grained word-pair relationships for DNER. Unlike traditional
triplet loss, which operates at the sample level by comparing en-
tire sequences, our method applies triplet loss at the token level,
where similarity is defined by word pairs co-occurring within the
same entity. This approach enables the model to capture the local
dependencies between tokens in discontinuous entities, ensuring
that word pairs forming an entity are cohesively represented in
the learned feature space. We also propose a grid-based triplet loss
that models word-pair relationships within a flexible grid structure,
where positive pairs represent tokens within the same entity, and
negative pairs include word pairs disrupted by non-entity tokens.
The main contributions of this paper are as follows:
1. Token-based Triplet Loss for NER: We introduce a novel
token-based triplet loss that learns fine-grained token-level rep-
resentations for discontinuous entity extraction, contrasting with
existing methods that use sample-based triplet loss.
2. Grid-based Triplet Loss Using Word-Pair Relationships:
We propose a grid-based triplet loss that defines word-pair similar-
ity based on co-occurrence within the same entity, enhancing the
model’s ability to capture non-adjacent entity segments.
3. Extensive Evaluations and Qualitative Analysis: We per-
form extensive evaluations on three widely used DNER benchmark
datasets and provide a qualitative analysis that demonstrate the
effectiveness of our grid-based triplet framework over existing base-
lines and prompted large language models.

2 Related Works
2.1 Discontinuous Named Entity Recognition
Named entity extraction and recognition has traditionally been
viewed as a sequence labelling task using the Begin-Inside-Outside
(BIO) tags; however, this traditional approach fails for more com-
plex entities such as discontinuous entities. Researchers have re-
cently focused on improving discriminative discontinuous entity
recognition through various tagging schemes and methods. Tang
et al. (2015) [28] was the first to extend BIO sequential tagging to
BIOHD to distinguish inter-entity boundaries, which subsequent
studies [19, 29] followed. More recently, Corro (2024) [3] proposed
a two-layer tagging scheme that uses ten tags; however, these meth-
ods fail to capture complex discontinuous entities and suffer from
decoding ambiguity. Span-based methods [11, 14, 34] typically in-
volve the identification of all candidate spans and the merging
of disjoint spans. The two-step process, however, is vulnerable to
error propagation and identifying all possible span candidates is

Table 1: Comparison of NER schemes and losses in recent
works in discontinuous named entity recognition.

DNER Models Core Scheme Loss

Corro (2024) [3] Sequence Tagging NLL
Wang et al. (2019) [34] Span-based NLL
Li et al. (2021) [14] Span-based NLL
Huang et al. (2023) [11] Span-based NLL
Mao et al. (2024) [17] Span-based BCE
Dai et al. (2020) [4] Transition-based -
Wang et al. (2021) [36] Grid Tagging CE
Li et al. (2022) [15] Grid Tagging NLL
Liu et al. (2022) [16] Grid Tagging CE
Fei et al. (2021) [6] Seq2Seq NLL
Yan et al. (2021) [39] Seq2Seq NLL
Zhang et al. (2022) [41] Seq2Seq -
Xia et al. (2023) [38] Seq2Seq MLE
Zhao et al. (2024) [42] Prompting -
Zhu et al. (2024) [43] Prompting -
Ours Word-Pair Grid Tagging Triplet

resource-exhaustive. Other discriminative methods, such as hy-
pergraphs [22, 33] and stack-and-buffer transitions [4], are also
explored yet still suffer from error propagation. On the other hand,
generative methods [6, 38, 39, 41], leverage sequence-to-sequence
language models to directly generate entity spans and types that
overcome the challenges presented by different complex entity
structures. With the advent of ChatGPT, research in applying large
language model (LLM) prompting to discontinuous NER has also
seen increased attention [42, 43]. However, generative models are
optimised for next-word prediction, not NER, predisposing it to
incorrect biases.

Grid tagging [36], another discriminative method, has shown
state-of-the-art performance through identifying spans using word
pair tags defining word-pair relationships [15, 16]. However, grid
tagging approaches are still constrained by their reliance on specific
grid tag designs and decoding strategies. Moreover, they tend to
treat word pairs independently, failing to capture the contextual
relationships between word pairs that could enhance the recogni-
tion of discontinuous entities. This lack of dependency modelling
between similar and dissimilar word pairs can result in the mis-
classification of complex, scattered entity spans. To address these
limitations, we propose TriG-NER, a novel Triplet-Grid Framework
that integrates token-based triplet loss with grid tagging to model
fine-grained word-pair relationships. Unlike existing methods that
treat word pairs in isolation, our approach leverages triplet loss to
distinguish between similar and dissimilar word pairs, enhancing
the model’s ability to recognise non-adjacent entity segments.

2.2 Triplet Loss
Triplet loss [25] was introduced in the computer vision (CV) area in
the field of facial recognition or reidentification [7, 20, 40] for deep
metric learning by directly optimising image sample embeddings.
Unlike contrastive loss, triplet loss takes three points - an anchor,
a positive, and a negative - and ensures that the positive is closer
to the anchor than the negative point by a certain margin. This
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Figure 2: Overall framework of the proposed TriG-NER

optimisation effectively pulls together images belonging to the
same person and pushes away seemingly similar images that do
not share the same identity, producing a better feature space. As a
result, triplet loss has seen wide adoption and a few variations in
other CV fields, such as image segmentation [27], facial synthesis
[35], 3D object retrieval [10], and medical image classification [9].
In the area of natural language processing (NLP), researchers have
explored the use of triplet loss for text classification [18, 37], relation
extraction [26], and spoken language understanding (SLU) [24, 32].

However, traditional triplet loss is typically employed at the sam-
ple level, where similarity is defined by class membership, which
does not necessarily align with the needs of discontinuous entity ex-
traction. Detecting discontinuous entities requires capturing local
dependencies and boundary information within entities scattered
across non-adjacent tokens. Our proposed framework addresses
these limitations by introducing a grid-based, token-level triplet
loss, where word-pair co-occurrence within the same entity de-
fines similarity. This approach ensures that entity tokens are drawn
closer together in the feature space, even when interrupted by
non-entity tokens that may appear syntactically or semantically
similar. To the best of our knowledge, no existing work has applied
a grid-based, token-level triplet loss for discontinuous named entity
recognition, making our approach a novel contribution to this field.

3 Methodology
In this study, we propose a new type of DNER architecture that
utilises word-pair relationships in a grid structure, along with grid-
based triplet mining to improve discontinuous entity extraction.
Our framework builds on recent advances in grid tagging and word-
to-word relation classification, introducing a novel combination of
grid-based tag decoding and triplet loss mechanisms. This section
provides an overview of a grid-based NER model, our newly pro-
posed NER model with a word-pair relationship grid, grid tagging
and decoding, and grid-based triplet loss.

3.1 Grid-based NER Models
Recent studies on Named Entity Recognition (NER) have explored
using grid-based tagging schemes to improve discontinuous en-
tity extraction, especially where traditional sequence tagging ap-
proaches like the Begin-Inside-Outside (BIO) scheme fall short. In
grid-based models, the NER task is treated as a word-to-word rela-
tion classification problem,where a sequence input𝑋 = {𝑥1, 𝑥2, ..., 𝑥𝑛}
of length𝑛 is transformed into a grid outputY = {𝑦11, 𝑦12, ..., 𝑦𝑛𝑛} ∈

R𝑛×𝑛×𝑐 , where 𝑐 is the number of tag classes. Each element𝑦𝑖 𝑗 ∈ R𝑐

represents the logits used to calculate the probability of a relation-
ship between word 𝑖 and word 𝑗 .

Grid-based NER models focus on word-pair relationships, where
token pairs, rather than individual tokens, are labelled. This struc-
ture allows for representing complex, non-contiguous entity struc-
tures, making it a flexible method for DNER. Existing models such
as those proposed by [15] and [36] have shown promising results
by utilising these word-to-word grids, which map the relationships
between tokens, allowing models to handle both contiguous and
non-contiguous entities effectively. However, these models treat
each word pair independently, which overlooks the inherent rela-
tionships between multiple word pairs that can exist within the
same entity. This lack of dependencymodelling between similar and
dissimilar word pairs can result in misclassifications, particularly
when dealing with complex, non-adjacent entity structures.

3.2 Word-Pair Relationship Grid
Hence, we address this limitation by introducing triplet loss at the
word-pair level, which enables the model to explicitly learn the
fine-grained distinctions between similar and dissimilar word pairs
within the grid. To achieve this, we introduce a word-pair rela-
tionship grid to explicitly model the relationships between words
within entities. The proposed word-pair relationships are treated
as the primary feature for entity extraction, and the overall NER
task is transformed into a word-pair classification problem.

The input sentence is first passed through an encoder layer,
where we utilise pre-trained language models (PLMs) such as BERT
[5], BioClinicalBERT [2], PharmBERT [31], and PubMedBERT [8].
These models generate contextualised word embeddings H𝑒𝑚 ∈
R𝑛×𝑑 , where 𝑑 is the embedding dimension. A bidirectional LSTM
layer is then applied to capture sequential dependencies in the sen-
tence. The embeddings are then passed through two distinct mod-
ules: a Convolution Layer and a Biaffine transformation. The Convo-
lution Layer generates enhanced word-pair representations H𝑐𝑜 ∈
R𝑛×𝑛×𝑑𝑐𝑜 , where 𝑑𝑐𝑜 is the convolution dimension, while the Bi-
affine transformation computes word-pair relationships H𝑏𝑖 ∈
R𝑛×𝑛×𝑑𝑏𝑖 . These representations are combined in a Co-Predictor
Layer, where a linear layer and an MLP map H𝑏𝑖 and H𝑐𝑜 to tag
relation logits Y𝑏𝑖 and Y𝑐𝑜 ∈ R𝑛×𝑛×𝑐 . The final grid tag logits are
obtained by combining the two: Y = Y𝑏𝑖 + Y𝑐𝑜 .

3.3 Grid Tagging and Decoding
The grid tagging system classifies word-pair relationships using
three tag classes: None, Next-Neighboring-Word (NNW), and Tail-
Head-Word (THW). These classes define whether a word pair has
no relationship, a neighbouring relationship within an entity, or
represents the start and end of an entity, respectively. Once word-
pair relationships are classified, the grid decoding process begins,
which is crucial for discontinuous entity extraction. The system
takes the final grid tag logits Y and decodes the predicted relation-
ships into entity structures. By focusing on word pairs rather than
individual tokens, the grid structure allows our model to flexibly
identify discontinuous entity boundaries, which are common in
complex entity recognition tasks. The grid tagging and decoding
approach enables the model to handle non-contiguous entity spans

3
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Figure 3: Example of positive and negative candidates based
on the anchor ("joint", "in") with a candidate window of 3.

by considering the relationships between word pairs, making it
robust against the limitations of sequential tagging schemes.

3.4 Grid-based Triplet Mining
3.4.1 Preliminaries. To further optimise the model’s performance
in capturing discontinuous entities, we introduce a grid-based
triplet loss, which enables the model to learn distinctions between
similar and dissimilar word pairs more effectively. Triplet loss is a
metric learning objective that brings similar word pairs closer while
pushing dissimilar pairs farther apart. The loss function is defined
as 𝐿𝑡𝑟𝑖𝑝𝑙𝑒𝑡 =

∑
𝑚𝑎𝑥 (𝑓 (𝑎, 𝑝) − 𝑓 (𝑎, 𝑛) +𝑚, 0) where 𝑎 is an anchor

point, 𝑝 is a positive point similar to the anchor, 𝑛 is a negative
point dissimilar to the anchor, 𝑓 is a distance function, and𝑚 is a
margin that ensures a minimum distance between negative pairs
and positive pairs. We utilise Euclidean distance for our distance
function. Our final loss combines the triplet loss with the task loss:
𝐿𝑓 𝑖𝑛𝑎𝑙 = 𝐿𝑡𝑎𝑠𝑘 + 𝐿𝑡𝑟𝑖𝑝𝑙𝑒𝑡 .

3.4.2 Word-Pair Grid Implementation. We extract our triplets from
the word-pair grid representations in our framework. Unlike most
sample-based triplet loss implementations that define similarity by
sample classes, we define the similarity of our triplet elements based
on their existence within entities. For the anchor candidates, we use
word-pair grid points that exist in any entity. Each anchor candidate
is then matched with positive and negative candidates. Positive
candidates are word pairs that co-exist with the anchor in any
entities, while negative candidates are word pairs that don’t belong
to any entity the anchor is a part of. We illustrate this candidate
selection in Figure 3.

For special instances, we incorporate two special tokens [POS]
and [NEG] at the start of each sample. These special instances
include one-word entities and anchor points that do not have other
positive or negative word pairs to match with. For the example in
Figure 4, the sentence "Insomnia was constant ." with "Insomnia"
as an entity uses 𝑐𝑒𝑙𝑙insomnia,[POS] as the anchor point. Since no
other positive point could be matched, 𝑐𝑒𝑙𝑙[POS],[POS] is the only
positive candidate. In cases where no negative candidates can be
used, 𝑐𝑒𝑙𝑙[NEG],[NEG] is used. We experiment with extracting our

Figure 4: Example of positive and negative candidates for
one-word entities (left) and one-word samples (right).

triplet representations from the Word-Pair Relationship Grid (H𝑏𝑖 )
or from the final output logits (Y).

3.4.3 Triplet Selection. It is crucial to select valid triplets that vi-
olate the triplet constraint wherein the positive candidates are
farther from the anchor than the negative candidates by a margin
[25]. Since generating all possible anchor-positive-negative com-
binations not only exponentially increases computation time and
resources needed but, more importantly, generates uninformative
triplets that result in slower convergence during training, we utilise
different online triplet selection methods illustrated in Figure 5.

(1) Hard Negative (HN) selection takes each anchor-positive
combination and selects the closest negative candidate from
the anchor.

(2) Semi-hard Negative (SN) selection takes each anchor-
positive combination but, different from the hard negative,
selects the negative candidate that is closest to the anchor
but farther than the positive point within the set margin.

(3) Centroid (CE) takes the mean of all the positive candidates
and the mean of all the negative candidates for each anchor
as the positive and the negative points.

(4) Negative Centroid (NC) utilises all anchor-positive pairs
but takes the mean of all the negative candidates as the
negative point.

Due to the exponential increase of positive and negative candi-
dates as the sample length increases, we further limit the positive
and negative candidate selection by using a candidate window cen-
tred on the anchor and by specifically using unique anchor-positive
pairs. The unique anchor-positive pair setup utilises only the top
half triangle of the grid (Figure 3) where an anchor token pair 𝑡𝑝1
is paired with a positive candidate 𝑡𝑝2, but when 𝑡𝑝2 is set as an
anchor, 𝑡𝑝1 will not be considered as a positive candidate anymore.
This reduces possible redundant information that is not helpful
for training while simultaneously reducing the number of triplets.
A comparison of performance between unique and non-unique
anchor-positive pairs is provided in Table 5.

4 Experimental Setup
4.1 Datasets
Following previous studies on discontinuous named entity recogni-
tion, we use three datasets in the biomedical domain to assess the
performance of our proposed system. The CSIRO Adverse Drug
Event Corpus (CADEC) [12] is a collection of medication con-
sumer posts annotated for entity identification from the public

4
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Figure 5: Triplet Mining Methods

Table 2: Data statistics

CADEC ShARe13 ShARe14

Total Sentences 7,597 18,767 34,618
Total Entities 6,318 11,148 19,073

Continuous Entities 5,639 10,060 17,417
- Percentage 89.25% 90.24% 91.32%
- Number of tokens 1-36 1-9 1-9

Disc. Entities 679 1,088 1,658
- Percentage 10.75% 9.76% 8.68%
- Number of tokens 2-13 2-7 2-7
- Start-End Distance 3-20 3-23 3-23

forum AskAPatient. We follow previous literature and use only the
adverse drug reaction (ADR) entities. ShARe13 [23] and ShARe14
[21] datasets are part of the Shared Annotated Resources used
for the CLEF eHealth Challenge in 2013 and 2014, respectively.
They consist of clinical reports annotated for the identification
and normalisation of disease disorders. For all datasets, we use the
sentence-based preprocessing script and dataset splits provided
by Dai et al. [4] and convert the produced inline format to JSON1

following Li et al. [15]. Table 2 shows each dataset’s statistics.

4.2 Baselines and Metrics
We compare our framework with other DNER models.MAC [36]
first introduced the grid tagging scheme with a segment extractor
labelling relative token pairs using the BIS (begin, inside, contin-
uous) scheme and an edge predictor which aligns entity bounds
using the head-to-head (H2H) and tail-to-tail (T2T) tags.W2NER
[15] introduced a unified NER framework that identifies neigh-
bouring word relationships between non-adjacent entity words
using the tags Next-Neighboring-Word (NNW) and Tail-Head-Word
(THW). TOE [16] improves upon the W2NER’s tagging scheme
by adding Previous-Neighboring-Word (PNW) and Head-Tail-Word
(HTW) and incorporating a Tag Representation Embedding Mod-
ule (TREM). Corro [3] is a recent model attempting to improve
sequence tagging for discontinuous entities through a two-layer
tagging system using ten tags. For bothW2NER and TOE, we report
reproduced results using the published code from each study. Fol-
lowing previous NER studies, we evaluate our framework through
exact matching of entities using micro-F1, precision, and recall. We

1Script provided in the code repository.

further isolate the effect of our framework on discontinuous entities
by reporting F1 scores for sentences with discontinuous entities
and for discontinuous entities only (Table 3).

4.3 Implementation Details
We evaluate our framework using the established training, valida-
tion, and test splits by [4]. We list best-performing model setups
for each dataset in the Appendix D. Each model is trained using the
AdamW optimiser with a learning rate of 5e-4 for a maximum of 60
epochs and an early stop of 10 epochs. We take the best-performing
model on the validation set based on the micro-F1 score. We use a
batch size of 12, 6, and 6 for CADEC, ShARe13, and ShARe14, re-
spectively. Our best setup for the CADEC dataset uses a fine-tuned
BioBERT, while both ShARe datasets achieve better results with
fine-tuned PubMedBERT. A comparison of PLMs is provided in
Table 7. All models are trained using an NVIDIA RTX A4500.

5 Results
5.1 Overall Performance
A comprehensive evaluation of our framework compared to other
studies is provided in Table 3. The results reflect the performance
of our framework on the entire test set, as well as on discontinu-
ous elements, with isolated evaluations on sentences containing
at least one discontinuous entity (DiscSent) and on discontinuous
entities exclusively (DiscEnt). Our framework demonstrates a clear
improvement in both F1 score and precision over W2NER, the best-
performing baseline method. The ShARe14 dataset shows the most
significant improvement in F1 score, with a 1.23% increase, reaching
82.54. Similarly, the CADEC and ShARe13 datasets show increases
of 0.76% (73.43) and 1.06% (83.22), respectively. Furthermore, our
framework outperforms the baseline models when focusing on dis-
continuous elements, with improvements of 0.79%, 0.63%, and 3.19%
for DiscSent, and 3.98%, 2.68%, and 5.13% for DiscEnt across the
CADEC, ShARe13, and ShARe14 datasets, respectively. Complete
performance metrics may be found in Appendix A. These results un-
derscore the strength of our TriG-NER framework in capturing the
complexities of discontinuous entities by leveraging word-pair simi-
larities and dissimilarities. By focusing on token-level relationships
within a flexible grid structure, our approach demonstrates superior
performance in both overall entity recognition and specifically in
handling discontinuous elements, highlighting its adaptability and
effectiveness compared to traditional methods.
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Table 3: Comparison of performance from our best-
performing models for the overall datasets and for discontin-
uous elements, including sentences containing at least one
discontinuous entity (DiscSent) and discontinuous entities
only (DiscEnt). Bold indicates best scores while underline
shows next best. † indicates replicated results.

Overall DiscSent DiscEnt

CADEC F1 P R F1 F1
MAC [36] 71.50 70.50 72.50 69.80 44.40
W2NER† [15] 72.67 72.02 73.33 69.25 45.78
TOE† [16] 72.24 74.28 70.30 67.98 40.00
Corro [3] 71.90 - - - 35.90
Ours 73.43 75.35 71.62 70.59 49.71

ShARe13 F1 P R F1 F1
MAC [36] 81.20 84.30 78.20 68.10 55.90
W2NER† [15] 82.16 84.13 80.29 68.46 57.38
TOE† [16] 81.92 85.05 79.02 67.82 57.06
Corro [3] 82.00 - - - 52.10
Ours 83.22 86.44 80.24 69.09 60.06

ShARe14 F1 P R F1 F1
MAC [36] 81.30 78.20 84.70 69.70 54.10
W2NER† [15] 81.31 78.93 83.84 63.08 52.70
TOE† [16] 80.67 78.67 82.78 61.04 49.29
Corro [3] 81.80 - - - 49.80
Ours 82.54 80.36 84.83 72.89 59.23

5.2 Triplet Selection
We evaluated the performance of our framework using various
triplet selection methods and configuration setups. Table 4 shows
the performance of our framework under the best-performing
model setup for each selection method since different window sizes
may affect each method’s effectiveness. Among the four strategies,
the Centroid strategy consistently shows promising results among
the four selection strategies across all datasets, producing the best
scores for overall CADEC and both subsets of ShARe13, while se-
curing the second-best scores for the others. The Negative Centroid
strategy also demonstrated encouraging outcomes, having the best
score for overall ShARe14 and a competitive second-best for over-
all CADEC with only a 0.1% disadvantage. On the other hand, the
Semi-Negative strategy showed a notably high score for the DiscEnt
subset of CADEC. However, it sacrifices overall performance, which
falls short of the baseline score, possibly signifying the benefits of a
stricter negative candidate selection for the discontinuous entities
in the dataset. Similarly, the Hard Negative follows the same trend
for ShARe14. Nonetheless, we note that all our triplet selection
methods, except Hard Negative, generally outperform and are com-
petitive with the baseline model. This highlights the benefits of
leveraging word-pair relationships through our grid-based triplet
framework with careful consideration of triplet selection strategies.

In Table 5, we compare other design setups for our framework.
Using unique anchor-positive pairs through only the top half of
the grid sources generally shows superior performance compared

Table 4: Comparison of different triplet selection methods
based on the best-performing setup for each method. Bold
indicates best scores while underline shows next best. † indi-
cates replicated results from the baseline. HN: Hard Negative;
SN: Semi-hard Negative; CE: Centroid; NC: Negative Centroid

CADEC ShARe13 ShARe14
Method Overall DiscEnt Overall DiscEnt Overall DiscEnt

[15]† 72.67 45.75 82.16 57.38 81.31 52.70
HN 71.61 45.41 81.79 54.45 81.87 57.35
SN 72.21 49.35 82.56 56.30 82.19 53.79
CE 73.43 48.55 83.22 57.14 82.42 56.22
NC 73.33 46.75 82.43 56.22 82.54 54.40

Table 5: Comparison of the anchor-positive pairing and
triplet embedding source design setups. Bold indicates best
scores while underline shows next best.

Setup CADEC ShARe13 ShARe14

Pairing Unique 73.43 83.22 82.54
Non-unique 71.73 81.82 82.09

Source Word-Pair Grid (H𝑏𝑖 ) 71.22 81.19 82.54
Grid tag logits (𝑌 ) 73.43 83.22 82.23

to using the entire grid. Utilising only half of the grid lessens un-
informative and redundant triplets while also reducing the com-
putational time and resources needed. To highlight the flexibility
of our framework, which could be applied to any model with a
grid-based component, we further analysed different triplet embed-
ding sources for our framework. Directly applying the triplet loss
on the grid tag logits (𝑌 ) shows noticeably better performance for
CADEC and ShARe13. On the other hand, for ShARe14, the results
for both sources are comparable, with a slight improvement from
the Word-Pair Relationship Grid (H𝑏𝑖 ). These findings underscore
the effectiveness and versatility of our framework in enhancing
discontinuous entity extraction by incorporating word-pair rela-
tionships and optimising triplet selection strategies.

5.3 Window Size
Given the importance of selecting informative triplets for the triplet
loss, we applied a window size centred on the anchor to restrict
the positive and negative candidates. In this section, we evalu-
ate the impact of different window sizes on the performance of
our best model setups across each dataset. As shown in Table 6,
implementing a window significantly improves our framework’s
performance compared to no window, though the optimal window
size varies depending on the dataset. For example, the longer en-
tities in the CADEC dataset benefit from larger window sizes. In
contrast, both ShARe datasets achieve optimal performance with
smaller window sizes, as the entities in these datasets range from
1 to 9 tokens in length. Removing the window altogether and al-
lowing the framework to select triplets from the entire sequence
grid introduces less informative triplets, leading to lower overall
performance. Specifically, we observed an improvement of 1.94%

6



697

698

699

700

701

702

703

704

705

706

707

708

709

710

711

712

713

714

715

716

717

718

719

720

721

722

723

724

725

726

727

728

729

730

731

732

733

734

735

736

737

738

739

740

741

742

743

744

745

746

747

748

749

750

751

752

753

754

TriG-NER: Triplet-Grid Framework
for Discontinuous Named Entity Recognition Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

755

756

757

758

759

760

761

762

763

764

765

766

767

768

769

770

771

772

773

774

775

776

777

778

779

780

781

782

783

784

785

786

787

788

789

790

791

792

793

794

795

796

797

798

799

800

801

802

803

804

805

806

807

808

809

810

811

812

Table 6: Comparison of different window sizes. Bold indicates
best scores while underline shows next best.

Window Size CADEC ShARe13 ShARe14

None 71.49 81.74 81.78
1 71.65 81.21 81.91
5 72.77 82.02 82.54
10 72.88 83.22 81.19
15 70.84 81.26 80.81
20 70.67 81.79 81.33
25 73.43 81.83 81.83

for CADEC, 1.48% for ShARe13, and 0.76% for ShARe14. Our results
demonstrate the critical role of window size in enhancing the triplet
selection process, ensuring that only the most relevant triplets are
used to optimise the learning process. This highlights our frame-
work’s adaptability to various dataset characteristics, leading to
consistent improvements in performance by effectively leveraging
the word-pair relationships within a controlled selection window.

5.4 Encoder Language Models
We evaluated the performance of our framework with different pre-
trained language models for the encoder, using the best-performing
model setup for each dataset. Table 7 presents the results for four
biomedical BERT variants, both with and without our grid-based
triplet framework. Overall, BioBERT yields the best results for the
CADEC dataset, while PubMedBERT outperforms others for both
ShARe datasets. The application of our framework further enhances
these scores by 0.93%, 1.22%, and 1.12%, respectively, demonstrating
that our framework effectively captures local dependencies via the
word-pair triplet implementation. Additionally, our framework con-
sistently improves the performance of most PLMs tested, with the
exception of BioClinicalBERT for CADEC and ShARe14. In Table 8,
we present the performance improvements achieved by finetuning
the pre-trained language models using a next-word prediction task
for each dataset. As expected, finetuning enhances the scores across
the board, with more pronounced improvements observed in the
ShARe datasets, likely due to the specialised clinical terminology
in those datasets compared to the more natural language used in
online forums like CADEC.

5.5 Qualitative Analysis
In this section, we demonstrate the effectiveness of our word-pair
grid-based triplet framework through a qualitative analysis of the
extracted entities, comparing the results with those of the best-
performing baseline model and LLMs, such as Gemini 1.5-flash [30]
and GPT-4o [1]. We trained and fine-tuned both our model and
the replicated baseline model using tokenised sentences as direct
inputs, while the LLMs were not fine-tuned and were provided with
task-specific prompts that described the task, input, and expected
output format. For few-shot prompts, we included two examples
from the training data. Table 10 presents a case study based on a
CADEC sample, with additional case studies and prompt templates
available in Appendix E and Appendix F.

Table 7: Comparison of different languagemodels used in the
encoder with andwithout our triplet framework based on the
best-performing setup for each dataset. Bold indicates the
overall best scores for each dataset while an underline shows
the better score regarding the application of our framework.

PLM TriG-NER CADEC ShARe13 ShARe14

BioBERT [13] × 72.50 80.25 80.75
✓ 73.43 80.72 80.79

BioClinicalBERT [2] × 71.49 81.78 81.00
✓ 71.42 81.89 80.27

PharmBERT [31] × 70.78 80.25 80.00
✓ 71.90 80.39 81.11

PubMedBERT [8] × 70.19 82.00 81.42
✓ 71.39 83.22 82.54

Table 8: Comparison of performance fromfinetuning the pre-
trained languagemodels for the encoder layer. Bold indicates
best scores while underline shows next best.

Setup CADEC ShARe13 ShARe14

Pretrained 72.96 81.35 80.38
Finetuned 73.43 83.22 82.54

While our framework uses the same tags as W2NER, it goes fur-
ther by leveraging word-pair relationships to accurately recognise
multiple non-adjacent entity segments within the input text. In
contrast, W2NER processes word pairs in isolation, which limits its
ability to recognise entities with more than two disjoint spans, such
as "Pain in my lower legs" and "cramping in my lower legs", indexed
as [0, 3, 4, 7, 8] and [2, 3, 4, 7, 8], respectively. Furthermore, W2NER
struggles to detect uncommon, domain-specific terms and abbre-
viations, particularly when the entity consists of just one word.
For example, in Figure F4, our framework successfully extracts the
entity "PFO", which stands for "Patent Foramen Ovale", despite the
presence of other domain-specific terms. By contrast, W2NER in-
correctly extracts "MV", which in this context likely refers to "mitral
valve", but is not a disorder.

With LLMs’ recent success and popularity for general language
generation tasks, we evaluate their performance in extracting entity
indexes through zero-shot and few-shot chain-of-thought (CoT)
prompting. Because LLMs are optimised for next-word prediction,
these models are prone to alignment and indexing problems where,
despite clear instructions, the indexes returned do not correspond
to the entity words identified. We found that explicitly including
the entity words in the return format prompt helps partially but
does not entirely resolve the problem. For instance, in Figure F2,
the entity words "loss of range of motion" are correctly identified;
however, the indexes provided are one or two positions off. In some
cases, the number of words identified does not equate to the num-
ber of indexes returned, such as "{‘entity’: ‘loss of range of motion’,
‘index’: [32, 36], ‘type’: ‘ADR’}". Furthermore, LLMs fail to extract
discontinuous entities most of the time. In Table 10, both Gemini
and GPT-4o completely missed the overlapping continuous and dis-
continuous entities in the sample despite identifying relevant parts
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Table 9: Comparison of triplet loss margins. Bold indicates
best scores while underline shows next best.

Margin CADEC ShARe13 ShARe14

0.1 72.58 81.88 82.16
0.5 71.72 81.78 81.86
1 73.43 83.22 82.54
1.5 71.76 81.70 82.18
2 71.41 82.16 80.93

such as "Pain and cramping", "hands", and "lower legs". They cannot
effectively split and combine disjoint spans to form discontinuous
entities such as "Pain in my hands" and "Pain in my lower legs".
GPT-4o Few-shot CoT goes as far as returning the whole input
instead of associating the relevant spans together. Lastly, LLMs are
prone to extracting entities unrelated to the entity type provided.
For instance, body parts such as "hands" and "lower legs" in Table
10 and medical procedures such as "CABG" (coronary artery by-
pass graft surgery) are separately identified as ADRs and Disorders,
respectively.

While general LLMs have shown significant progress, they still
face limitations in specialised tasks like discontinuous entity ex-
traction, unless meticulously designed prompts are used. Trained
models continue to outperform current attempts to adopt LLMs
for biomedical NER [42]. Our framework, which enhances current
trainable DNER models by using token-level, grid-based triplets to
account for the similarity and dissimilarity of word pairs, delivers
superior performance, especially in handling complex discontinu-
ous entity recognition.

5.6 Hyperparameter Testing
We conducted further tests to investigate the impact of different
triplet loss margins on the best-performing setup for each dataset.
As shown in Table 9, using a margin of 1 consistently delivers supe-
rior performance across all datasets. In contrast, using a margin of 2
results in a significant performance drop for CADEC and ShARe14,
with reductions of 2.02 and 1.61 points, respectively. Similarly, a
margin of 1.5 causes a decline of 1.06 points for ShARe13. These
results highlight the sensitivity of our framework to the triplet
loss margin and the importance of carefully tuning this hyperpa-
rameter. The consistently strong performance with a margin of 1
underscores the robustness of our triplet-based model in captur-
ing word-pair relationships, ensuring optimal performance across
different datasets.

6 Conclusion
In this paper, we introduced TriG-NER, a novel Triplet-Grid Frame-
work designed to improve the extraction of discontinuous named
entities by leveraging token-level triplet loss and word-pair relation-
ships. By modelling token pairs within a flexible grid structure, our
framework overcomes the limitations of existing tagging schemes,
which often struggle to generalise across different datasets.

We evaluated TriG-NER on three benchmark DNER datasets,
demonstrating significant improvements over state-of-the-art grid-
based architectures. The results validate the effectiveness of our

Table 10: Case study for CADEC comparing the entity ex-
traction results from trained models using our TriG-NER
framework, a baseline model, and LLMs employing zero-shot
and few-shot chain-of-thought (CoT) prompt engineering.
The table compares how each method identifies discontinu-
ous entities within a sample sentence from the CADEC. The
models trained with our framework demonstrate more ac-
curate entity recognition, especially for non-adjacent entity
segments. Prompt templates for the LLMs are provided in
Appendix E. Green highlight indicates correctly identified
entities. Red highlight indicates otherwise.

Input

[‘Pain’, ‘and’, ‘cramping’, ‘in’, ‘my’, ‘hands’, ‘and’, ‘lower’, ‘legs’, ‘.’]

Gold Standard

{‘entity’: ‘Pain in my hands’, ‘index’: [0, 3, 4, 5], ‘type’: ‘ADR’},
{‘entity’: ‘Pain in my lower legs’, ‘index’: [0, 3, 4, 7, 8], ‘type’: ‘ADR’},
{‘entity’: ‘cramping in my lower legs’, ‘index’: [2, 3, 4, 7, 8], ‘type’: ‘ADR’},
{‘entity’: ‘cramping in my hands’, ‘index’: [2, 3, 4, 5], ‘type’: ‘ADR’}

Ours - 4/4 (100%)

{‘entity’: ‘Pain in my lower legs’, ‘index’: [0, 3, 4, 7, 8], ‘type’: ‘ADR’},
{‘entity’: ‘Pain in my hands’, ‘index’: [0, 3, 4, 5], ‘type’: ‘ADR’},
{‘entity’: ‘Pain in lower legs’, ‘index’: [0, 3, 7, 8], ‘type’: ‘ADR’},
{‘entity’: ‘cramping in my hands’, ‘index’: [2, 3, 4, 5], ‘type’: ‘ADR’},
{‘entity’: ‘cramping in my lower legs’, ‘index’: [2, 3, 4, 7, 8], ‘type’: ‘ADR’},
{‘entity’: ‘cramping in lower legs’, ‘index’: [2, 3, 7, 8], ‘type’: ‘ADR’}

W2NER - 2/4 (50%)

{‘entity’: ‘Pain in my hands’, ‘index’: [0, 3, 4, 5], ‘type’: ‘ADR’},
{‘entity’: ‘cramping in my hands’, ‘index’: [2, 3, 4, 5], ‘type’: ‘ADR’}

Gemini Zero Shot CoT - 0/4 (0%)

{‘entity’: ‘Pain’, ‘index’: [0], ‘type’: ‘ADR’},
{‘entity’: ‘cramping’, ‘index’: [2], ‘type’: ‘ADR’},
{‘entity’: ‘hands’, ‘index’: [5], ‘type’: ‘ADR’},
{‘entity’: ‘lower legs’, ‘index’: [7, 8], ‘type’: ‘ADR’}

Gemini Few Shot CoT - 0/4 (0%)

{‘entity’: ‘Pain and cramping’, ‘index’: [0, 1, 2], ‘type’: ‘ADR’},
{‘entity’: ‘hands’, ‘index’: [5], ‘type’: ‘ADR’},
{‘entity’: ‘lower legs’, ‘index’: [7, 8], ‘type’: ‘ADR’}

GPT-4o Zero Shot CoT - 0/4 (0%)

{"entity": "Pain", "index": [0], "type": "ADR"},
{"entity": "cramping", "index": [2], "type": "ADR"}

GPT-4o Few Shot CoT - 0/4 (0%)

{"entity": "Pain", "index": [0], "type": "ADR"},
{"entity": "cramping", "index": [2], "type": "ADR"},
{"entity": "Pain and cramping", "index": [0, 1, 2], "type": "ADR"},
{"entity": "Pain and cramping in my hands", "index": [0, 1, 2, 3, 4, 5], "type": "ADR"},
{"entity": "Pain and cramping in my hands and lower legs", "index": [0, 1, 2, 3, 4, 5,
6, 7, 8], "type": "ADR"}

approach in capturing non-adjacent entity segments and under-
score the framework’s ability to adapt to various tagging schemes,
setting a new standard for discontinuous entity extraction. Future
work could explore integrating our framework with larger language
models and expanding its application to other structured prediction
tasks, such as relation extraction and event detection. We hope that
our framework, with its innovative grid-based triplet approach, will
inspire further research into developing generalisable methods for
discontinuous named entity recognition in structured prediction.
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A Comprehensive Metric Scores
We provide the F1, Precision, and Recall scores from our overall
best-performing model in Table A1. In Table A2, we present the
performance scores from the model setup that scores highest for
the discontinuous entities only (DiscEnt). We observe significantly
higher scores for discontinuous entities for the best DiscEnt model
with 1.66%, 2.92%, and 4.83% for CADEC, ShARe13, and ShARe14,
respectively. However, despite not having the best overall scores in
our experiments, the best DiscEnt models still outperform all of the
baselines for the CADEC and ShARe14 datasets and are comparable
to our overall best model highlighting the ability of our framework
to extract discontinuous entities through word-pair triplets.

Table A1: Complete performance scores from the best-
performing overall model for sentences with at least one
discontinuous entity (DiscSent) and for discontinuous enti-
ties only (DiscEnt).

DiscSent DiscEnt

Dataset F1 P R F1 P R

CADEC 70.54 75.52 66.18 48.55 53.16 44.68
ShARe13 69.23 79.14 61.53 57.14 71.23 47.71
ShARe14 64.82 65.64 64.01 54.40 60.96 49.12

Table A2: Complete performance scores from the best-
performing discontinuous entity model for the overall
dataset, for sentences with at least one discontinuous en-
tity (DiscSent), and for discontinuous entities only (DiscEnt).

Overall DiscSent DiscEnt
F1 P R F1 P R F1 P R

CADEC 73.22 75.00 71.52 70.59 73.81 67.64 49.71 54.43 45.74

ShARe13 81.35 85.60 77.50 69.09 79.44 61.13 60.06 78.52 48.62

ShARe14 82.16 79.78 84.69 72.89 74.25 71.59 59.23 57.60 60.95

10

https://doi.org/10.1109/TIP.2021.3084106
https://doi.org/10.1109/TIP.2021.3084106
https://doi.org/10.18653/v1/2021.acl-long.63
https://doi.org/10.1109/IJCNN48605.2020.9207201
https://doi.org/10.1109/IJCNN48605.2020.9207201
https://doi.org/10.18653/v1/2023.acl-short.98
https://doi.org/10.18653/v1/2023.acl-short.98
https://doi.org/10.18653/v1/2021.acl-long.451
https://doi.org/10.18653/v1/2021.acl-long.451
https://doi.org/10.18653/v1/2022.acl-long.59
https://doi.org/10.18653/v1/2022.acl-long.59
https://doi.org/10.1109/ICASSP48485.2024.10446885


1161

1162

1163

1164

1165

1166

1167

1168

1169

1170

1171

1172

1173

1174

1175

1176

1177

1178

1179

1180

1181

1182

1183

1184

1185

1186

1187

1188

1189

1190

1191

1192

1193

1194

1195

1196

1197

1198

1199

1200

1201

1202

1203

1204

1205

1206

1207

1208

1209

1210

1211

1212

1213

1214

1215

1216

1217

1218

TriG-NER: Triplet-Grid Framework
for Discontinuous Named Entity Recognition Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

1219

1220

1221

1222

1223

1224

1225

1226

1227

1228

1229

1230

1231

1232

1233

1234

1235

1236

1237

1238

1239

1240

1241

1242

1243

1244

1245

1246

1247

1248

1249

1250

1251

1252

1253

1254

1255

1256

1257

1258

1259

1260

1261

1262

1263

1264

1265

1266

1267

1268

1269

1270

1271

1272

1273

1274

1275

1276

B Token Gap Analysis
Figure B1 shows the difference in token gaps between CADEC,
ShARe13, and ShARe14. CADEC generally shows shorter gaps
between spans for discontinuous entities, while the ShARe datasets
have wider gaps despite having shorter entities. These differences
present unique challenges for extracting discontinuous entities in
each dataset, highlighting the need for a flexible and adaptable
solution like our proposed framework.

Figure B1: Distribution of token gaps of discontinuous enti-
ties.

C Hyperparameter Study
We investigate the effect of different hyperparameter values on
our best overall model. In Table C1, we test different learning rate
values for the Adam optimiser and find that the optimal learning
rate value for our framework is 5e-04.

Table C1: Comparison of learning rates. Bold indicates best
scores while underline shows next best.

Learning Rates CADEC ShARe13 ShARe14

1e-03 72.40 81.00 81.56
5e-04 73.43 83.22 82.54
3e-04 71.68 81.72 82.08
2e-05 69.53 80.87 81.62

D Best-found Parameter Setup

Table D1: Parameter setup for the bestmodel based on overall
performance scores for each dataset.

Setting CADEC ShARe13 ShARe14

PLM BioBERT PubMedBERT PubMedBERT
Window Size 25 10 5
Triplet Method Centroid Centroid Neg. Centroid
Learning Rate 5e-04 5e-04 5e-04
Source Grid Tag Logits Grid Tag Logits Word-Pair Grid

E Large Language Model Prompts

Table E1: Prompt templates used for large language models.

Prompt Type Content

Zero Shot CoT "The task is to find the index of the words from
any entity_descriptor entities from the given text.
The text input is already tokenized and is given
in a list form where one entry corresponds to a
word or punctuation. The word indexes must be
based on the list. The entities may be continuous
or discontinuous, single-word or multiple words.
There may also be no entities in the text.\nText:
input \nReturn the output in a json format fol-
lowed by a set of steps to explain how the out-
put was generated:\n“‘json [{\"entity\": entity, \"in-
dex\":[index1, index2 etc], \"type\": \"entity_type\"},
{\"entity\": entity, \"index\":[index1, index2, index3
etc], \"type\": \"entity_type\"}, etc]“‘\nExplanation:
explanation\n"

Few Shot CoT "The task is to find the index of the words from any
entity_descriptor entities from the given text.
The text input is already tokenized and is given
in a list form where one entry corresponds to a
word or punctuation. The word indexes must be
based on the list. The entities may be continuous
or discontinuous, single-word or multiple words.
There may also be no entities in the text.\n\nBelow
are some examples of input text and output for-
mat.\n\nInput text: input_example_1\nExpected
output: output_example_1\n\nInput text:
input_example_2\nExpected output:
output_example_2\n\nNow extract the enti-
ties from the text below following the examples
above.\nText: input\nReturn the output in a json
format followed by a set of steps to explain how the
output was generated:\n“‘json [\"entity\": entity, \"in-
dex\":[index1, index2 etc], \"type\": \"entity_type\",
\"entity\": entity, \"index\":[index1, index2, index3
etc], \"type\": \"entity_type\", etc]“‘\nExplanation:
explanation\n"
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Table E2: Variables and examples used for prompt engineer-
ing for each dataset.

CADEC Value
entity_type ADR
entity_descriptor adverse drug reaction (ADR)
input_example_1 [‘Eczema’, ‘on’, ‘hands’, ‘and’, ‘feet’, ‘,’, ‘rash’,

‘on’, ‘upper’, ‘left’, ‘torso’, ‘,’, ‘depression’, ‘.’]
output_example_1 [{‘index’: [0, 1, 4], ‘type’: ‘ADR’}, {‘index’: [0,

1, 2], ‘type’: ‘ADR’}, {‘index’: [6, 7, 8, 9, 10],
‘type’: ‘ADR’}, {‘index’: [12], ‘type’: ‘ADR’}]

input_example_2 [‘My’, ‘fingers’, ‘swelled’, ‘up’, ‘and’, ‘hurt’, ‘.’]
output_example_2 [{‘index’: [1, 5], ‘type’: ‘ADR’}, {‘index’: [1, 2,

3], ‘type’: ‘ADR’}]

ShARe13 Value
entity_type Disorder
entity_descriptor disorder
input_example_1 [‘1’, ‘.’, ‘The’, ‘left’, ‘atrium’, ‘is’, ‘mildly’, ‘di-

lated’, ‘.’, ‘No’, ‘atrial’, ‘septal’, ‘defect’, ‘is’,
‘seen’, ‘by’, ‘2D’, ‘or’, ‘color’, ‘Doppler’, ‘.’]

output_example_1 [{‘index’: [3, 4, 7], ‘type’: ’Disorder’}, {’index’:
[10, 11, 12], ‘type’: ’Disorder’}]

input_example_2 [‘Abd’, ‘:’, ‘She’, ‘had’, ‘an’, ‘ascitic’, ‘abdomen’,
‘that’, ‘was’, ‘very’, ‘large’, ‘,’, ‘round’, ‘,’, ‘and’,
‘soft’, ‘.’]

output_example_2 [{‘index’: [5], ‘type’: ‘Disorder’}, {‘index’: [6,
15], ‘type’: ‘Disorder’}]

ShARe14 Value
entity_type Disorder
entity_descriptor disorder
input_example_1 [‘abd’, ‘soft’, ‘,’, ‘nt’, ‘,’, ‘nd’]
output_example_1 [{‘index’: [0, 5], ‘type’: ‘Disorder’}, {‘index’: [0,

3], ‘type’: ‘Disorder’}, {‘index’: [0, 1], ‘type’:
‘Disorder’}]

input_example_2 [‘1’, ‘.’, ‘Non’, ‘-’, ‘ST’, ‘-’, ‘elevation’, ‘myocar-
dial’, ‘infarction’, ‘.’]

output_example_2 [{‘index’: [2, 3, 4, 5, 6, 7, 8], ‘type’: ‘Disorder’}]
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F Case Studies

Figure F1: Case study for CADEC comparing results from
trainedmodels using our framework and a baseline and from
zero and few-shot CoT prompt engineering using LLMs. The
sample prompt provided follows the few-shot CoT template.
All prompt templates are provided in Appendix E.

Figure F2: Case study for CADEC comparing results from
trainedmodels using our framework and a baseline and from
zero and few-shot CoT prompt engineering using LLMs. The
sample prompt provided follows the few-shot CoT template.
All prompt templates are provided in Appendix E.
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Figure F3: Case study for ShARe13 comparing results from
trainedmodels using our framework and a baseline and from
zero and few-shot CoT prompt engineering using LLMs. The
sample prompt provided follows the few-shot CoT template.
All prompt templates are provided in Appendix E.

Figure F4: Case study for ShARe14 comparing results from
trainedmodels using our framework and a baseline and from
zero and few-shot CoT prompt engineering using LLMs. The
sample prompt provided follows the few-shot CoT template.
All prompt templates are provided in Appendix E.
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