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Abstract

Retrieval Augmented Language Models
(RALMs) have emerged as a leading ap-
proach in Open-Domain Question Answering
(ODQA), leveraging external knowledge
to enhance answer generation. However,
RALMs face challenges when confronted with
irrelevant or distracting contexts, particularly
in real-world applications with less curated
data sources. Addressing these challenges
is crucial for improving model accuracy and
trustworthiness. In this study, we introduce
an innovative in-context learning method
Simluate-The-Noise (STN) designed to increase
language model resilience in scenarios with
absent answers or high distraction. By integrat-
ing perturbation techniques with in-context
learning, we develop examples that simulate
noisy retrieval conditions. Our method notably
enhances model robustness without additional
training or annotation, enabling the model to
accurately identify ‘unanswerable’ situations
in distracting contexts. This cost-effective
approach, which simply adds pre-constructed
examples to prompts during inference, signifi-
cantly improves model inference robustness in
complex real-world scenarios, thus advancing
the reliability of RALMs in ODQA tasks.

1 Introduction

Retrieval Augmented Language Models (RALMs)
has become the predominant approach in the
domain of Open-Domain Question Answering
(ODQA). RALM harness external knowledge to
construct answers, thereby enhancing the model’s
capability to respond to queries beyond data previ-
ously trained and improve performance. A typical
RALM operates through a two-stage approach: ini-
tially retrieving relevant contexts to question and
subsequently generating responses based on this
retrieved information. Previous studies have val-
idated this as an effective strategy. (Guu et al.,
2020; Lewis et al., 2020; Izacard and Grave, 2021;
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Figure 1: An example of a situation where the retrieved
contexts do not contain the answer to a question.

Borgeaud et al., 2022; Ram et al., 2023; Shi et al.,
2023b)

Nonetheless, RALM encounters challenges
when the retrieved contexts do not contain infor-
mation pertinent to the correct answer or when
these contexts are filled with distracting elements
that could mislead the answer generation process.
In real-world applications, these situations are no-
tably more likely to occur as data are gathered
from search engines or corporate knowledge bases
where the information may not be as reliably or-
ganized or accurate as Wikipedia articles. Im-
proving the model’s accuracy and apt responses
in cases of noisy context is crucial and complex,
directly affecting RALM’s trustworthiness and ro-
bustness. Prior research has primarily managed
these challenges by further refining the retrieved
context (Nogueira and Cho, 2019; Yu et al., 2022;
Glass et al., 2022; Weston and Sukhbaatar, 2023),
nonetheless, at the risk of irrelevant contexts influ-
encing the generation phase.

In our study, we present a novel in-context learn-
ing method Simulate-The-Noise (STN) to boost lan-
guage model resilience, effective in both answer-
lacking and distraction-rich scenarios. STN uses
well-crafted examples to enable the model to iden-
tify unanswerable cases, enhancing its response
accuracy in various contexts.

We develop examples simulating noisy retrieval
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Figure 2: Overview of our approach. Unlike the conventional RALM method, we retrieve cases from the case pool
based on the question, and then concatenate these cases with the retrieved contexts to generate the output. This
enables more robust inference in noisy retrieval situations (where the correct answer is absent).

conditions, combining in-context learning with
perturbation techniques. Our findings reveal that
adding the right examples significantly increases
model robustness, eliminating the need for extra
training or annotation. These examples also help
the model to reliably respond with “unanswerable”
in distracting contexts, avoiding incorrect answers.

STN is efficient, involving the addition of pre-
constructed examples to prompts during inference.
It avoids the need for multiple forward passes or
auxiliary models, making it cost-effective. This
approach holds promise for improving robustness
in real-world situations with complex retrieval con-
texts, thereby enhancing their reliability.

2 Method
2.1 In-context RALM with cases

We focus on enhancing language models (LMs)
to identify responses as “unanswerable" in noisy
retrieval scenarios, both when the context lacks the
correct answer and when it contains only distract-
ing information without the actual answer. Our
Retrieval Augmented Language Model (RALM)
follows in-context RALM framework (Ram et al.,
2023), with a particular focus on Open Domain
Question Answering (ODQA) scenarios.

In in-context RALM, for given a question x and
answer gy, we retrieve documents from external
knowledge source and use the k£ highest ranked
documents d = [dy,ds, ..., d;]. We then concate-
nate z with d to formulate the answer. The process
is represented as:

n
p(yle) =D p(yld; z;) (1)
i=1

We enhance this process by incorporating in-
context examples. These specially crafted example

texts, which we will refer to as cases, are repre-
sented by C' = {c1, ca, ..., ¢}, then (1) becomes:

n
plylz) =Y p(y|C, d; ;) 2)
i=1
The cases we create are essential for directing
LMs in noisy contexts. These cases, represented by
the set C', should meet following specific require-
ments:
1. They should be similar to the original task.
2. Adding them should not diminish the model’s
performance on the original task.
3. They ought to facilitate robust inference in
situations of noisy retrieval.

2.2 Crafting cases

We will utilize the SQuAD dataset (Rajpurkar et al.,
2016) to construct a case set C; that enables robust
inference in noisy retrieval situations for input ques-
tion ;. The SQuAD dataset D is an MRC dataset
composed of question (g), passage (p) and answer
(a) pairs, represented as D = {(gj, pj, a;)}jL;. To
this dataset, we will apply a perturbation operation
P to create cases similarly structured as (g, p, a)
pairs.

QA case To enhance the reasoning capabilities
of LMs in ODQA, we supply MRC data as QA
cases. Since ODQA essentially involves a reading
comprehension task with multiple passages, we use
the SQuAD dataset directly without perturbation.
Unanswerable case We craft unanswerable cases
to simulate scenarios where the retrieved contexts
do not hold answers. In these unanswerable cases,
pj is related to g; but does not contain the answer.
By adding such cases to the prompt, we enable the
LM to robustly classify responses as unanswerable
when the retrieved contexts lack answers.



NQ TriviaQA
Prompt EM EM EM F1 EM EM EM F1
(unans) (ans) (unans) (ans)
Baseline | 20.33 19.61 20.78 30.46 56.17 25.18 69.46 63.84
1Q 29.09 10.53 40.39 37.88 58.00 10.34 78.44 64.02
3Q 32.96 11.49 46.05 41.74 59.03 8.83 80.56 64.36
2Q+1U0 41.61(+8.65)  35.04(+23.55)  45.61(-0.44)  50.14(+8.4) 64.60(+5.57)  31.63(+22.8) 78.74(-1.82)  69.70(+5.34)
5Q 34.54 13.53 47.35 42.97 59.19 8.57 80.90 64.46
3Q+2U 44.16(+9.62)  40.45(+26.92)  46.41(-0.94)  52.21(+9.24) | 65.98(+6.79)  37.01(+28.44)  78.40(-2.5) 71.02(+6.56)

Table 1: Overall performance on the unanswerable datasets. EM (unans) means unanswerable EM and EM (ans)
means answerable EM. "Q" represents QA cases, "U" denotes Unanswerable cases, and "A" stands for Adversarial
cases. The numbers in parentheses indicate the relative performance improvement of the combined cases compared
to the same number of QA cases. The best performance in each column is highlighted in bold.

EM EM EM EM
Prompt EM (unans) (ans) Fl (unans-only) (adv-unans)
Baseline 19.19 16.05 24.49 25.29 19.30 11.72
1Q 21.46 8.24 43.78 26.79 10.34 5.45
3Q 24.29 9.08 49.96 29.41 11.04 6.48
5Q 25.70 10.71 51.00 30.69 13.43 7.09
2Q+1U0 36.92 30.17 48.32 42.10 34.98 23.76
1Q+1U+1A 41.96(+5.04) 37.62(+7.45) 49.29(+0.97) 46.75(+4.65) 43.24(+8.26) 30.14(+6.38)
3Q+2U 40.58 34.80 50.33 45.36 40.23 27.57
1Q+2U+2A 43.96(+3.38) 40.36(+5.56) 50.03(-0.30) 48.58(+3.22) 46.25(+6.02) 32.51(+4.94)

Table 2: Overall performance on the adversarial-unanswerable NQ dataset. EM (unans-only) refers to the Exact
Match measured on unanswerable data where the retrieved contexts do not contain adversarial content, while EM
(adv-unans) is the Exact Match for data that includes adversarial contexts. Similarly, the best performance in each

column is highlighted in bold.

For these cases, we select a passage p; from D
by considering the weighted average of the simi-
larities between p; and original passage p;, as well
as between p; and the question ¢;, ensuring that
p;j doesn’t contain the answer a;. Then we sub-
stitute p; with p;, simulating the noisy retrieval
conditions of ODQA using a dense retriever based
on the input question. Additionally, we modify the
original answer a; to unanswerable reflecting situ-
ations where the relevant information is absent.
Adversarial case We make adversarial cases fol-
lowing the TASA framework (Cao et al., 2022). In
TASA, adversarial sentences are created for MRC
task by substituting the subjects/objects in the sen-
tence that contain answers (answer sentence) with
different entities/nouns. However, in ODQA, the re-
trieved context often comprises multiple sentences.
Thus, instead of adding a single adversarial sen-
tence to the end of the passage, we create and inte-
grate an adversarial passage.

The process of crafting an adversarial passage is
as follows:

1. Rewrite passage: We use GPT-3.5 to rewrite
the original passage p;, generating a new pas-
sage p; that preserves the meaning and an-
SWer.

2. Entity/Noun Substitution: We make a adver-
sarial sentence using answer sentence in p;
following TASA. Unlike TASA, which sub-

stitutes the subject/object with random enti-
ties/nouns, we use word vector similarity to
find highly similar replacements, thus main-
taining the original passage’s meaning and
embedding similarity. This adversarial sen-
tence then replaces the answer sentence in p;.

3. Truncate and Concatenate: Since directly
combining the p; and p; would double the
length of the passage and introduce redun-
dancy, we truncate them to an appropriate
length, and concatenate the p; to p;.

This approach ensures that our adversarial pas-
sages closely mirror the original context while in-
corporating subtle, challenging variations in order
to enhance the robustness of the model in complex
ODQA scenarios.

2.3 Case retrieval

Using the aforementioned methods to apply per-
turbations to the dataset D, we generate a separate
case set for each type of perturbation. To utilize
the case most similar to the input question x at in-
ference time, we employed a case-based reasoning
approach (Thai et al., 2023).

3 Experiment

3.1 Dataset and augmentation

We conducted experiments using two bench-
mark datasets in ODQA: Natural Questions



(Kwiatkowski et al., 2019) and TriviaQA (Joshi
et al., 2017). For TriviaQA, we randomly sampled
a third of the entire dataset. We selected the Con-
triever (Izacard et al., 2022a) as our retriever model
and used top 5 retrieved contexts for retrieval aug-
mentation. The detailed dataset statistics are in
appendix A. We augmented the original NQ and
TriviaQA in two distinct ways to create scenarios
simulating noisy contexts. Using this dataset, we
aim to evaluate how effectively language models
(LMs) can respond in situations where the answer
is not present in retrieved contexts.
Unanswerable dataset If none of those top-5
retrieved contexts contained the answer string, we
replaced the original answer with unanswerable.
Adversarial-unanswerable dataset To simulate
more challenging and realistic scenarios, we ap-
plied adversarial attacks to contexts containing the
correct answer. The method of adversarial attacks
was the same as that used for case generation, with
the difference that we used only the adversarial pas-
sage instead of concatenating it with the original.
Hence, the adversarial passage also did not contain
the answer. Similar to the unanswerable dataset, if
the top 5 contexts do not contain the answer, the
original answer was changed to unanswerable. The
aim of this dataset is to measure the model’s ability
to robustly identify unanswerable amidst confus-
ing adversarial information. The detailed statics of
augmented datasets are also in appendix A.

3.2 Baseline methods

Language Model In this experiment, the GPT-
3.5-turbo-instruct model was employed. We used
greedy decoding and kept the seed value fixed
throughout the experiment for reproducible results.
Baseline For the baseline, we chose a zero-shot
setting that was provided only with instructions to
answer with unanswerable when an answer could
not be found in the contexts.

Baseline with cases To assess the effectiveness
of the cases we created, we conducted compara-
tive experiments by adding various combinations
of cases to the baseline. Initially, we examined the
impact of number of QA cases on ODQA. Then,
for a fair comparison, we kept the total number of
cases constant while varying their combinations in
subsequent experiments.

3.3 Evaluation

Exact Match (EM) and F1 scores are reported fol-
lowing previous literature (Izacard et al., 2022b).

3.4 Results

Table 1 presents the results for the unanswerable
dataset. We assessed Exact Match (EM) both for
data labeled as "unanswerable" (unanswerable EM)
and for data not labeled as such (answerable EM).
Initially, adding QA examples improved the an-
swerable EM, but increasing the examples from 3
to 5 did not result in a significant rise. However,
appropriately adding unanswerable cases to the QA
cases, compared to models with an equal number
of QA cases alone, resulted in a substantial increase
in unanswerable EM (23.55 and 26.92 in NQ) with-
out decreasing the answerable EM. This suggests
that our crafted unanswerable cases enhanced the
LM’s ability to respond with unanswerable’ in
noisy context situations.

Table 2 shows the results for the adversarial-
unanswerable dataset, revealing a trend similar to
that observed in the unanswerable dataset. While
increasing the number of QA cases did enhance
the answerable EM, using a well-combined set of
cases yielded higher EM scores. Notably, in the
adversarial unanswerable data, adding adversarial
cases proved more effective than using only unan-
swerable cases. This demonstrates that a strate-
gic combination of cases can significantly enhance
the LM’s robustness in more complex, noisy sit-
uations. This demonstrates that providing well-
designed cases appropriately in conjunction with
simple in-context examples allows the model to
infer robustly in such scenarios.

4 Related Work

We discuss the development of the RALM frame-
work and also introduce previous literature that dis-
cussed the robustness of RALMs in the Appendix.

5 Conclusion

In our experiment, we explored how LMs respond
in noisy retrieval situations and the impact of the
cases we created in such scenarios. We found that
simply adding in-context examples (QA cases) is
not sufficient to address those. However, when
well-designed cases were utilized, there was a sig-
nificant improvement in performance under noisy
retrieval conditions, and it was confirmed that more
robust inference is possible even in more complex
situations through various combinations. This sug-
gests that our research could provide a new method-
ology to fully harness the reasoning capabilities of
LMs by offering appropriate examples.



6 Limitations and Risk

Our work tries to make the RALM process to be
more robust by simulating noisy context settings.
One limitation of this approach is that our cases re-
quire a reading comprehension dataset. So in case,
there is a large domain shift, such as biomedical
ODQA, we might not perform so well.
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A Appendix

A.1 Dataset statistics

Tables 3 and 4 show dataset statistics. Table 3
presents the statistics of the original NQ and TQA.
Table 4 shows the statistics for the adversarial-
unanswerable dataset of NQ. They include the num-
ber and proportion of each data type.

A.2 Case based reasoning

We conducted additional experiments to validate
the effectiveness of the case-based reasoning ap-
proach. Focusing on an unanswerable dataset, we
compared the results of retrieving cases randomly
from the entire case set with those obtained using
case-based reasoning. Table 5,6 presents these re-
sults. Table 5 shows performance on NQ and Triv-
iaQA unanswerable datasets. Table 6 shows the
performance of the NQ adversarial-unanswerable
dataset. In both datasets, the findings demonstrate
that retrieving cases using case-based reasoning is
more effective.

A.3 Related works

In-context RALMs Traditionally, Retrieval-
Augmented Language Models (RALMs) involved
training a separate reader to generate answers based
on the retrieved documents (Lewis et al., 2020;
Izacard and Grave, 2021). Howeyver, it has been re-
cently discovered that large language models can be
used as readers without additional training. (Levine
et al., 2022b,a) Moreover, it has been shown that
enhancing performance is possible either by further
training the retriever (Shi et al., 2023b) or simply
by concatenating documents to the query (Ram
et al., 2023).

Robustness of RALMs RALMs are demonstrating
exceptional performance in knowledge-intensive
tasks by merging external knowledge with the gen-
erative capabilities of language models. Recent
studies indicate that large language models are
sensitive to the retrieved context, with irrelevant
context actually degrading performance. (Longpre
et al., 2021; Weller et al., 2022; Shi et al., 2023a)
In cases where there are conflicts between retrieved
contexts, or when information is absent, several
researches utilize prompting (Zhou et al., 2023) or
train separate calibrators (Chen et al., 2022) to re-
solve these issues. Our approach can be described
as maximizing the reasoning capabilities of lan-
guage models (LMs) by using appropriate prompts
when information is lacking.



NQ TriviaQA

Prompt EM EM EM f1 EM EM EM f1
(unans) (ans) (unans) (ans)

3Q+2U 44.16 4045 4641 52.21 | 49.28 37.01 7840 71.02
3Q+2U (R) | 40.89 3358 4534 4928 | 64.81 3048 79.54 69.94

Table 5: Performance on the unanswerable dataset. (R) indicates the results of randomly retrieving cases.

EM EM EM EM
Prompt EM (unans) (ans) EM (unans only) (adv-unans)
1Q+2U+2A 43961 40.362 50.037 48.587 46.255 32.51
1Q+2U+2A (R) | 41.053 35333 50.707 45.77 40.695 28.189

Table 6: Performance of the NQ adversarial-unanswerable dataset. (R) indicates the results of randomly retrieving
cases.
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