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ABSTRACT

Backpropagation (BP) is the cornerstone algorithm for training artificial neural
networks, yet its reliance on update-locked global error propagation limits bio-
logical plausibility and hardware efficiency. Predictive coding (PC), originally
proposed as a model of the visual cortex, relies on local updates that allow par-
allel learning across layers. However, practical implementations face two key
limitations: error signals must still propagate from the output to early layers
through multiple inference-phase steps, and feedback decays exponentially dur-
ing this process, leading to vanishing updates in early layers. These issues re-
strict the efficiency and scalability of PC, undermining its theoretical advantage
in parallelization over BP. We propose direct Kolen—Pollack predictive coding
(DKP-PC), which simultaneously addresses both feedback delay and exponential
decay, yielding a more efficient and scalable variant of PC while preserving up-
date locality. Leveraging the direct feedback alignment and direct Kolen—Pollack
algorithms, DKP-PC introduces learnable feedback connections from the output
layer to all hidden layers, establishing a direct pathway for error transmission.
This yields an algorithm that reduces the theoretical error propagation time com-
plexity from O(L), with L being the network depth, to O(1), enabling parallel
updates of the parameters. Moreover, empirical results demonstrate that DKP-PC
achieves performance at least comparable to, and often exceeding, that of stan-
dard PC, while offering improved latency and computational performance. By en-
hancing both scalability and efficiency of PC, DKP-PC narrows the gap between
biologically-plausible learning algorithms and BP, and unlocks the potential of
local learning rules for hardware-efficient implementations.

1 INTRODUCTION

Major advances in artificial intelligence, from image recognition (LeCun et al., 2002; Krizhevsky
et al, 2017; Alom et al., [2018) to image generation (Kingma & Wellingl 2013 [Parmar et al.,
2018} |Goodfellow et al.l 2020) and natural language processing (Hochreiter & Schmidhuber, [1997;
Vaswani et al.| 2017; Beck et al., [2024), have all been enabled by backpropagation of error (BP),
the fundamental algorithm underlying the training of artificial neural networks (ANNSs) (Linnain-
maa, |1970; [Rumelhart et al., |1986; Werbos| [1988). However, several studies have put into question
the plausibility of its direct implementation in biological neural systems (Grossberg), 1987} [Lillicrap
et al.,2016; Lillicrap & Santorol |2019; |Whittington & Bogacz, [2019; Ellenberger et al., 2024). Two
primary concerns come from (i) the reliance on a global error signal that must be propagated back-
ward and sequentially through the network hierarchy, thereby blocking parameter updates, and (ii)
early layers depending directly on error signals generated by distant nodes. These biological plau-
sibility issues of BP are commonly referred to as update locking and non-locality (Ngkland, 2016;
Frenkel et al., [2021}; |Ororbial 2023)). Importantly, they lead to inefficiencies in hardware implemen-
tations, imposing memory and latency overheads (Mostafa et al., 2018 [Frenkel et al.,|2023)).

Predictive coding (PC), originally introduced as a model of the visual cortex in the human brain (Rao
& Ballard| [1999; Huang & Raol 2011), is emerging as a promising alternative to BP, potentially
alleviating its update-locking and non-locality limitations (Millidge et al., [2022a; [Salvatori et al.,
2023)). Its framework is grounded in Bayesian inference under the Free Energy Principle (Friston,
2005} [Friston et al., [2006; [Friston & Kiebel, 2009)), providing a rigorous mathematical foundation
with connections to information theory (Elias,|1955;/2003) and energy-based models (Millidge et al.,
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2022bjc). Rather than minimizing a global error signal, PC minimizes the network’s variational free
energy (FE), defined as the sum of layer-wise squared errors between each layer’s activity and its
incoming prediction. Unlike BP, where weights are directly updated, PC learning has two phases.
In the inference phase, neural activity is updated to minimize the FE, and in the learning phase,
weights are updated based on the optimized neural activity. However, while this framework yields
local and layer-wise update rules, the error in PC is still generated at the output and must propagate
backward during inference. This error-delay limitation causes PC to be significantly slower than BP,
and limits its efficiency and suitability for custom hardware implementations (Zahid et al.l [2023).
Moreover, the delayed error decays exponentially with depth, yielding vanishing updates in early
layers (Pinchetti et al., 2024} |Goemaere et al., 2025).

To address these limitations, we propose to propagate error information from the output layer to all
hidden layers, yielding an instantaneous error term across the hierarchy. We thus build on feedback
alignment methods (Lillicrap et al, |2014). Direct feedback alignment (DFA) (Ngkland, [2016) uses
random direct feedback connections to deliver error signals from the output to all hidden layers,
avoiding both error delay and decay. However, DFA scales poorly, especially in deep convolutional
networks. Direct Kolen-Pollack (DKP) improves DFA by learning the feedback matrices (Web-
ster et al., 2020), incorporating learning rules inspired by the Kolen-Pollack (KP) algorithm (Kolen
& Pollack, (1994} |Akrout et al, 2019), thereby enhancing performance while preserving locality.
Figure [I] illustrates these frameworks and shows how our proposed direct KP predictive coding
(DKP-PC) integrates primitives of both PC and DKP.

Our contributions are summarized as follows:

1. We extend the empirical analysis of [Webster et al.| (2020) by providing a mathematical mo-
tivation for why DKP achieves closer alignment with BP than standard DFA. This novel
view further supports the integration of DKP within the PC framework as an efficient pre-
liminary weight update to generate an instantaneous error term at every layer.

2. We introduce the DKP-PC algorithm, which simultaneously mitigates the feedback error
delay and exponential decay limitations of BP while preserving locality. This, for the first
time, enables full parallelization in PC networks regardless of batch size. We further discuss
how our proposed PC variant achieves a time complexity of O(1), compared to O(L) for
BP, with L being the network depth.

3. We provide a theoretical and empirical analysis of the synergy between DKP-PC compo-
nents, demonstrating how the PC neural activity update, under the DKP regime, leads to
improved feedback matrix update and, ultimately, to better and more stable gradient align-
ment with BP compared to standard DKP.

4. We empirically demonstrate that DKP-PC performs on par with, or outperforms, both
DKP and PC, benchmarking them across fully-connected and convolutional networks up to
VGG-9 on Tiny ImageNet. We further assess DKP-PC’s computational efficiency, showing
that it consistently achieves more than a 60% reduction in training time for both VGG-7
and VGG-9.

2 BACKGROUND

In this section, we review from a mathematical perspective the core concepts of BP, DFA/DKP, and
PC, which form the basis of our DKP-PC algorithm.

2.1 BACKPROPAGATION

BP enables recursive and efficient computation of parameter gradients by applying the chain rule of
calculus to propagate error derivatives from the output layer back through the network (Linnainmaal,
1970; Rumelhart et al.,[1986)). Let us consider a neural network as shown in Figure EKA), where each
layer £ € {0, ..., L} is associated with an activity vector x;, € R%, where x denotes the input and
x 1, the output, and dy is the number of neurons in layer ¢. The forward pass is defined recursively as

2 =0 1xe—1, x0=f(2), 1<ULL 9]
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(B) DFA/DKP

Figure 1: DKP-PC embeds DKP within the PC framework to address the error feedback delay and
exponential decay issues of PC. Blue arrows represent forward connections, red arrows represent
feedback connections. Neural activities are shown as gray circles, with clamped values in darker
gray; xo denotes the input, y the target. L is the loss function, with §, the BP error, J, its ap-
proximations, and €, the PC error neurons, represented as triangles. (A) BP propagates the global
error sequentially. (B) DFA and DKP propagate the error directly from the output to each layer.
(C) PC minimizes local errors through an inference phase, followed by a learning phase that up-
dates weights. (D) DKP-PC uses DKP’s direct feedback to provide instantaneous error signals at all
layers, accelerating the PC inference phase while preserving local weight updates.

where ©,_, € R%*d-1 is the synaptic weight matrix mapping activity at layer ¢ — 1 to layer ¢, and
f : R% — R is typically an element-wise non-linear activation function. The output error is then
expressed in terms of the least-squared error (LSE)

1
L= 3llzr = yli3, @

where x7, is the network’s output and y € R?~ is the target vector. Applying the chain rule, the
recursively backpropagated errors g—fe = 6y € R% are thus

6€:{xL—y if¢{ =1L,

f'(20) ® (©/ dp11) otherwise, ®)

where © denotes the Hadamard product between the activation derivative f’(z,) € R% and the error
temﬂ The weights are then updated according to

o

A(“)g = _aa@e

= —a(b17) ), (4)
where a € (0, 1) is the weight learning rate.

2.2 DIRECT KOLEN-POLLACK FEEDBACK ALIGNMENT

DFA explicitly addresses the challenge of iteratively backpropagating error information in BP, yield-

ing a local and more biologically plausible algorithm (Ngkland} 2016). To achieve this, DFA intro-
duces random matrices U, € R%*9L that connect the output layer directly to each hidden layer

"Formally, f'(z¢) = g—z € R is the Jacobian matrix of the activation function. However, for element-

wise activations, this Jacobian is diagonal with entries f’(2¢), so the matrix-vector multiplication simplifies to
the Hadamard product.
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in the network, as illustrated in Figure [I(B). These matrices enable the direct propagation of the
error signal §;, € R?* generated at the output layer, avoiding the iterative backward propagation in
Eq. (3). by projecting it directly into each hidden layer as

o0 = f'(z0) ® (4dp), ®)
thereby leading to the following local weight update rule:
Aéz = —a(gngZ). (6)

DKP extends DFA by introducing a local learning rule for the feedback matrices ¥, (Webster et al.,
2020), inspired by the KP algorithm (Kolen & Pollack, 1994} |/Akrout et al., [2019). In contrast to
DFA where the random matrices ¥, are kept fixed, DKP updates them with

AU, = —a(xgéz), )

where the synaptic plasticity of W, depends only on the connected hidden layer’s activity and the
output error signal. Note that this update depends only on local information on top of global error
information that is shared across the network, and thus can be parallelized without update locking.
In Appendix we extend the empirical analysis of Webster et al.| (2020) by providing a mathe-
matical demonstration that, under linear assumptions, the feedback matrices converge to values that
incorporate the recursive chain in (4), despite the dimensionality mismatch between W, and ©,. This
offers a new theoretical perspective explaining why DKP aligns more closely with BP compared to
DFA, showing that it converges to a recursive Moore—Penrose pseudoinverse chain of the forward
weights:

cy if¢=1
Uy =4 L7t ’ 8
bt {@{Z (v )" ift<e<L. ®

2.3 PREDICTIVE CODING

PC models the brain as a Bayesian hierarchical generative model, in which latent variables represent
the causes of sensory stimuli and are assumed to follow a Gaussian distribution (Rao & Ballard,
1999: [Friston, 2005} [Friston & Kiebel, 2009). Neural activities , € R% ~ N (e, X¢) Tepresent
latent variables at layer £, with mean g, € R% and covariance matrix ¥, € R%>d¢, As done by
several works in literature, we assume the generative model’s covariance to be fixed to the identity
matrix X, = I (Pinchetti et al.,|2022; Millidge et al.,2022a;|Salvatori et al.,2024). The distribution’s
mean /i, is parametrized by the previous layer’s state through the synaptic weights ©, € R *d¢-1
connecting them, according to the relation py = f(©;—12¢-1), where f : R4 — R% is a non-linear
mapping. The joint generative model over all L + 1 latent-variables layers is

L
p(xo,...,20;00,...,0L_1) = N (z0; 1o, Xo) HN(xe; f(Or—1z0-1),50), )
=1
where o and x, are clamped respectively to the input and target vectors, in classification settings.
The exact posterior distribution inference p(zg,...,zr—1 | x1) is generally intractable (Friston,
2005), so PC employs variational inference to approximate the latter with a tractable distribution
q(xo, ..., xr), defined as

L-1
q(zo, .. x-1) = [ alxo), (10)
=0

where g(x;) € R% is the variational distribution over the layer ¢. Following PC literature for
classification tasks, we model the variational posterior as a Dirac delta centered on parameter ¢;:

q(we; de) = 0(ze — @), (11)
where ¢, € R% approximates x¢, which corresponds to the mode of the true posterior (Bogacz,
2017; Millidge et al.|, [2021}; [Pinchetti et al., 2022} [Salvatori et al.| 2024)). This formulation provides

a deterministic approximation of the latent variables’ mode. Variational inference reduces the prob-
lem of maximizing Eq. (9) to minimizing the Kullback—Leibler divergence between the variational
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and true posterior distributions D, (¢ || p). Equivalently, this corresponds to minimizing the vari-
ational FE, which constitutes an upper bound on Dy (¢ || p) (Friston & Kiebel, 2009). Under the
assumptions of identity covariance matrices for the generative model and a Dirac delta variational
posterior, the FE can be expressed as

L
1
F =2 llel, (12)
=1
where the prediction errors ¢, € R% at layer /£ are defined as
€0 = de — [(O—16e-1), (13)

and are considered as dedicated units, represented by triangles in Figure [I(C). In prediction tasks,
¢y is not inferred, as the input layer is clamped to the input vector, and the network is initialized via
a forward pass as in Eq. (I). After this initialization, the output layer ¢, is clamped to the target
vector, so it is also not inferred. Minimizing Eq. results in local updates for both neurons and
weights, enabling layer-wise learning.

PC learning is divided into two phases: the inference and the learning phases. During the inference
phase, Eq. is optimized with respect to the variational parameters ¢, updating the neural activ-
ities iteratively, whereas during the learning phase, the synaptic parameters O, are updated using the
resulting neural configuration to minimize the same objective. This yields the neural activity update

Apy = ((f'(@ﬂbz) ©00)" €ry1 — Gz), (14)

oF
Ve =7

oL,
where v € (0,1) is the neural activity learning rate. The rule is local, as the activity of ¢y is
influenced only by the adjacent error nodes €, and €, 1. After the inference phase is completed, the
synaptic connections are updated using the final neural activity configuration ¢, following

oF X *
AOp = —a—— =a(f(0u}) ® €10} ), (15)
06y
where a € (0, 1) is the weight learning rate. The weight update is local, as it depends only on the
error neurons of the next layer €, 1, and on the optimized neural activity of the current layer ¢;.

3 METHODOLOGY

In this section, we first introduce the issues of error delay and error decay in PC, and subsequently
demonstrate how the proposed DKP-PC algorithm provides a unified solution to both of them.

3.1 FEEDBACK ERROR DELAY AND DECAY

Let us consider a forward-initialized PC network with L + 1 latent variables layers, whose neural
dynamics evolve in discrete time steps ¢ € Ny according to Eq. (I4), explicitly denoting the time
dependence of neural activities ¢,(t) and prediction errors €,(¢) during the inference phase.

Error propagation delay — At the initial time ¢ = 0, the neural activity of each layer corresponds to
the prediction from the previous one, resulting in null error values at every layer in the network:

$0(0) = f(Or—160-1(0)) = €(0) = ¢2(0) — f(Or-1¢¢-1(0)) = 0. (16)

The network is thus at equilibrium, since the FE in Eq. (I2)) is minimized (Whittington & Bogaczl
2017). Assuming an incorrect prediction, clamping the target vector y to the output layer at t = 0
induces a non-zero error at the final layer €7, (0) # 0, as shown in Figure A). Since each layer
updates its activity based on its own and the subsequent layer’s error (see Eq. (T4)), the error prop-
agates backward at most one layer per time step. Thus, the error takes f = L — / inference-phase
steps to reach layer ¢ (Zahid et al.l 2023)) (see theorem and proof in Appendix [A.2).

Error exponential decay — The error at optimization time ¢ = L — ¢, denoted €;(£), decays exponen-
tially as it propagates backwards through the network, as shown in Figure 2JA). The decay rate is
determined by both the learning rate and the distance from the output layer (Goemaere et al.,|2025)),
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Figure 2: Error propagation in PC (A) and DKP-PC (B) during the inference phase of a VGG-9
network trained on a single CIFAR-10 batch, at different magnitudes of the neural activity learning
rate 7. In (A), PC exhibits both an error decay problem, where the error magnitude decreases
exponentially with network depth, and an error delay problem, as the error signal flows through the
network sequentially, undermining the theoretical parallelism. White colour represents values equal
to zero or below the numerical precision. In (B), DKP-PC mitigates both issues, generating a more
uniform error signal across all layers at the start of neural activity optimization.

and the squared £5-norm ||e;(#)]|3 is upper-bounded by a quantity oc 42(X—%) (see theorem and proof
in Appendix [A3).

Both issues originate from the fact that the error is generated only at the output layer, with the delay
arising from its layer-by-layer propagation through the network and the exponential decay resulting
from its progressive reduction by the neural activity learning rate at each iteration.

3.2 DIRECT KOLEN-POLLACK PREDICTIVE CODING

We propose to introduce learnable feedback connections from the output layer to each hidden layer
U, € R¥xde ¢ e {1,---,L — 1}, to enable a preliminary update of the forward weights (Fig-
ure [T{D)). This approach, inspired by the DKP algorithm, not only induces approximate alignment
with BP toward minimizing the output error (Appendix [AT), but also ensures that a non-zero er-
ror term is generated at every layer at the beginning of the inference phase, since the condition in
Eq. (T6) no longer holds (Figure [2(B)).

The resulting algorithm, denoted as DKP-PC, not only solves the error propagation delay and expo-
nential decay issues of PC, but also allows speeding up the inference phase of PC. Indeed, after the
error is directly propagated, we empirically show that a single inference-phase step is sufficient to
match or even surpass the performance of standard PC, which typically requires a number of steps
at least equal to, and often exceeding, the network depth (Pinchetti et al., [2024). We provide the
pseudocode of DKP-PC in Algorithm T] and formally outline the main steps below.

Direct feedback alignment update — After the forward initialization of the network, assuming a non-
zero error at the output layer e, we perturb the equilibrium by taking a first weight update according
to Eq. (6), using PC’s last layer error neurons:

O, =0, + AOy,
=0y — af (Orpe) © (Ve4161)8] ) (17)
=0+ a(f'(Oupr) © (Yirer)dy ),

which can be performed in parallel for each layer, as there is no recursive dependence.
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Algorithm 1 Direct Kolen-Pollack Predictive Coding (DKP-PC)

1: for each (z,y) € D do
0) Forward initialization

2: ¢g — x
3: for(=1to L —1do > Sequential
4 b0+ [(Or_1¢0-1)
5: end for
6: ¢L<vy
7: €L <y — f(Or_161-1)
1) Direct Feedback Alignment update
8: for{=0to L —1do > Parallel
9: Oy« Oy + a(f'(@g¢g) O] (\I/g_,_leL)(ﬁz—)
10: end for
2) Inference phase
11: fort =0toT do > T=1 for DKP-PC
12: for / =1to L do > Parallel
13: € < ¢v— f(Or_1¢r-1)
14: Go Qo — 7%
15: end for
16: end for
3) Learning phase
17: for{=0to L —1do > Parallel
18: O+ O)— a%
19: end for
4) Direct Kolen-Pollack update
20: for/{=1to L —1do > Parallel
21: Uy \I/e+a¢gez
22: end for
23: end for

Inference phase — After this update, an error term is generated at every layer since the first time step:

lec(0)13 = l16¢(0) = F(Or—1¢¢-1(0))]3 > 0, (18)
where ¢¢(0) = f(©,—1¢,—1(0)) after forward initialization. This provides a non-zero error term
instantaneously in every layer-wise component of the FE in Eq. (TZ). Consequently, every layer
can independently update its neural activity according to Eq. (T4), without performing null updates
while waiting for the propagation of the error from the last layer. Thus, the single-step neural activity
optimization performed takes the following form:

Agy = ’Y((Jf(éz@) O0) " €1 — €z)~ (19)

Furthermore, in contrast to standard PC, the neural activity now incorporates the information in-
jected into the forward weights by the preliminary DKP update. In Appendix [A:4.1] we show the-
oretically in Eq. (64) that, under linear assumptions, this corresponds to enforcing alignment and
regularization through the single-step neural activity update, which in turn improves the alignment
of the forward and feedback weights, as further supported by empirical evidence in Appendix [A-4.2]
Lastly, although the update in Eq. (T9) is applied only once to maximize the acceleration of PC
networks afforded by DKP-PC, our method is not limited to this setting. As further discussed in
Appendix [A:4.3] DKP-PC can leverage the same trade-off as standard PC networks, it can further
minimize the network’s FE to achieve higher classification accuracy by making use of multiple
inference steps, at the cost of increased training time.

Learning phase and DKP update — After this single local update, both feedforward and feedback
weight matrices are updated, which can be fully parallelized. Starting from the feedforward weight
matrices Oy, the update rule is unchanged from the standard PC update in Eq. (I3), with the differ-
ence of using the neural activity resulting from Eq. (I9). Feedback weight matrices ¥, now also
incorporate PC’s optimized neural activity:

AV, = —a(¢;s]) = a(diel ). (20)
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With DKP-PC, we introduce the first PC variant that is fully parallelizable.Although its sequential
formulation between stages may appear to challenge parallelizability and strict biological plausi-
bility, each stage relies exclusively on locally available variables. This enables full parallelization
across layers and preserves the locality of computation throughout the entire learning process, which
is a hallmark of biologically plausible learning.As a result, the backward time complexity of the net-
work is reduced from O(L) to O(1), as it no longer depends on the network depth L. We note that
DKP-PC goes beyond the incremental predictive coding (iPC) algorithm (Salvatori et al., [2024),
which delivers more stable training by alternating between neural activity updates Eq. and
feedforward weight updates Eq. (I3). While iPC partially unlocks PC’s parallelization potential, it
requires full-batch training to do so, whereas DKP-PC achieves this independently of the training
batch size.

4 RESULTS

In this section, we assess DKP-PC against BP, DKP, PC, iPC, and center-nudging PC (CN-PC), in
terms of classification performance and training speed.

Setup — We evaluate the scalability of DKP-PC from multi-layer perceptrons (MLPs) to VGG-like
convolutional neural networks (CNNs) (Simonyan & Zisserman, [2014). For the MLP experiments,
a three-layer architecture is evaluated on MNIST and Fashion-MNIST (Yann, [2010; |Xiao et al.,
2017). For the CNN experiments, we assess the performance of VGG-7 and VGG-9 on the CIFAR-
10, CIFAR-100, and Tiny ImageNet datasets (Krizhevsky et al.l [2009; [Le & Yang, 2015). For
comparability with prior PC works and to facilitate future benchmarking, we employ the architec-
tures reported by [Pinchetti et al.[(2024) in their discriminative mode experiments, and report their
performance for PC, iPC and BP. Additional implementation details are reported in Appendix
All implementations are based on the PyTorch framework and are available on GitHub.

Classification performance — The classification results are summarized in Table [I] For the MLP
architecture, all algorithms achieve comparable performance on both MNIST and FMNIST, with
local algorithms even surpassing the test accuracy of BP. For VGG-7 and VGG-9 on CIFAR-10 and
CIFAR-100, DKP-PC outperforms DKP, PC and iPC, achieving up to 14% higher top-1 accuracy for
VGG-9 on CIFAR-100 compared to standard PC, and 9% higher top-1 accuracy than its more stable
variant, iPC. However, CN-PC is the best local learning algorithm for all the settings mentioned so
far. When moving to the Tiny ImageNet dataset, representing the most complex one evaluated in
our experiments, we can see that DKP-PC outperforms all the local learning algorithms, achieving a
final test accuracy of 35.04%, compared to 31.50% for CN-PC. Furthermore, DKP-PC outperforms
vanilla DKP in every setup evaluated, marking a gap of even 13% top-1 accuracy for VGG-7 on
CIFAR-100. Interestingly, by leveraging the complementary strengths of DKP and PC, DKP-PC
consistently delivers higher accuracy than either method alone and substantially narrows the perfor-
mance gap with BP, particularly in deeper architectures where local learning typically struggles.

Training speed — Table [2| shows the training times for one epoch, in seconds, for BP, DKP, PC,
iPC, and DKP-PC, averaged over 5 trials, using the same experimental settings as in Table [I] CN-
PC is omitted since, after nudging the final layer, its training dynamics match those of standard
PC (up to the update sign (Pinchetti et al., [2024)). Importantly, DKP-PC requires only a single
PC inference step to achieve the accuracies reported in Table[I] In contrast, PC models typically
need a number of inference steps equal to or larger than the network depth to reach the reported
accuracy (Pinchetti et al., 2024). Consequently, in our timing evaluation, we set the number of PC
inference steps equal to the network depth. Therefore, the reported PC training times should be
interpreted as a lower bound. All measurements were performed using PyTorch on an NVIDIA
RTX A6000 GPU where the parallelization opportunities offered by DKP and DKP-PC have not
been leveraged, as they would require the use of custom CUDA kernel These models were thus
executed sequentially, a setting in which BP naturally exploits highly-optimized hardware mapping
and execution. Therefore, despite only highlighting speedup through reduced inference-phase steps
and not through parallelization, the speedup achieved by DKP-PC compared to other PC algorithms

’Link omitted to preserve the double-blind review process. The GitHub repository will also contain all
hyperparameters for reproducibility.

3 A standard parallelization of DKP-PC in PyTorch introduces significant thread management and synchro-
nization overhead, which cancels out the potential speedup.
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Table 1: Test accuracy in % (mean =+ standard deviation) averaged over 5 random seeds. Results
for PC, iPC, CN-PC and BP are taken from Pinchetti et al.| (2024). The best results among local
algorithms are highlighted in bold.

% Accuracy | DKP PC iPC CN-PC DKP-PC | BP
MLP

MNIST 08.03+0-10  98.26+0-04 98 45+0.09 98 93+0.09  gg )2+0.09 | gg 29+0.08
FashionMNIST 88.86F0-13 89 58+0-13 89 90+0-06 g9 5005 89 42+0-25 | 89 48+0.07
VGG-7

CIFAR-10 77.08+039 g1 91+0:30 g 154018 88 40+0-12 82 36+018 | 89 91+0-10

CIFAR-100 (Top-1) 36.9610-62 37524260 43 99+0-30 g4 76%017 50 42%0:38 | G5 36+0-15
CIFAR-100 (Top-5) 64.93%046  66,73%+2:37 73234030 84 65+018  77.94+0.60 | g4 474026

VGG-9
CIFAR-10 77.12%0-33 7533025 79 024021 g7 19+041 g1 g5+0.19 | g 02+0-18
CIFAR-100 (Top-1) 46.07F1:00 39 57+0-18 44 761040 58 92+1.61 53 g)+0.64 | g5 514023
CIFAR-100 (Top-5) 72.80t106 66901026 72.88%0-29 81 56%063 79 26+0:63 | 84.70%0-28
Tiny ImageNet (Top-1) | 29.61%F0-60 21, 78+0-15 26344003 31 50+0.70 35 4+2:64 | 65514023
Tiny ImageNet (Top-5) | 53.03%0-73  44.43%0-09 50484005 54 67+0-68 58 1+312 | 84 70*0-28

Table 2: Training time per epoch in seconds (mean =+ standard deviation), averaged over 5 trials.

Seconds \ DKP PC iPC DKP-PC \ BP
MLP

MNIST A.70%0-10 4 7006 g 7QRO09 g 7420.09 g 70£0-06
FashionMNIST | 4.62%0-06 4.77%013 5.07%013 4.70%0-14 | 4 62+0.07
VGG-7

CIFAR-10 7.21%026 31.39+0.20  5q 4g+0.12 17 13+0.09 | 7 97+0.19
CIFAR-100 7.11%0-06 31 48+0-17 54 69+0-22 11 g7E0.04 | 7 15+0.04
VGG-9

CIFAR-10 7.21%009  3410%0-15  §9.34%0-10 19 6+0-03 | 7 (9*0.08
CIFAR-100 7.17F0-06 34 18+0.04 9 73+0.09 19 53+0.01 | G g5+0.05
Tiny ImageNet | 35.37%3:57  158.48%159  303.14%0-19  54,10%0-13 | 38.27+545

is notable. Indeed, while on very small networks GPU and kernel overheads dominate the runtime,
making algorithmic differences negligible, as depth increases the computational gap grows sharply.
On the evaluated CNNs, DKP-PC delivers approximately an average training time reduction of 64%
compared to PC and 81% compared to iPC. We elaborate further on the computational trade-offs of
DKP-PC in Appendix[A.6]

5 CONCLUSION AND FUTURE WORK

We introduced DKP-PC, the first training algorithm that releases PC’s feedback error delay and
exponential decay toward enabling fully parallelized, local learning. We evaluated its classifica-
tion performance, training speed, and computational efficiency against BP, DKP, PC, and iPC. Our
results show that, by accelerating PC with DKP, DKP-PC scales better than the evaluated local-
learning algorithms, while exhibiting a substantial improvement in computational efficiency and
training time compared to PC and its newer variants iPC and CN-PC. These results indicate that
local learning rules can approach BP’s efficiency while narrowing the scalability gap, which is par-
ticularly relevant for neuromorphic computing and on-chip learning (Millidge et al.| |2022a; [Frenkel
et al.,[2023). Future work should focus on custom CUDA kernels to address the thread management
and synchronization overheads of the current PyTorch implementation. Indeed, despite already a
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significant speed-up compared to PC, the training time of DKP-PC will still lag behind that of BP
as long as parallelization opportunities are not fully exploited. Furthermore, as feedback matrices
introduce memory overhead, sparsity and quantization of feedback weights should be explored, as
incentivized by prior work (Crafton et al.| 2019; |[Han & Yoo, [2019). Lastly, this novel combination
of feedback-alignment methods and PC might pave the way for a new class of algorithms focused
on exploiting the synergy between the two frameworks and leveraging their specific dynamics. An
interesting research direction is to directly use the feedback information to perturb the neural ac-
tivity dynamics, without relying on a preliminary weight update step, thereby outlining faster and
more efficient local update rules for the neural activity dynamics. Future work could also focus on
a tailored integration of DKP with advanced PC variants, such as nudging PC based on equilibrium
propagation (Scellier & Bengio} [2017} |Scellier et al., [2023} |Pinchetti et al., 2024), combining their
dynamics with the DKP learning rules for both forward and feedback weights. This integration
could allow the different formulations to complement each other and further reduce the performance
gap with BP.

6 ETHICS STATEMENT

We affirm that this work fully adheres to the ICLR Code of Ethics. This study does not involve
human subjects and relies exclusively on well-known open-source datasets. The research presents
no conflicts of interest and does not raise any privacy, security, or safety concerns. All experiments,
results, and comparisons have been conducted and presented with scientific integrity, ensuring accu-
racy, transparency, and reproducibility. Care has been taken to ensure fairness in the evaluation and
comparison of methods, avoiding bias in reporting or interpretation.

7 REPRODUCIBILITY STATEMENT

We are fully committed to ensuring the reproducibility of our results and research. We provide
detailed mathematical derivations and pseudocode to support a thorough theoretical understanding
of our method. Additionally, the appendix contains a comprehensive description of the experimental
settings and technical details to enable fair and complete reproducibility. Upon acceptance, we
will include a GitHub repository containing all code, experiments, and parameters necessary to
reproduce all results reported in this manuscript. These measures ensure transparency, integrity, and
reproducibility in accordance with the ICLR Code of Ethics.

REFERENCES

Kingma DP Ba J Adam et al. A method for stochastic optimization. arXiv preprint arXiv:1412.6980,
1412(6), 2014.

Mohamed Akrout, Collin Wilson, Peter Humphreys, Timothy Lillicrap, and Douglas B Tweed. Deep
learning without weight transport. Advances in neural information processing systems, 32, 2019.

Md Zahangir Alom, Tarek M Taha, Christopher Yakopcic, Stefan Westberg, Paheding Sidike,
Mst Shamima Nasrin, Brian C Van Esesn, Abdul A S Awwal, and Vijayan K Asari. The his-
tory began from alexnet: A comprehensive survey on deep learning approaches. arXiv preprint
arXiv:1803.01164, 2018.

Maximilian Beck, Korbinian Poppel, Markus Spanring, Andreas Auer, Oleksandra Prudnikova,
Michael Kopp, Giinter Klambauer, Johannes Brandstetter, and Sepp Hochreiter. xlstm: Extended
long short-term memory. Advances in Neural Information Processing Systems, 37:107547—
107603, 2024.

Rafal Bogacz. A tutorial on the free-energy framework for modelling perception and learning.
Journal of mathematical psychology, 76:198-211, 2017.

Brian Crafton, Abhinav Parihar, Evan Gebhardt, and Arijit Raychowdhury. Direct feedback align-
ment with sparse connections for local learning. Frontiers in neuroscience, 13:525, 2019.

Timothy Dozat. Incorporating nesterov momentum into adam. 2016.

10



Under review as a conference paper at ICLR 2026

Peter Elias. Predictive coding—ii. IRE Transactions on Information Theory, 1(1):24-33, 1955.
Peter Elias. Predictive coding—i. IRE Transactions on Information Theory, 1(1):16-24, 2003.

Benjamin Ellenberger, Paul Haider, Jakob Jordan, Kevin Max, Ismael Jaras, Laura Kriener, Federico
Benitez, and Mihai A Petrovici. Backpropagation through space, time, and the brain. arXiv
preprint arXiv:2403.16933, 2024.

Charlotte Frenkel, Martin Lefebvre, and David Bol. Learning without feedback: Fixed random

learning signals allow for feedforward training of deep neural networks. Frontiers in neuro-
science, 15:629892, 2021.

Charlotte Frenkel, David Bol, and Giacomo Indiveri. Bottom-up and top-down approaches for
the design of neuromorphic processing systems: Tradeoffs and synergies between natural and
artificial intelligence. Proceedings of the IEEE, 111(6):623—652, 2023.

Karl Friston. A theory of cortical responses. Philosophical transactions of the Royal Society B:
Biological sciences, 360(1456):815-836, 2005.

Karl Friston and Stefan Kiebel. Predictive coding under the free-energy principle. Philosophical
transactions of the Royal Society B: Biological sciences, 364(1521):1211-1221, 2009.

Karl Friston, James Kilner, and Lee Harrison. A free energy principle for the brain. Journal of
physiology-Paris, 100(1-3):70-87, 2006.

Xavier Glorot and Yoshua Bengio. Understanding the difficulty of training deep feedforward neural
networks. In Proceedings of the thirteenth international conference on artificial intelligence and
statistics, pp. 249-256. IMLR Workshop and Conference Proceedings, 2010.

Cédric Goemaere, Gaspard Oliviers, Rafal Bogacz, and Thomas Demeester. Error optimiza-
tion: Overcoming exponential signal decay in deep predictive coding networks. arXiv preprint
arXiv:2505.20137, 2025.

Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair,
Aaron Courville, and Yoshua Bengio. Generative adversarial networks. Communications of the
ACM, 63(11):139-144, 2020.

Stephen Grossberg. Competitive learning: From interactive activation to adaptive resonance. Cog-
nitive science, 11(1):23-63, 1987.

Donghyeon Han and Hoi-jun Yoo. Efficient convolutional neural network training with direct feed-
back alignment. arXiv preprint arXiv:1901.01986, 2019.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Delving deep into rectifiers: Surpassing
human-level performance on imagenet classification. In Proceedings of the IEEE international
conference on computer vision, pp. 1026-1034, 2015.

Sepp Hochreiter and Jiirgen Schmidhuber. Long short-term memory. Neural computation, 9(8):
1735-1780, 1997.

Yanping Huang and Rajesh PN Rao. Predictive coding. Wiley Interdisciplinary Reviews: Cognitive
Science, 2(5):580-593, 2011.

Diederik P Kingma and Max Welling.  Auto-encoding variational bayes. arXiv preprint
arXiv:1312.6114, 2013.

John F Kolen and Jordan B Pollack. Backpropagation without weight transport. In Proceedings of
1994 IEEE International Conference on Neural Networks (ICNN’94), volume 3, pp. 1375-1380.
IEEE, 1994.

Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images.
2009.

Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep convo-
lutional neural networks. Communications of the ACM, 60(6):84-90, 2017.

11



Under review as a conference paper at ICLR 2026

Yann Le and Xuan Yang. Tiny imagenet visual recognition challenge. CS 231N, 7(7):3, 2015.

Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based learning applied to
document recognition. Proceedings of the IEEE, 86(11):2278-2324, 2002.

Timothy P Lillicrap and Adam Santoro. Backpropagation through time and the brain. Current
opinion in neurobiology, 55:82—-89, 2019.

Timothy P Lillicrap, Daniel Cownden, Douglas B Tweed, and Colin J] Akerman. Random feedback
weights support learning in deep neural networks. arXiv preprint arXiv:1411.0247,2014.

Timothy P Lillicrap, Daniel Cownden, Douglas B Tweed, and Colin J Akerman. Random synaptic
feedback weights support error backpropagation for deep learning. Nature communications, 7(1):
13276, 2016.

S Linnainmaa. The representation of the cumulative rounding error of an algorithm as a Taylor
expansion of the local rounding errors (Doctoral dissertation, Master’s Thesis. PhD thesis, MA
thesis. University of Helsinki, 1970.

Ilya Loshchilov and Frank Hutter. Decoupled weight decay regularization. arXiv preprint
arXiv:1711.05101, 2017.

Beren Millidge, Anil Seth, and Christopher L Buckley. Predictive coding: a theoretical and experi-
mental review. arXiv preprint arXiv:2107.12979, 2021.

Beren Millidge, Tommaso Salvatori, Yuhang Song, Rafal Bogacz, and Thomas Lukasiewicz. Pre-
dictive coding: Towards a future of deep learning beyond backpropagation? arXiv preprint
arXiv:2202.09467, 2022a.

Beren Millidge, Yuhang Song, Tommaso Salvatori, Thomas Lukasiewicz, and Rafal Bogacz. Back-
propagation at the infinitesimal inference limit of energy-based models: Unifying predictive cod-
ing, equilibrium propagation, and contrastive hebbian learning. arXiv preprint arXiv:2206.02629,
2022b.

Beren Millidge, Yuhang Song, Tommaso Salvatori, Thomas Lukasiewicz, and Rafal Bogacz. A
theoretical framework for inference and learning in predictive coding networks. arXiv preprint
arXiv:2207.12316, 2022c.

Hesham Mostafa, Vishwajith Ramesh, and Gert Cauwenberghs. Deep supervised learning using
local errors. Frontiers in neuroscience, 12:608, 2018.

Arild Ngkland. Direct feedback alignment provides learning in deep neural networks. Advances in
neural information processing systems, 29, 2016.

Alexander G Ororbia. Brain-inspired machine intelligence: A survey of neurobiologically-plausible
credit assignment. arXiv preprint arXiv:2312.09257, 2023.

Niki Parmar, Ashish Vaswani, Jakob Uszkoreit, Lukasz Kaiser, Noam Shazeer, Alexander Ku, and
Dustin Tran. Image transformer. In International conference on machine learning, pp. 4055—

4064. PMLR, 2018.

Luca Pinchetti, Tommaso Salvatori, Yordan Yordanov, Beren Millidge, Yuhang Song, and Thomas
Lukasiewicz. Predictive coding beyond gaussian distributions. arXiv preprint arXiv:2211.03481,
2022.

Luca Pinchetti, Chang Qi, Oleh Lokshyn, Gaspard Olivers, Cornelius Emde, Mufeng Tang, Amine
M’ Charrak, Simon Frieder, Bayar Menzat, Rafal Bogacz, et al. Benchmarking predictive coding
networks—made simple. arXiv preprint arXiv:2407.01163, 2024.

Rajesh PN Rao and Dana H Ballard. Predictive coding in the visual cortex: a functional interpreta-
tion of some extra-classical receptive-field effects. Nature neuroscience, 2(1):79-87, 1999.

Maria Refinetti, Stéphane d’Ascoli, Ruben Ohana, and Sebastian Goldt. Align, then memorise:
the dynamics of learning with feedback alignment. In International Conference on Machine
Learning, pp. 8925-8935. PMLR, 2021.

12



Under review as a conference paper at ICLR 2026

David E Rumelhart, Geoffrey E Hinton, and Ronald J Williams. Learning representations by back-
propagating errors. nature, 323(6088):533-536, 1986.

Tommaso Salvatori, Ankur Mali, Christopher L Buckley, Thomas Lukasiewicz, Rajesh PN Rao,
Karl Friston, and Alexander Ororbia. Brain-inspired computational intelligence via predictive
coding. arXiv preprint arXiv:2308.07870, 13, 2023.

Tommaso Salvatori, Yuhang Song, Yordan Yordanov, Beren Millidge, Zhenghua Xu, Lei Sha, Cor-
nelius Emde, Rafal Bogacz, and Thomas Lukasiewicz. A stable, fast, and fully automatic learning
algorithm for predictive coding networks. arXiv preprint arXiv:2212.00720, 2024.

Andrew M Saxe, James L. McClelland, and Surya Ganguli. Exact solutions to the nonlinear dynam-
ics of learning in deep linear neural networks. arXiv preprint arXiv:1312.6120, 2013.

Benjamin Scellier and Yoshua Bengio. Equilibrium propagation: Bridging the gap between energy-
based models and backpropagation. Frontiers in computational neuroscience, 11:24,2017.

Benjamin Scellier, Maxence Ernoult, Jack Kendall, and Suhas Kumar. Energy-based learning algo-
rithms for analog computing: a comparative study. Advances in neural information processing
systems, 36:52705-52731, 2023.

Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image
recognition. arXiv preprint arXiv:1409.1556, 2014.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez,
Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. Advances in neural informa-
tion processing systems, 30, 2017.

Matthew Bailey Webster, Jonghyun Choi, et al. Learning the connections in direct feedback align-
ment. 2020.

Werbos. Backpropagation: past and future. In IEEE 1988 International Conference on Neural
Networks, pp. 343-353 vol.1, 1988. doi: 10.1109/ICNN.1988.23866.

James CR Whittington and Rafal Bogacz. An approximation of the error backpropagation algorithm
in a predictive coding network with local hebbian synaptic plasticity. Neural computation, 29(5):
1229-1262, 2017.

James CR Whittington and Rafal Bogacz. Theories of error back-propagation in the brain. Trends
in cognitive sciences, 23(3):235-250, 2019.

Han Xiao, Kashif Rasul, and Roland Vollgraf. Fashion-mnist: a novel image dataset for benchmark-
ing machine learning algorithms. arXiv preprint arXiv:1708.07747, 2017.

LeCun Yann. Mnist handwritten digit database. ATT Labs., 2010.

Umais Zahid, Qinghai Guo, and Zafeirios Fountas. Predictive coding as a neuromorphic alternative
to backpropagation: a critical evaluation. Neural Computation, 35(12):1881-1909, 2023.

A APPENDIX

A.1 CONVERGENCE OF FEEDBACK MATRICES UNDER THE DIRECT KOLEN-POLLACK
ALGORITHM

In this appendix, we extend the empirical observations of Webster et al.| (2020) by providing a
mathematical argument for why DKP achieves a better alignment with BP than DFA. While their
work demonstrates this empirically, it does not provide a formal theoretical justification, instead
attributing the behavior to analogies with KP. However, while it has been proven for KP that the
feedback matrices ¥, converge to @; for all layers (Kolen & Pollackl [1994;|Akrout et al.,[2019), in
DKEP this result strictly holds only for the last layer, as all other hidden layers have a dimensionality
mismatch between W, and ©,. Here, we offer a novel theoretical perspective on the work of[Webster

13
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et al.| (2020), demonstrating that DKP drives the feedback matrices toward values approximating the
chain of transposed forward weights, similar to BP, up to the Moore-Penrose pseudoinverse.

Let us consider a feedforward neural network with L layers, where dy denotes the number of neurons
at layer /. The weight matrix ©, € R%+1*9¢ maps activations from layer z, € R% to the next layer
xp4q € R%+1, according to

Ter1 = f(Opx), 21
where f(-) denotes an arbitrary non-linear activation function. In the following derivations, we
assume an identity activation function, so that the derivative of the activation function can be omitted.

In DFA, error feedback is provided by fixed random matrices ¥, € R% 9~ that project the output
error term §p, directly to each hidden layer ¢. These matrices replace the layer-specific error term §,
used in BP, computed by transporting the error backward from the next layer through the transposed
weight matrix ©,/_,, as described by

60 =00 10041 (22)
In DFA, as illustrated in Figure|[l} this layer-specific error term J, is instead approximated by
b0 = Wp. (23)

In contrast, DKP allows the feedback matrices to be updated following the local update rule
A\Ilg =Xy 5; (24)

With both forward and feedback weights subject to a decay term, this learning has been empirically
shown to enable ¥, to provide a more BP-aligned update for ©, compared to standard DFA (Webster
et al.,|2020). We extend their work by demonstrating that the feedback matrices gradually align with
the pseudoinverses of the forward weight matrices in a recursive dependency, thereby yielding a
closer approximation of BP error propagation compared to DFA.

Starting from the last layer, the update rule for the weight matrix preceding it, denoted as O _1 €
R4z xdr-1 ig the same for BP, DFA, and DKP, and is given by

AOr_1 = —« ((5L:U—|L—,1 + @L71) , (25)

where o € (0, 1) is the learning rate, and the second term of the update is the weight decay term.
According to Eq. and assuming the same learning rate for the feedback weights, the update rule
for the feedback matrix connecting the last layer to the penultimate one is given by

AV = -« (QCL—152 +Up_q). (26)

In this specific case, ©,_1 has the shape of \I/z_l and their updates are transposes of each other. As
training progresses, both matrices converge to the same value, since the contribution of the initial
condition vanishes under the effect of the learning rate o (Kolen & Pollackl [1994; |Akrout et al.,
2019). Indeed, following KP, by defining

Qra(t+1) =07 1(t+1) =¥ _,(t+1), (27)
and using the update rules Eq. and Eq. (26), we obtain
Qro1(t+1) = (Op_1(t) + AOL_1(t)) — (V] _1(t) + AT, _(t))
=O0r1(t) =V 1 (t) = (6pt)rf 1 (t) + Or-1(t) = Sr(t)ef_1(t) = Vi_(t))
=Or1() = U1 (t) —a(Or1(t) = V[, (t))
=(1—-a)(Or_1(t) =¥ (1))
= (1 — a)QL,l(t),

(28)
We can now further unroll Eq. in time, resulting in
¢
Qr 1(t+1)=(1—-«a) Q_1(0
L—1( ) = ( ) ©2-1(0) (29)

= (1-a)" (©1-1(0) = W[ _(0)) .
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Therefore, €2;,_1(t) converges to zero as training progresses, with the initial difference between the
forward and feedback matrices decaying exponentially due to the learning rate . In other words,
we have that

Jim Q4 (t) =0 = lim Ul (1) =05 4(t). (30)

The DKP update rule for ©_5 is given by
AO_s=—a (SL,1$Z,2 + @sz)
=—a (U 10rz]_5+0O1 ),

which effectively approximates the BP update for ©,_, and ultimately matches it as ¢ — oo, as
using Eq. yields

€1y

Jim AB_» = —a (0] _1017] _5+Or ). (32)

Here and throughout the rest of this appendix, we omit the time index since we consider the limit
t — co. Therefore, we approximate Wy, _; by ©] |, noting that this approximation introduces a
small error, since exact equality holds only at the limit.

Unfortunately, the convergence obtained for U1 _; in Eq. (30) does not directly apply to ¥y_o €
R?z-2%dL  aq jts dimensions do not match those of ©7_, € R¥-1Xdc-2  The update rule for
W _o, given by
AV o = —Oz(.%‘L,Q(SZ + \IJLZ), (33)
can be substituted into Eq. (32)), leading to
AO;_ 5 =—a (@z,ldezfg + 6L—2)
=—a (0L (~a AT, ~ V) ,) + 0L ) (34
=0] JAV] ,—a(Op_2—0] 1 T] ,).

Here, we neglect the decay terms, since they vanish asymptotically during training, as previously
discussed for ©,_; and ¥y_;. We can now transpose both sides, and multiply them by ©] |,
resulting in
AV, ,0;, 10] ,=AO] ,0; . (35)
This allows us to link the update of ¥, to that of ©_5 through
-1
AT, ,=A0] ,0/ 1 (0,-10]_)) 36)
= AG—le@zflv

where @Z_l € Rér-1xdL g the Moore-Penrose pseudoinverse of ©_1, assuming the latter has
full row rank. On the one hand, the BP update of ©,_3 is given by

AOp_3 = —a(5L_21:I_3 + @L_g)
=—a(0] 30, 12]_3+0O1_3) 37
=—a(0]_ 0] _16rz]_5+0O1_3).

On the other hand, by making use of Eq. (36), which is valid under the previously mentioned as-
sumptions and approximations, the DKP update can be expressed as

A@L,;g = —OZ(SL,Ql’—lL—,S + ®L73)
= 70[(\112_25L1‘z_3 + @L_g) (38)
=—a(0]_,0F 612]_5+0O1_3).

Hence, the DKP update of ©,_3 approximates the BP one, and is exact if @'L"_l = @I_l , meaning
that ©,_; is orthogonal. We now move on to the DKP update of ¥,_3, given by

A\I/L_g = 70[(1’[1_3(52 + \I/L_g). (39)
By repeating the same procedure as for ¥y, we substitute Eq. (39) into Eq. (38), resulting in
_ T
AOp_3 = —04(9272@271( —« 1A\I/L,3 — \I/L73) + @Lfg)

(40)
= 92—292_1A‘I’I—3 - a(@L—S - 92—292_1‘1’2—3)-
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We now again do not consider the terms decaying with time, as they tend to zero as the training
goes on, and focus only on the term the update converges to. As done previously, after dropping the
decay term, we transpose both sides, yielding

Av, 5 ((0F.) 01s) =26, (41)
T T
and multiply them by ((@2_1) (C] L_Q) , leading to

A, (07 1) 01ma) (07 1) 00a) = 20T 4 ((0F 1) 0ua) - @)

Lastly, by multiplying both sides by the inverse of the product of matrices on the right of AUy _5,
we obtain

awy =86l ((01) 0r2) [(107)"00s) (197 00s) |
—a6] ((07.) ers) 43

-G (AT I

where again, the feedback matrix includes a chain of forward matrix pseudoinverses. More gener-
ally, under the assumption of ¢ — oo and that ©y is a full row rank rectangular matrix, we have

o, ife=1
U, =4 L=t ’ 44
Lt {@L(wzm* ifl1<(<L, 49

It should be noted that in practice, the assumptions we made are never perfectly met, since neural
network training does not proceed for an infinite number of iterations, meaning that the decay terms
we neglected do not completely vanish, and also involves the derivatives of the non-linear activa-
tion functions. Nonetheless, our derivation demonstrates how DKP extends DFA by updating the
feedback random matrices with terms that also appear in BP’s error propagation, providing a clearer
understanding of why DKP achieves better alignment and consequently improves performance com-
pared to standard DFA |Webster et al.| (2020).

A.2 ERROR PROPAGATION DELAY

In this section, we introduce and provide a formal proof of Theorem [T} which quantifies the delay in
error propagation in forward-initialized PC networks. Specifically, we show that the feedback error
signal reaches a given layer with a delay equal to its distance from the output (Zahid et al., 2023).

Theorem 1 (Error propagation delay). Consider a forward-initialized PC network with discrete-
time updates. Assuming an incorrect prediction, the neural activity ¢ at layer { requires at least
t = L — { inference-phase steps before it deviates from equilibrium and begins to evolve according

to Eq. (I4) (proof provided in Appendix|A.2)).

Proof. Let us consider a forward-initialized PC network with L + 1 layers, where the neural activity
evolves in discrete time steps ¢ € Ny, and each layer is initialized as ¢¢(0) = f(©_1¢0¢—1(0)).
The error neurons at layer ¢ are defined as €,(0) = ¢¢(0) — f(O¢_1¢¢—1(0)). By construction, after
forward initialization, all error neurons vanish and the network’s dynamics is at equilibrium:

lec(0)1I3 = 1l6¢(0) — f(Or—16¢-1(0))II3

= [|¢¢(0) — ¢¢(0)]3 (45)
=0 for 0</<L.

At the beginning of the inference phase, where the network’s neural activity evolves to minimize
Eq. (12), we clamp the target vector y to the output layer ¢;. Assuming an incorrect prediction, i.e.,
y— f(©r_1¢1-1(0)) # 0, the prediction error satisfies

lez(0)]3 = lly — f(Or—161-1(0))|3 > 0. (46)
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Consequently, according to Eq. (I4), the activity at layer L — 1 has a non-zero update at t = 1:

dr-1(1) = ¢r—1(0) + Age(0)

0
= ¢r-1(0) — 78(;55_1 (0)

= ¢r-1(0) — 7<J¢L,1(0)T6L - €L_1)

= ¢r-1(0) — W(Jmfl (O)TEL)a

where = ——F5 € R%+17% 13 the Jacobian matrix of prediction by layer £ with respect
here Jy, (0) = 23222 (0) € Rér+1% s the Jacobi ix of prediction by layer ¢ with

to its neural activity. For all preceding layers, we have that A¢g,(0) = 0, since both €, and €, are
null.

(47)

After ¢, has been updated at time ¢t = 1, the corresponding error becomes non-zero:

lee—1 (VI3 = lpr—1(1) = f(Or—2,Pr—2(1))|3

= [lgr-1(1) = f(Or—2,61-2(0))]3
= [p-1(1) = ¢r-1(0)|3 (48)
= [|AdL-1 (113
> 0.
At the subsequent timestamp ¢ = 2, layer L — 2 also receives a non-zero error and updates accord-
ingly:
¢r—2(2) = dr—2(1) + Apr_2(1)
oF
¢r—2(1) 76¢L_2( )
oF
01-2(0) =75, —(0) (49)
= 01-2(0) = (Voo (0T eror — e12)
= 91-2(0) = 7(Jo, . (0)Ter1).
where ¢r_2(1) = ¢r_2(0) and Ofiz (1) = 84?512 (0), since ¢r,_o has remained unchanged at

t=1,dueto ey _2(0) = er_1(0) = 0. Again, at time ¢t = 2 all previous layers ¢4(2), 0 < £ <
L — 2 remain unchanged, as €;,_¢(1) = €1,_¢41(1) = 0. By induction, it follows that under these
assumptions, any layer ¢ requires at least f = L — ¢ timestamps to update its neural activity and
corresponding error neurons.

For the general case, at a specific time ¢, the error neurons at layer L — ¢ can be expressed as
lez—e()I3 = loL—e(t) = F(OL—t-1, dr—t-1(t = 1))II3
= ll62-e(t) = f(OL-t-1,0L-t-1(0)]3 (50)
= ¢r—+(t) — ¢r—e(0)13,

where ¢r_+(t) — ¢r—+(0) # 0 if and only if ¢y _+(t) # ¢r_+(0). Crucially, this condition can
occur only after { = L — ¢ timestamps. According to Eq. , the update of layer L — ¢ depends
on the errors from the current and subsequent layers, e, _; and er_44 1, respectively. Since ez
is itself blocked until ¢ _; changes, the driving term is provided by €;,_;4;. However, the latter
becomes non-zero only after the previous layer has been updated. Therefore, the propagation of
activity changes and error signals strictly follows the network’s hierarchy, advancing at most one
layer per timestamp, starting from e, at t = 0 and reaching layer £ only after f = L — ¢ steps.

A.3 ERROR EXPONENTIAL DECAY
In this section, we introduce and provide a formal proof of Theorem[2} showing that the squared-/s-

norm of the feedback error signal for a layer ¢ generated at time £ = L — £ is bounded by a quantity
that decays exponentially proportional to ¢ (Goemaere et al., 2025).
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Theorem 2 (Error exponential decay). Consider a forward-initialized PC network with discrete-
time updates. Assuming an incorrect prediction, the squared {2-norm of the feedback error signal
at layer ¢, ||e; (f) 2, at time t = L — 4, is upper-bounded by a quantity that decays VQ(L’Z) (proof
provided in Appendix[A_3)).

Proof. Let us consider a forward-initialized PC network with L + 1 layers, where the neural
activity evolves in discrete time steps ¢ € Np, and each hidden layer ¢,(t) is initialized as
¢0(0) = f(©r—1¢¢-1(0)). The error neurons are defined as €;(t) = &¢(t) — f(Or—10e—1(1)).
Here, we make the time dependence of neural activities explicit, as they evolve with time during
the inference phase of PC. Considering the update of an arbitrary neuron ¢y_1, 1 < £ < L at time
t+1,withi=L—¢:

Ge-1(t+1) = ¢ (f) - Vagil (1), (51
where we can move the on the left side the current neural activity value, obtaining:
e-1(f+1) = ¢ (l) = —vaZil (?)
Appa(t+1) = —7%(5
T
(G ).

where ¢,_1(£) = 0 is implied by Theorem since L — £ — 1 < . We defined %W =

Jg,_, € RI*di-1 the Jacobian matrix of f at layer £ — 1. Here, we have omitted time in ¢y_;

for brevity, as ¢y_1(t) = ¢¢_1(0), following again from Theorem Continuing from Eq. , we
expand the error neurons according to their definition and apply Theorem [I] resulting in:

Ager(t+1) =Ty, _, [00(f) = f (Or-16e-1(D))]
[ - oF .
TG [0 =) = A1) = [ (©r161-1(0)
: OF . (53)
= ’YJ;;,I #¢(0) — ’787@(75 -1) - f(9£—1¢z—1(0))}
T I aF ~
=7dg,_, | [ (Oe—16¢-1(0)) — 78754(15 —1) = f(©r—100-1(0)) | ,
where on the first line we have substituted ¢,(f) with its definition in Eq. . According to The-
orem (1} ¢y(f — 1) = ¢¢(0) as L — ¢ < t — 1, thus this allows to re-write it using the forward

initialization definition, as done on the fourth line. By repeating the same steps as in Eq. (52)), we
obtain

R oF .
App_i(t+1) = ’YJ&_l [—’Ym(t - 1)}

- - 54
— I [y (el = 1) = T err(E—1))] (>4
=72J), Jgera(t—1).
By unrolling the formulation backward until the last layer, we get:
L—¢
A (f+1) = A+~ ( 11 JJ) ez(0). (55)
i=0
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By substituting Eq. (52)) in Eq. (55), we can continue as follows:

L—t
~y (J(;ﬂee(f)) s (H J(;Hl) er,(0), (56)
i=0

which can be further simplified by eliding common terms, resulting in:
L—¢
q@%vﬁ4<II£LHJedm. (57)
i=1

By writing the squared-¢5 norm of Eq. (57), we finally derive the upper-bound for the error term:

L—¢
llee@)13 = llv*~* (H JJ“H> e (0)[I3
i=1

L—¢
<100 (T 7 ) o

i=1

(58)

A.4 THEORETICAL AND EMPIRICAL ANALYSIS OF DKP-PC INTEGRATION

In this appendix, we further analyse DKP-PC, providing the reader with additional theoretical and
empirical insights into the mechanisms through which the DKP and PC stages interact. Building
on the results presented in the main text, we show how the single-step neural activity optimization
introduced by the PC stage improves both the updates of the forward and feedback weights of the
network.

A.4.1 THEORETICAL ANALYSIS OF DKP-PC UPDATES

In this subsection, we derive analytically the neural activity and feedback weight updates within
the proposed DKP-PC algorithm. We will follow the steps of the DKP-PC algorithm outlined in
Algorithm [T] Besides, for the sake of mathematical tractability, we make the same assumption of
linearity of the network as in Appendix[A.T]

1) Direct feedback alignment update — First, the forward weights ©, are updated using the approxi-
mate gradients 6, = W,dr, provided through the DKP feedback matrices W,. This results in updated
forward weights

O,=0,+ A@g, (59)

where the DKP forward weights’ update is given by

AOp = —abpi1¢, = —aVyy 1006 . (60)

2) Inference phase — The DKP forward weights’ update is followed by a single update of the neural
activity ¢y, aiming to minimize the network’s FE, as opposed to several steps for usual PC algorithms
for spreading the error information. This leads to the following optimized neural activity:

bF = bu + Ady. (61)

The updated neural activity ¢; now incorporates the information injected in the forward weights
through the DKP update, as the error neurons are computed with the new forward weights values as

€Er+1 = Qoy1 — O¢¢y, as shown by computing the neural activity update Aq;g based on the FE after
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the DKP weight update F:
- OF
Apy = —y—
oy 3 2

=7 (éﬁul - 514)

=7 éeT <¢é+1 - éﬂbe) - (¢tz - étz-1¢e—1)}

(O +200)" (Ge1 — (Or -+ 200) 6r) — (61 — (Or1 + A1) )]
=7 (00 +200)" (6111 — Oudr — ABG) = (b0 — Or-160-1 — AOr161-1)]
=7 :(@tz +A00) " (ers1 — AOs) — (e — A@e—uﬁe—l)]

= 7 [0 i1 —er+ MO iy — (O, + AO,) T AOypy + A@Z,lqse,l}

(62)

=7 (VWF + A@ZEZ_H — (:)ZA@MM + A@g_lgbg_l) .

From Eq. (62)), we can see how Eq. (61) can be reformulated as the original FE gradient with respect
to the neural activity before the DKP weight update, denoted as V4, F, plus terms resulting from
the DKP weight update itself.

Note that, because of the forward-initialization of the network, we have ¢¢1 = Oy for £ < L—1,
except at layer L — 1, as ¢, has been clamped to the target label at the beginning of this stage. This
implies that, for intermediate layers £ = 1 to L — 1, the error nodes ¢, are equal to zero for a single
inference step. The DKP-PC neural activity update thus simplifies to

Ay =1 (*éZAee@ + A@e—1¢e—1) . (63)
By now substituting the weight update term from Eq. in Eq. (63), we obtain
Agy =7 (—0] AOpr — AO] AO¢ + AO_1¢4-1)
=0y (0] Wei10p0) de — aded] W/ Ve 1000) o — Vedrd) de—1)

= av (l6e30/ Wer10r — alldellWes10L 36 — de-11I5%¢01) (64)
= oy (I6elBO7 e — llge-1130) — a2y (Ilgel3ldesl3er)
Alignment term Regularization term

The first term in the neural activity update quantifies the discrepancy between two estimates of the
error at layer £, namely the direct projection of the output error ;, onto layer ¢, given by ¥,d;, = ¢,
and the backward projection produced by PC from layer ¢ 4 1 through the error node, given by
OT W16, = ©/ dp41. Note that these projections are respectively weighted by the squared (o
norm of neural activities ¢,_1 and ¢,. The second term of the update is an activity regulariza-
tion term whose strength evolves dynamically throughout training and proportionally to ||¢||* and
16e+1]1% = || ¥e416L % Note that this specific interpretation holds only in the single-step inference
phase regime, which is anyway the one considered in this paper.

3) Learning phase — Following the consecutive updates of the forward weights ©, and the neural
activity ¢y, the PC forward weights’ update, which aims to minimize the FE, is given by

Aéz X =
00y (65)

~ T
X Epp10p -

While the unrolled mathematical expression of this update under the DKP regime results in a com-
plex formulation that offers limited intuition, we empirically demonstrate in Appendix that
the alignment term injected into the neural activity, and consequently into the subsequent weight up-
date, is essential for achieving a more stable and stronger alignment between feedback and forward
weights, thereby providing clearer insight into its role within DKP-PC.

20



Under review as a conference paper at ICLR 2026

4) Direct Kolen-Pollack update — Finally, the feedback matrices ¥, are updated following

AV, o @] . (66)

As for the previous case, although the explicit derivation of this update leads to a complex expression
even in the linear case, our experiments in Appendix again confirm that the alignment compo-
nent introduced through the neural activity update, and thus propagated into the feedback matrices,
is crucial for obtaining better alignment between feedback and forward weights, demonstrating its
contribution within DKP-PC.

Our analysis shows that the initial DKP forward-weight update induces non-zero errors €, across all
layers, enabling the neural activities to be updated in a single inference step. This feature solves two
key limitations of PC: the error delay by generating non-zero errors right away, and the error expo-
nential decay, by directly projecting the output error §7, to each layer through the feedback weights.
Furthermore, the optimized neural activity ¢; from DKP-PC includes alignment information that is
successively injected into the PC forward weights’ update and the DKP feedback weights’ update.
This leads to faster convergence than PC or DKP individually, as it enables earlier and stronger er-
ror signals and improves the alignment between forward and feedback pathways, producing weight
updates that more closely approximate those of BP.

A.4.2 EMPIRICAL ANALYSIS OF GRADIENT ALIGNMENT

In this subsection, we empirically analyse the alignment between the forward weight gradients com-
puted according to DKP-PC and standard DKP algorithms, in comparison with BP. The alignment
is quantified using the cosine similarity cos(d) € [—1, 1], which measures the directional agreement
between two arbitrary vectors © € R™ and v € R"™ as follows:

UREY
cos(f) = ——— (67)

ol
where || - || denote the Euclidean norm. The cosine similarity reaches a maximum value of 1 when

the vectors are perfectly aligned (¢ = 0), a minimum value of —1 when they are diametrically
opposed (f = 7), and a value of 0 when the vectors are orthogonal (# = m/2), indicating no
directional correlation. Figure 3]depicts the alignment across the nine layers of the VGG9-like CNN
from Section E] trained for 50 epochs on CIFAR-100. For both DKP and DKP-PC networks, the
hyperparameters correspond to the best-performing configuration reported in Appendix All
curves consider instantaneous gradients, excluding weight decay and momentum contributions, and
are smoothed using an exponential moving average with a window of 100 batches. The gradient
for DKP-PC is computed by summing the gradients resulting from its DKP and PC phases. First,
we analyse the alignment’s behaviour of DKP-PC to that of standard DKP. Then, we analyse the
effect of disabling the update of feedback and forward weights after computing the neural activity
optimization, to empirically support our claims in the previous subsection.

From Figure 3] we can observe that, although standard DKP (brown curves) exhibits a positive gra-
dient alignment with BP, its convergence is slow, and the alignment progressively deteriorates with
increasing distance from the output layer, consistent with the analysis in Appendix Several
batches are required before reaching high cosine similarity, and alignment degradation is also ob-
served at the end of training, particularly in layers 6 and 7, consistently with observations made in
the FA literature (Refinetti et al., [2021)). In contrast, DKP-PC (yellow curves) achieves a faster and
higher alignment with BP than standard DKP across all nine layers. DKP-PC indeed converges with
fewer batches and exhibits better and more stable alignment throughout training. These observa-
tions not only align with the improved performance observed in the classification experiments but
also support the theoretical analysis presented in the previous subsection. As shown in Eq. (64), the
neural activity update incorporates both an alignment and a regularization terms, which contribute to
the forward weight update in Eq. (65). Consequently, this stage can be interpreted as a regularization
factor applied to the preliminary DKP update in DKP-PC, which over time stabilizes alignment and
compensates for the error introduced by the Moore—Penrose pseudoinverse (for both forward and
feedback weights). To further support this claim, Figure [3|also includes two versions of DKP-PC in
which the PC forward weight update and the DKP feedback weight update have respectively been
ablated. For DKP-PC without PC forward weight update (light blue curves), alignment collapses
in all hidden layers and deteriorates even in the output layer, highlighting the key role of injecting
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Figure 3: Forward weight gradients alignment across layers of a VGG9-like CNN trained for 50
epochs on CIFAR-100. Each curve shows the cosine similarity between the instantaneous forward-
weight gradient produced by DKP and DKP-PC algorithms, compared to the one computed with BP.
All gradients exclude weight decay and momentum and are smoothed using an exponential moving
average with a window of 100 batches. DKP (brown) displays positive but slow alignment with BP,
progressively deteriorating with increasing distance from the output layer. DKP-PC (yellow) gradi-
ent is computed as sum of the gradients resulting from DKP and PC stages. It achieves consistently
faster, higher, and more stable alignment across all layers compared to standard DKP. The light
blue curve shows that disabling the PC forward-weight update in DKP-PC causes alignment to col-
lapse in all layers, confirming its role in injecting alignment information into the forward weights.
The blue curve, obtained by disabling the feedback-weight update in DKP-PC, demonstrates that
the alignment and regularization terms introduced by the PC stage also improve the update of the
feedback matrices, resulting in worse alignment when disabled.

alignment information in the forward weights through the updated neural activity. Moreover, the
improvement in DKP-PC alignment also arises from the influence of the alignment and regular-
ization terms in Eq. (64) on the feedback matrix update via Eq. (66). This yields a better-aligned
update and again compensates for the distortion introduced by the Moore—Penrose pseudoinverse.
This claim is empirically supported by the results for DKP-PC without DKP feedback weight update
(blue curves). Consistent with expectations, alignment decreases relative to DKP-PC, exhibiting a
slower and less effective value in every layer.

Through this analysis, we complement the preceding theoretical subsection by empirically demon-
strating the synergy between the DKP and PC stages in DKP-PC. We show that DKP not only helps
PC overcome two of its main limitations, exponential error decay and error propagation delay, but
that PC, in turn, acts as a regularizer for the DKP update, improving gradient alignment with BP
across all layers and yielding a more effective learning algorithm. These results also reveal a possi-
ble alternative interpretation of DKP-PC: it may be viewed both as an acceleration mechanism for
training PC networks and, alternatively, as a method to enhance alignment in feedback-alignment ap-
proaches. Furthermore, DKP-PC achieves these improvements without compromising performance
or the locality of computations and updates, thereby preserving the hardware-friendly properties of
both PC and DKP.

A.4.3 EMPIRICAL ANALYSIS OF THE INFERENCE PHASE

In this section, we empirically analyse the inference phase of the DKP-PC algorithm and its incre-
mental version, denoted iDKP-PC. DKP-PC performs the update of the forward weights, given by
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Eq. (I3) at the end of the inference phase, after optimizing the neural activity following Eq. (T4).
In contrast, as introduced in |Salvatori et al.| (2024), iPC performs an update of the forward weights
after every step of the neural activity optimization. The same concept can be applied to DKP-PC
under a multiple—inference—steps regime (as opposed to the single-step regime considered in the
main text of the paper). Indeed, once the forward weights are perturbed by the DKP update, they
can be further optimized after each neural activity update, exactly as in iPC. The key difference is
that an error signal is already available at the very beginning of the inference phase, both for the
neural activity and for the forward weights.

Figure ] compares the energy of four different four-layer MLP models trained on a Fashion-MNIST
batch and averaged over 10 trials, while varying the magnitude of the neural activity learning rate.
The curves depict the energy evolution during the inference phase for DKP-PC (blue), iDKP-PC
(light blue), PC (brown), and iPC (yellow). Both DKP-PC and iDKP-PC start from a higher en-
ergy than PC and iPC, as mitigating the error-delay problem provides an error term at every layer,
leading to larger energy values. In both cases, the incremental algorithms decrease toward a lower
minimum than the non-incremental ones. This follows from the additional degree of freedom intro-
duced by updating the forward parameters during inference. Interestingly, DKP-PC and iDKP-PC
respectively converge to similar energy values than PC and iPC, suggesting that after several neural
activity updates, the gradient term from PC in Eq. (62) dominates the dynamics, driving the net-
works toward similar low-energy regions. However, unlike standard PC, DKP-PC requires more
optimization steps to reach these low energy values, likely due to both the larger error present at
every layer and the presence of two distinct driving forces in the neural activity update: the stan-
dard PC gradient and the term implicitly introduced by DKP. Notably, the incremental version of
DKP-PC demonstrates a convergence speed similar to that of standard iPC instead. This suggests
that allowing forward parameters to update during inference compensates for the additional com-
plexity introduced by DKP, effectively stabilizing the dynamics and enabling the network to exploit
the immediate availability of error signals.
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Figure 4: Energy evolution of four-layer MLP networks on a Fashion-MNIST batch for three differ-
ent neural activity learning rate magnitudes. DKP-PC and its incremental variant are shown in blue
and light blue, respectively, while standard PC and iPC are represented in brown and yellow. Both
DKP-PC variants start from higher energy values due to the immediate error term at every layer,
and converge to levels similar to those of the standard PC and iPC networks. Although DKP-PC ex-
hibits slower convergence due to the additional terms in the neural activity dynamics, its incremental
version equals the convergence speed of iPC across all evaluated learning rates, suggesting that up-
dating forward parameters during inference effectively compensates for the additional complexity
introduced by DKP.

While in principle the neural activity optimization in PC can be run until full minimization of the
FE, in practice it is performed for a finite number of steps (Pinchetti et al.| [2024), typically exceed-
ing the network’s depth to achieve the best results (Goemaere et al., 2025). Figure [5] presents the
corresponding behaviour for DKP-PC and iDKP-PC by reporting their test accuracy as a function
of the total number of inference steps, with boxplots showing the distribution across 30 trials. The
evaluated networks are the same as for Figure 4} Both algorithms exhibit a positive correlation be-
tween the number of neural activity optimization steps per batch and the final test accuracy, with

23



Under review as a conference paper at ICLR 2026

higher numbers of inference steps yielding the best results in both cases. This also highlights a fun-
damental trade-off for DKP-PC networks, consistently with PC networks, between training time and
performance. Nevertheless, as also noted in the main text, our proposed DKP-PC approach enables
a better exploitation of the trade-off, as even a single inference step is sufficient to achieve results
that surpass both baselines and advanced PC variants.
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Figure 5: Test accuracy distributions over 30 trials are shown as a function of the total number
of neural activity optimization steps. Blue boxplots correspond to a four-layer MLP trained on
Fashion-MNIST with DKP-PC, while light blue boxplots show the same architecture trained with
iDKP-PC. In line with PC theory, both methods display a positive correlation between the number
of optimization steps and the final test accuracy.

A.5 DETAILS OF CLASSIFICATION EXPERIMENTS

Models and datasets — The MLP models are evaluated on the MNIST and Fashion-MNIST datasets,
which contain 28x28 grayscale images and comprise 60k training and 10k test samples across
10 classes. The CNN architectures are evaluated on CIFAR-10, CIFAR-100, and Tiny ImageNet.
CIFAR-10 and CIFAR-100 consist of 32x32 RGB images with 50k training and 10k test samples
for 10 and 100 classes, respectively. Tiny ImageNet contains 200 classes with 100k training and 10k
validation images of size 64 x64. The MLPs use two hidden layers with 128 units each. The VGG-
like CNNs include six convolutional layers and either one or three fully-connected layers, depending
on the variant. To ensure comparability with prior work and to support future benchmarking efforts,
we adopt the same architectures as [Pinchetti et al.| (2024). The full architectural specifications are
reported in Table 3] For completeness and to ensure reproducibility, Table [ reports the optimal
DKP-PC hyperparameters identified through our hyperparameter search, which were successively
used to evaluate the model and obtain the results presented in Section 4]

Table 3: Architectural details. FC size refers to the number of units in the fully-connected layers
after the convolutional ones (if any).

MLP VGG-7 VGG-9
Conv. channels - [128x2,256x2, 512x2] [128x2, 256x2, 512x2]
Kernel sizes - [3,3,3,3,3,3] [3,3,3,3,3,3]
Strides - [1,1,1,1,1,1] [1,1,1,1,1, 1]
Paddings - [1,1,1,0,1,0] [1,1,1,1,1, 1]
Pool window - 2% 2 2% 2
Pool stride - 2 2
FC size [128, 128, output] [output] [4096, 4096, output]
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Table 4: Hyperparameters employed for the DKP-PC networks in our experiments.

MLP VGG-7 VGG-9

MNIST  FMNIST | CIFAR-10 CIFAR-100 | CIFAR-10 CIFAR-100 Tiny ImageNet
activation gelu gelu gelu tanh leaky leaky gelu
fw-Ir 4.616e—4 5.254e—4 | 1.458e—4  2.482e—4 | 1.609e—4  1.602e—4 7.373e—5
fw-decay | 3.737e—2 2.744e—5 | 3.626e—4  9.664e—2 | 5.271le—2  1.040e—2 2.893e—5
fw-opt adamw adamw adam adam adam adam adamw
i-Ir 1.068e—3 8.297e—1 | 5.655e—2  1.036e—2 | 1.113e—3  1.169e—2 3.136e—3
i-mom 0 0 0 0 0 0 0
i-steps 1 1 1 1 1 1 1
fb-init ka-unif. ka-unif. orthog. ka-norm. ka-unif. xav-unif. orthog.
fo-Ir 3.024e—5 4.702e—5 | 1.533e—3  1.333e—3 | 1.664e—3  9.405e—4 2.839e—4
fb-decay | 2.446e—3 2.744e—5 | 5.215e—5  4.406e—5 | 1.099e—4  1.040e—2 4.656e—5
fb-opt adamw nadam adamw adamw adam nadam adam
fb-gamma | 0.99975 0.9995 1 0.99995 0.9999 0.9995 0.99925

Training setup — Consistently with the work of [Pinchetti et al.|(2024), MLPs are trained for 25 epochs
and CNNs for 50 epochs, using a batch size of 128. Data augmentation is applied in the CNN exper-
iments. For CIFAR-10 and CIFAR-100, images are randomly cropped to 32x32 pixels with 4-pixel
padding during training. For Tiny ImageNet, random crops of 56x56 pixels are used during training
without padding, while the test set is evaluated using centered crops of 56x56 pixels, also without
padding. The forward weights’ learning rate is updated using a warmup-cosine-annealing scheduler
without restarts. The optimizers considered include Adam and AdamW. Feedback connections are
trained with a separate optimizer than the forward weights, using an exponentially decaying learn-
ing rate updated per batch via an exponential learning rate scheduler, with the update parameter
fb-gamma reported in Table [d] Different feedback initializations are explored during the hyper-
parameter search: Xavier-uniform/normal (Glorot & Bengio, 2010), Kaiming-uniform/normal (He
et al., 2015), and orthogonal (Saxe et al., [2013). Feedback optimizers include Adam, AdamW, and
Nadam (Adam et al., 2014} Dozat, |2016; [Loshchilov & Hutter, [2017). All additional experimental
details are available on our GitHub repository [link will be included after double-blinded revision].

A.6 COMPUTATIONAL TRADE-OFFS

Resource consumption experiments focus on latency and floating-point operations (FLOPs), evalu-
ated on both an MLP and a CNN. For the MLP, experiments are conducted on a network with 256
units per layer using a single sample from MNIST, whereas for the CNN, a VGG-like model with
64-channel 3 x 3 convolutions is evaluated on a single sample from CIFAR-10. Latency is defined
as the time required for a complete parameter update, including feedforward initialization and the
update of forward and feedback matrices (when applicable). Computational cost is estimated by
counting %OPS in forward and backward passes, restricted to core MAC operations, with 1 MAC
=2 FLOP

The first row of Figure[f]illustrates the differences in training time, expressed in milliseconds, across
the various models. Training time includes the forward pass and a complete backward pass, encom-
passing both forward and feedback weight updates, if applicable. The forward pass contribution is
indicated by a red dashed line. The fastest algorithm is DKP, owing to the reduced dimensionality
introduced in its update in Eq. (24). BP is the second fastest algorithm, followed by DKP-PC. The
latter, as well as the other local algorithms, have been evaluated in sequential mode, and therefore
their parallelization potential is not considered in this section. Nevertheless, this already highlights
the speed-up of DKP-PC compared to standard PC or iPC, as it consistently requires less time to
fully update its parameters for both the MLP and CNN.

*Variable contributions, such as activation function FLOPs, are excluded as they depend on the specific
non-linearity. Accordingly, the reported FLOPs represent a lower-bound estimate of the actual computational
cost

25



Under review as a conference paper at ICLR 2026

Training Time - MLP Training Time - CNN
1 )
10 — B
g o/./. /0/.
5 — o——0 " .__.__—o’“
51 ./ e ié:/’. —
172}
Z 19 ./0/' 1
T e e————
BT e e e p— S
10° ==
Computational Cost - MLP Computational Cost - CNN
./.
1 010 ././o/ L
2 —_—
.10 e
% — - ———--==TTTTTT
—————— ipC
S 10 —— I
= 10’ ././°/. T —e— DKP-PC
34 ——s——2 - —e— BP
¢ S—————— DKP
100 & ——m=m—=m=====" === forward contribution
3 5 7 9 11 13 15 3 5 7 9 11 13 15
Layers Layers

Figure 6: The first row compares the training time on a logarithmic scale, measured as the sum
of the forward pass and the complete parameter updates, with the contribution of the forward pass
illustrated as a red dashed line. Results are averaged over 20 samples. The second row compares the
minimum FLOPs requirements, estimated from the core MAC operations. In all plots, for both PC
and iPC, the number of inference-phase steps is assumed to equal the network depth. In contrast,
for DKP-PC, only a single step is considered, as it has been empirically demonstrated to be enough
to achieve comparable performance.

The second row of Figure [f] compares the minimum FLOPs requirements across algorithms. DKP
emerges as the most efficient method in architectures where hidden layers exceed the output layer in
size. In this scenario, computing the intermediate error term d, only requires multiplying the output
error 07, € R% by the random matrix ¥, € R%*?2 which entails fewer MAC operations than BP.
In contrast, BP requires multiplying @Ll € Rde+1xdetz with the higher-layer error 6,40 € R%+2,
typically with dy, < dy forall £ € {0, ..., L —1}. BP is the second most efficient algorithm overall,
followed in order by DKP-PC, PC, and iPC. The logarithmic scale of the plot highlights the growth
in computational complexity for PC and iPC as depth increases, since both the minimal number of
inference-phase steps and the number of multiple matrix—vector multiplications per inference-phase
step increase with depth. DKP-PC scales better than PC and iPC as it requires only one inference-
phase step to match or surpass their accuracy, achieving nearly an order of magnitude fewer FLOPs,
thereby underscoring its efficiency advantage.

A.7 ANALYSIS OF PARALLEL EXECUTION

While a fully-parallel implementation of PC is theoretically possible, it has so far been practically
limited by the signal error delay and exponential decay problems (Zahid et al., 2023} |Pinchetti et al.,
2024; |(Goemaere et al., 2025)) detailed in Section BE[ Here, we discuss how DKP-PC overcomes
these limitations, yielding an algorithm capable of achieving lower training latency than BP.

Referring to Algorithm [I]and excluding the forward initialization, which incurs the same computa-
tional cost as BP, we first consider the Direct Feedback Alignment update (1). Since each forward
weight update depends only on the local neural activity and the error signal propagated from the
output layer via the corresponding feedback matrix, all updates can be executed in parallel, reducing
the time complexity of this phase from O(L) to O(1). In the subsequent Inference phase (2), which
is typically executed over multiple steps (" > L) in PC, we empirically demonstrate in Table T] that
a single step suffices to achieve accuracy comparable to or exceeding that of standard PC, reducing
the time complexity from O(T') to O(1). Within this phase, updates of error neurons and neural
activities are also parallelizable, as each relies solely on locally available information, resulting in
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O(1) time complexity. For completeness, we highlight that synchronization is still required, as error
terms must be computed before updating neural activities. Successively, the Learning phase (3) and
Direct Kolen-Pollack update (4) are executed sequentially, though they are independent and can be
performed simultaneously. While these phases respectively have to iterate over all L — 1 forward
and backward parameter matrices, their computations are entirely local and hence can be executed
in parallel across layers, reducing the time complexity from O(L) to O(1).

In summary, DKP-PC consists of four phases, each theoretically fully parallelizable with time com-
plexity O(1). Each phase blocks the next, except for the final two, which may run concurrently.
Consequently, DKP-PC’s time complexity does not grow with network depth, unlike BP, whose
time complexity scales linearly as O(L). For sufficiently deep networks, we claim that the overall
training time of DKP-PC will be significantly lower than that of BP. In practice, however, this ad-
vantage is challenged by existing hardware, which is heavily optimized for BP, and by the synchro-
nization overhead inherent in software-based parallelization. These limitations could nevertheless
be overcome by custom hardware accelerators designed to fully exploit DKP-PC’s parallelizability.

A.8 LARGE LANGUAGE MODELS USAGE DISCLOSURE
Large Language Models (LLMs) were employed only for language polishing, such as grammar and

phrasing refinement. They were not used for content generation, results analysis, or methodological
development.
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