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ABSTRACT

Recent advancements in Natural Language Processing (NLP) has led to the pro-
liferation of large pretrained language models. These models have been shown to
yield good performance, using in-context learning, even on unseen tasks and lan-
guages. They have also been exposed as commercial APIs as a form of language-
model-as-a-service, with great adoption. However, their performance on African
languages is largely unknown. We present a preliminary analysis of commercial
large language models on two tasks (machine translation and text classification)
across eight African languages, spanning different language families and geo-
graphical areas. Our results suggest that commercial language models produce
below-par performance on African languages. We also find that they perform bet-
ter on text classification than machine translation. In general, our findings present
a call-to-action to ensure African languages are well represented in commercial
large language models, given their growing popularity.

1 INTRODUCTION

Large language models have risen to the fore of Natural Language Processing (NLP). These models
have been shown to achieve state-of-the-art performances on several tasks. More recently, focus has
shifted from the pretrain-finetune paradigm (Howard & Ruder, 2018; Devlin et al., 2019; Liu et al.,
2019; Raffel et al., 2020) to in-context learning (Brown et al., 2020; Lin et al., 2021; Wei et al.,
2022a; Chowdhery et al., 2022; Chung et al., 2022; Sanh et al., 2022; Dong et al., 2023). In-context
learning proves that prompting large language models with some task-specific examples allows them
perform well on test examples of that task, all without updating the model’s parameters. This has
led to reduced computation costs and has made it possible to create language-models-as-a-service
(Sun et al., 2022), in the form of commercial Application Programming Interfaces (APIs). Com-
mercial language models have become very prevalent. For context, the recently released ChatGPT1

amassed 100 million users2 in two months, making it the fastest growing consumer app in recent
history. Given their dominance and inevitable continual rise, it is important to understand how these
models perform on African languages. Hence, we present a preliminary effort to close this gap by
evaluating two commercial large language models using in-context learning on African languages.
Evaluation is performed on two tasks - text classification and machine translation. Our experiments,
spanning 8 African languages from different language families and geographical locations, suggests
that commercial language models do not perform well on African languages. In particular, we note
a large disparity in performance, depending on the evaluation task - models perform better on text
classification than machine translation. Our work sheds light on the need to ensure the inclusion
of African languages in the development of commercial language models, given their inevitable
adoption in our daily lives.

1https://chat.openai.com/
2https://www.theguardian.com/technology/2023/feb/02/

chatgpt-100-million-users-open-ai-fastest-growing-app
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2 RELATED WORK

2.1 IN-CONTEXT LEARNING

The use of pretrained language models has become the de-facto approach to solving natural language
processing (NLP) tasks. Previous models such as BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019) and T5 (Raffel et al., 2020) largely follow a pretrain-finetune setting (Howard & Ruder, 2018).
In this method, the pretrained model is finetuned on a downstream task, such as text classification,
and then used for that task. While this works very well, it has several downsides. For one, finetuned
models are usually task-specific and this means one has to maintain separate models for separate
tasks. Furthermore, the growing size of pretrained language models (Kaplan et al., 2020) means
that it is becoming increasingly expensive to finetune such gigantic models. One solution that has
proven popular in recent times is in-context learning (Brown et al., 2020; Schick & Schütze, 2021;
Wei et al., 2022a; Chowdhery et al., 2022; Chung et al., 2022; Sanh et al., 2022; Dong et al., 2023).
The core idea behind this method is to enable pretrained language models learn from examples
within the context. In this setting, a user prompts a pretrained language model with a few labelled
examples of a task following a specific pattern, and unlabelled examples that need to be predicted
on (Wei et al., 2022c; Liu et al., 2022; Wei et al., 2022b). In-context learning can also work in a
zero-shot setting where no labelled examples are included in the prompt. In-context learning works
surprisingly well and is very efficient since there is no update to the model’s parameters. As a result,
computation costs are significantly reduced and it becomes possible to expose language models as a
service (Sun et al., 2022). Commercial APIs are heavily reliant on in-context learning as this is the
primary method through which users interact 3 with the models4.

2.2 MULTILINGUAL IN-CONTEXT LEARNING

Large language models have proven successful in multilingual settings. Lin et al. (2021) train sev-
eral multilingual models, of which the largest one (7.5B parameters) sets a state-of-the-art in few-
shot learning on more than 20 languages. Their model outperforms GPT3 on several multilingual
tasks. Muennighoff et al. (2022) perform multitask prompted finetuning on multilingual pretrained
language models and observe impressive zero-shot generalization to tasks in unseen languages. Fol-
lowing findings from Blevins & Zettlemoyer (2022) that non-English dataset present in the pretrain-
ing corpora of English language models explains their surprising cross-lingual ability, Chowdhery
et al. (2022) deliberately introduce non-English corpora (≈ 22%) into the pretraining corpora of
their PaLM model and achieve impressive few-shot multilingual performance. Shi et al. (2022)
evaluate GPT3 and PaLM on a newly introduced grade school mathematics multilingual bench-
mark. They find that using prompts with intermediate reasoning steps in English consistently led
to competitive or better results than those written in the native language of the question. They also
set a new state-of-the-art on a common-sense reasononing multilingual benchmark, XCOPA (Ponti
et al., 2020), using few-shot examples. Zhao & Schütze (2021) show that prompting yields better
cross-lingual transfer in few-shot settings than finetuning and in-language training of multilingual
natural language inference. Furthermore, Winata et al. (2021) evaluate the multilingual ability of
GPT (Radford et al., 2019) and T5 (Raffel et al., 2020) models on multi-class text classification, and
find that they work well on non-English languages given a few English examples. Concurrent work
(Jiao et al., 2023) evaluate ChatGPT on machine translation and find that, while it is competitive
with other commercial translation APIs such as Google translate5, it is less robust on other domains
such as biomedical. Another concurrent work (Zhang et al., 2023) conducts a study on the perfor-
mance of GLM (Zeng et al., 2022) on machine translation. They note several interesting findings on
the effect of prompt template, examples and language. Despite the plethora of works on multilingual
prompting, little to no African languages are usually contained in the evaluation sets of nearly all
of these works. When present, they are often obtained by translating the existing datasets of other
languages (Xinyan Velocity Yu, 2022). This method has been shown to contain artifacts that can
inflate the performance of models evaluated on such datasets (Artetxe et al., 2020). Our work is
orthogonal to all of this works because we focus solely on commercial language model APIs, given
their prevalence. The closest to our work is concurrent by Abott et al. (2023), who evaluate GPT

3https://platform.openai.com/docs/guides/completion/prompt-design
4https://docs.cohere.ai/docs/prompt-engineering
5https://translate.google.com/
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3.5 on Named Entity Recognition and Machine Translation on only isiZulu. However, our work is
different from this as we compare two commercial APIs in the evaluation of text classification and
Machine Translation across 8 African language.

3 METHODOLOGY

3.1 DATASETS

Evaluation is done on two tasks - text classification and machine translation.

3.1.1 TEXT CLASSIFICATION

We use the news topic classification datasets from Hedderich et al. (2020) and Alabi et al. (2022).
We select all the languages from Hedderich et al. (2020), which covers two African languages -
Hausa (hau) and Yoruba (yor). The Yoruba dataset has 7 categories, while the Hausa dataset has 5
categories. Pretrained language models have been shown to work very well on this dataset in both
few and zero-shot settings. The dataset from Alabi et al. (2022) covers five languages, out of which
we select three - Nigerian Pidgin (pcm), Malagasay (mlg), and Somali (som). Each language has 5
categories, except Somali which has 6. For both datasets, we use the train, validation and test splits
as released by the authors. We select these languages because they cover different language families
and geographical areas.

3.1.2 MACHINE TRANSLATION

We use the MAFAND-MT machine translation dataset from Adelani et al. (2022) which covers 16
African languages. Running translation on commercial APIs is cumbersome and expensive, hence
we select 5 languages from the 16. The five languages are isiZulu (zul), Yoruba (yor), Nigerian
Pidgin (pcm), Amharic (amh) and Lugala (lug). We use the splits as released by the authors.

3.2 MODELS

Two commercial APIs6 are considered: ChatGPT7 and Cohere8. We consider both these APIs be-
cause they are arguably the most popular ones9. ChatGPT is based on the Instruct-GPT models
(Ouyang et al., 2022). It is optimized for conversations and has been shown to be capable of several
NLP tasks including text classification, machine translation, question answering, and so on. We
use Cohere’s multilingual model10 which is based on their multilingual embedding model11. The
embedding model supports 100 languages, including 15 African languages. All the languages we
consider, except Nigerian Pidgin, are supported by the model. However, given the linguistic prox-
imity of Nigerian Pidgin to English (Faraclas, 2008; Ogueji & Ahia, 2019; Chang et al., 2020; Ahia
& Ogueji, 2020a; Lent et al., 2021; 2022), the model should be able to perform well on the dataset.

3.3 PROMPTING AND EVALUATION

We describe our prompting and evaluation approaches for text classification and machine translation.

3.3.1 TEXT CLASSIFICATION

For Cohere, we use the Classify12 endpoint and follow the format specified in the API documenta-
tion13. When using ChatGPT, we design several prompts ourselves and we also ask ChatGPT for

6Experiments were run between January 22, 2023 and February 5, 2023.
7https://chat.openai.com/
8https://www.cohere.ai
9https://venturebeat.com/uncategorized/openai-rival-cohere-launches-language-model-api/

10https://docs.cohere.ai/changelog/multilingual-support-for-coclassify
11https://docs.cohere.ai/docs/multilingual-language-models
12https://api.cohere.ai/classify
13https://docs.cohere.ai/reference/classify
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the best prompt for classification, following concurrent work (Jiao et al., 2023). We perform some
initial evaluation of the prompts and select the best one.

Our best prompt is shown below:

Given the following news headlines and their categories:
Text: {Sentence}
Category: {Label}

Please classify the following news headlines into one of:
{Label List}.
Text: {Sentence}
Category:

Where Sentence is the news headline to be classified, Category is the news topic, and LabelList
is a comma separated list of all unique labels for that language.

For both models, we supply two example demonstrations per category from the training set. We
randomly sample 100 samples from the test set for each language and evaluate on this. Both demon-
strations and evaluation are done across two random seeds, such that we sample distinct demonstra-
tions and test samples for each language with each random seed. We report the average F1 score for
each language across both seeds. It should be noted that we decide to evaluate on a subset of the test
set because of the tedious nature of obtaining results ChatGPT.

3.3.2 MACHINE TRANSLATION

We do not use Cohere for machine translation because its generation API currently supports only
English14. ChatGPT is used for all our machine translation evaluations. Preliminary results from
comparing few-shot to zero-shot translations on Nigerian Pidgin suggested no noticeable difference.
Hence, we perform all translations in a zero-shot manner because of the tedious nature and low-
throughput of obtaining results from ChatGPT.

We use the prompt used in concurrent work (Jiao et al., 2023) which is shown below:

Please provide the [TGT] translation for these sentences:
{Sentence}
{Sentence}

Where TGT is the target language to be translated into, and Sentence is a sentence to be translated.
We sample 100 sentences from the test set of each language and evaluate translating this to and from
English. We report the BLEU score (Papineni et al., 2002) which is calculated using SacreBLEU
(Post, 2018).

It has been shown that English prompts perform better, on average, than in-language prompts (Lin
et al., 2021; Shi et al., 2022), so we do not explore prompting in the target language for both tasks.

4 RESULTS

4.1 TEXT CLASSIFICATION

Results are reported in table 1. As we can see, both commercial models fall well below the current
state of the art. Surprisingly, Cohere’s multilingual embedding model is the worst performer, despite
supporting almost all the languages evaluated on. Nigerian Pidgin has the highest score in the Cohere
results. This is most likely as a result of its close linguistic relationship with English language, which
usually makes up a significant portion of the pretraining corpora of pretrained language models
(Wenzek et al., 2020; Gao et al., 2020; Laurençon et al., 2022). ChatGPT is the best performing
commercial model, and it gets above average F1 scores on all languages. Similar to Cohere, Hausa
and Nigerian Pidgin possess the highest F1 scores. The details of ChatGPT’s pretraining corpora

14https://docs.cohere.ai/docs/generation-card#technical-notes
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Table 1: Text Classification Results: We report the F1 scores for the commercial models. We also
report the current state of the art result obtained from Alabi et al. (2022). Best results per language
are in bold.

Language Cohere ChatGPT Current SOTA

Hausa (hau) 43.2 77.9 91.2
Malagasay (mlg) 35.0 51.1 67.3
Nigerian Pidgin (pcm) 48.8 73.4 82.2
Somali (som) 28.4 51.3 79.9
isiZulu (zul) 24.8 54.8 79.6

and exact training methods are unknown, so it is hard to hypothesize a reason for its relatively
good performance. However, it is very likely that its pretraining corpora contains non-English text.
Furthermore, multilinguality has been shown to be a part of possible emergent abilities of large
language models (Wei et al., 2022b), so the performance is not entirely surprising. Overall, both
commercial models fall significantly short of the current state of the art. While ChatGPT is the
better performer, Cohere’s performance is especially surprising since it has been trained on almost
all of the evaluated languages15.

4.2 MACHINE TRANSLATION

Results are reported in table 2. ChatGPT has very poor performance on machine translation, obtain-
ing BLEU scores of less than 1.0 on all languages. This is very surprising given its good performance
on text classification. Our results agree with concurrent work (Abott et al., 2023) which finds that
GPT 3.5 obtains a BLEU score of 0 on Zulu to English translation. Our findings are also some-
what similar to (Jiao et al., 2023), which reports significantly worse performance on Romanian,
a relatively low-resource language, than on higher-resource languages like English and German.
While the BLEU scores are too low to draw conclusions from, ChatGPT seems to perform better
when translating into English than from it. This agrees with previous works (Belinkov et al., 2017;
Bugliarello et al., 2020) which show that it is harder to translate into morphologically rich languages,
like African ones, than morphologically poor ones like English. In general, our results suggest that
ChatGPT is not good enough for translation involving African languages. It also suggests that Chat-
GPT performs better on sequence classification tasks than it does on text generation tasks for African
languages.

5 ERROR ANALYSIS

We take a closer look at some errors made by the model on machine translation. Specifically, we
focus on two languages - Yoruba and Nigerian Pidgin - because they are understood by the authors.
For each language, we randomly select 3 samples and discuss their predictions.

5.1 YORUBA TRANSLATIONS

Samples are shown in table 4. Looking at sample 1, ChatGPT mistranslates “Bı́ omi bá gbóná
ju bı́ ó s.e ye. lo. ” which means “When water becomes too hot” to “Water is poured into the con-
tainer”. Furthermore, the English to Yoruba translation is completely wrong and riddled with a lot
of misspellings and grammatical errors. In sample 3, ChatGPT gets the translations wrong and also
transposes the words “obı̀nrin” (woman) and “okùnrin” (man) in the translations. One notable ob-
servation across English to Yoruba translations is that ChatGPT does not always include diacritics
in its Yoruba predictions. Overall, ChatGPT does a really poor job in translating in either direc-
tion. The hallucinatory nature of the model predictions is evident, as all translations barely have any
correlation with the original sentences.

15https://txt.cohere.ai/multilingual/
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Table 2: Machine Translation Results: We report the BLEU scores of the translations from ChatGPT.
We also report the current state of the art result obtained from Adelani et al. (2022)
and NLLB Team et al. (2022). Best results per language are in bold.

Translation Direction ChatGPT Current SOTA

Lug→Eng 0.16 30.9
Eng→Lug 0.13 25.8

Pcm→Eng 0.22 45.2
Eng→Pcm 0.20 35.0

Swa→Eng 0.18 39.3
Eng→Swa 0.15 30.7

Yor→Eng 0.10 24.4
Eng→Yor 0.12 14.4

Zul→Eng 0.31 40.3
Eng→Zul 0.26 22.9

5.2 NIGERIAN PIDGIN TRANSLATIONS

Samples are shown in table 3. Looking at the Nigerian Pidgin sentences, we can see the language’s
linguistic similarity with English. Interestingly, while the ChatGPT predictions yield low BLEU
scores, they are somewhat semantically similar to the ground truth. However, there notable errors
made across board. For example, focusing on the Nigerian Pidgin to English predictions in sample
2, there are tense errors. Also, the model seems to misunderstand what “numbers” refers to in the
input text, as its prediction indicates it confuses it for the number of goals. Furthermore, across
all samples, the model seems to be poor at translating certain English words to Nigerian Pidgin
words, such as “The” to “Di”, so it always retains the original English word. In general, while the
predictions in both directions for all samples have notable issues, they are more semantically similar
to the ground truth than the BLEU scores suggests. This highlights the drawbacks of automatic
metrics based on N-gram overlap.

6 CONCLUSION

We have presented a preliminary analysis of commercial language models on African languages.
Joshi et al. (2020) note that over 90% of the world’s 7000+ languages are under-studied by the NLP
community. Despite the 2000+ spoken languages and over 1 billion people in Africa16, its languages
make up a significant portion of the under-studied languages (Blasi et al., 2022). While there have
been several efforts (∀ et al., 2020; Ahia & Ogueji, 2020b; Adelani et al., 2021; Ogueji et al., 2021;
NLLB Team et al., 2022; Alabi et al., 2022; Dossou et al., 2022; Adebara et al., 2022) to close this
gap, there is still a lot of work to be done. This is even more pertinent given the rapid commercial
adoption of large scale language models. Our findings suggest that these models do not perform well
on African languages. In particular, there seems to be performance disparity, depending on the task
evaluated. Although our work reports what is, to the best of our knowledge, the first evaluation of
commercial language models on African languages, we note that this only a preliminary study that
needs to be further advanced. Future works could focus on more advanced prompting methods such
as chain-of-thought (Wei et al., 2022c) and pivot prompting (Jiao et al., 2023), evaluation of more
test samples and a wider variety of tasks. While our finding may be impacted by the sampled test

16https://en.wikipedia.org/wiki/Demographics_of_Africa
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Table 3: Examples of Nigerian Pidgin translation using ChatGPT

Sample 1 Sample 2 Sample 3

Nigerian Pid-
gin Sentence

Commission head, Simon
Byabakama, assure di
nation on top live TV for
Thursday evening afta
polls don close say result
don dey enter for di na-
tional tally centre despite
di nationwide internet
blackout

Di goal be give Eyimba
some hope as dem kontinu
to press for plunty nomba
to secure a point at least

Na im inauguartion be di
first time wey elected lead-
ers dey handova give each
oda for Niger history for
over 60 years wey dem
don get independence, but
di attack from jihadist and
some kind plan to do coup
don spoil di celebrate.

English Sen-
tence

Commission head, Simon
Byabakama, assured the
nation on live TV on
Thursday evening after
polls closed that results
were arriving at the na-
tional tally centre despite
the nationwide internet
blackout.

The goal gave Enyimba
some hope as they contin-
ued to press in numbers to
at least secure a point

His inauguration marks
the first handover between
elected leaders in Niger’s
60-year post-independence
history, but jihadist attacks
and an alleged attempted
coup have overshadowed
ceremonies.

ChatGPT
Translation
Pcm→Eng

Commission head, Simon
Byabakama, assured the
nation on live TV on
Thursday evening after the
polls had closed that the
results were entering the
national tally center de-
spite the nationwide inter-
net blackout.

The goal was to give Ey-
imba some hope as they
continue to press for a suf-
ficient number of goals to
secure at least one point.

The inauguration marked
the first time in over 60
years of independence
that elected leaders have
handed power to each
other in Niger’s history,
but attacks by jihadists
and plans for a coup have
disrupted the celebrations

ChatGPT
Translation
Eng→Pcm

Simon Byabakama wey
dey head the Commission,
e talk for TV on Thursday
night after election close
say the result don dey
reach the centre where
dem dey count the result
even though internet all
over the place dey cut.

The goal give Enyimba
some hope as dem still dey
press wey full force to fit
get at least one point.

The day wey dem swear
am for office, na the first
time wey leader wey
get vote go hand over to
another leader since 60
years after independence
for Niger but the attacks
wey the bad people wey
dey carry gun dey do, and
the way wey dem try put
eye for the power no gree
am to happen make e no
dey sweet for the day.

data, the use of the BLEU automatic metric (Callison-Burch et al., 2006; Mathur et al., 2020; Freitag
et al., 2020), prompting template and prompting examples, it nonetheless presents a call-to-action
to ensure African languages are well represented in the age of commercial large language models.
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Table 4: Examples of Yoruba translation using ChatGPT

Sample 1 Sample 2 Sample 3

Yoruba Sen-
tence

Bı́ omi bá gbóná ju bı́ ó s.e
ye. lo. (tàbı́ bı́ ó bá tutù jù)
àwo. n iyùn yóò lè ewè omi
— tı́ yóò sı́ pàdánù o.w.o tò
ó ń fi oùnje. nù ún.

Kı́ ó tó de èéróo àg.o náà,
erin os.ù me..efà náà ti lu
okùn.

Ìke. lù tı́ ó ko. lu àwo. n
obı̀nrin w.onyı́ (àti àwo. n
kùnrin kan) rorò bı́ e. ranko
e.hànnà.

English Sen-
tence

When water becomes too
hot (or too cold) the corals
expel the algae — and with
it, its main source of food.

Before his arrival at the
camp, the six-month-old
was snared in a wire trap.

The attacks on these
women (and some men)
are vicious and inhuman.

ChatGPT
Translation
Yor→Eng

Water is poured into the
container (or it is filled) un-
til the container is full -
when it overflows, the ex-
cess water is poured out.

If you do not pay attention
to your work, the work of
others will be affected.

The tradition requires men
to cover their heads (and
sometimes women too) in
public places.

ChatGPT
Translation
Eng→Yor

Ti omi ba n mu ki i fe.e. (tabi
ki i fe.e.) awn corals ni wo.n
fi omi omi po. - ati ni ito. ju
re. , iru ibe.re. ti a n pa.

Bayi o ti gba l si ibeere, mo.
tlti si igba ni a ti dara ju nu.

Ìdám.o g.eg.e bı́ i àwo.
n o.mo. -òmò-wé (àti nı́
kòkòrò) nı̀yı́n ni àjı̀nà
ı̀wéjù ı̀t.ol.om.o wájù.
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