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ABSTRACT
There is essential information in the underlying structure of words
and phrases in natural language questions, and this structure has
been extensively studied. In this paper, we study one particular
structure, referred to as frozen phrases, that is highly expected to
transfer as a whole from questions to answer passages. Frozen
phrases, if detected, can be helpful in open-domain Question An-
swering (QA) where identifying the localized context of a given
input question is crucial. An interesting question is if frozen phrases
can be accurately detected. We cast the problem as a sequence-
labeling task and create synthetic data from existing QA datasets
to train a model. We further plug this model into a sparse retriever
that is made aware of the detected phrases. Our experiments reveal
that detecting frozen phrases whose presence in answer documents
are highly plausible yields significant improvements in retrievals
as well as in the end-to-end accuracy of open-domain QA models.

CCS CONCEPTS
• Information systems → Question answering; Query refor-
mulation.
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1 INTRODUCTION
The structure of words and their relationships in a natural language
text has been extensively studied in NLP, and those studies have led
to tools and techniques for parsing and syntactic analysis that are
in use inside many applications today. Phrase-based representation
also has a long history in IR with both syntactic and statistical
dependencies between words considered for querying and index-
ing [6, 41], text categorization [11, 20], etc. In this paper, we study a
particular structure, referred to as “frozen phrases,” which is highly
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expected to transfer as a whole from questions to answer passages.
Detecting such structures has major implications in retrieval, es-
pecially in Open-domain Question Answering (OpenQA), which
aims at answering factoid questions over an enormous collection of
text documents. Recent OpenQA models often follow a two-stage
framework that consists of a retriever to find candidate documents,
and a reader to extract answers from retrieved candidates [2, 15].

Retrieval has undoubtedly a profound role in OpenQAmainly be-
cause the overall performance of the pipeline is arguably bounded
by the performance of the retriever component [18, 27, 46]. Sparse
retrieval models such as BM25 have been a popular choice for
retriever [2, 3, 39, 44]. However, sparse representations are not de-
signed to reflect the importance of phrases in the question vector.
Consider the question “Who wrote the country song I Can Only Imag-
ine?”, taken from awell-knownOpenQA dataset, Natural Questions-
open [19]. “I Can Only Imagine” is the name of a song that has a
high chance of matching verbatim in an answer document although
its terms might even have lower IDFs than that of the rest of the
question “Who wrote the country song.”

In this paper, we characterize such phrases that are expected
to appear in the target document as exactly as they are written in
the question as Frozen Phrases. The terms of a frozen phrase are
extremely likely to be seen together in the target document, no
matter what their TF-IDF scores are in the question vector, and the
ordering of the terms is expected to match closely. For instance,
in the question “who said one man’s vulgarity is another’s lyric”
[17], the phrase “one man’s vulgarity is another’s lyric” is a famous
quote, which is a frozen phrase in the question. However, not all
frozen phrases are expected to be helpful in retrieval. In the above
example, the phrase “who sings” may also be a frozen phrase, but
that phrase is less likely to be helpful because it is likely to appear
in any arbitrary document.

Detecting frozen phrases can be helpful in many applications in-
cluding query expansion [5, 25, 47] and question clustering [8, 14].
In query expansion, adding more terms to a question generally
shrinks the weights of the terms in the original question includ-
ing those of a frozen phrase, and this can negatively impact the
retrievals. If the frozen phrases can be detected, query expansion
can be better guided to leave the invariant parts of a question un-
changed. Detecting frozen phrases and their types (e.g. a song lyric)
in a question can also provide more insight about the focal point of
the question, which can help with further question classification.

In this paper, we tackle the task of detecting frozen phrases
in questions using a transformer based model [38]. A major chal-
lenge in training one such classifier is the absence of large enough
annotated training data; hence, we propose an algorithm to auto-
matically generate the training data based on existing QA corpora
where questions, answer documents, and corpus statistics — e.g.,
TF, and IDF — are readily available.
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To evaluate the performance of our proposed model and the
quality of our generated training set, we use our model to predict
frozen phrases in an unseen test set. The queries in the test set
are expanded by the detected frozen phrases and are retrieved by
a sparse retriever. Our empirical results show a significant per-
formance boost that effectively underscores the usefulness of our
devised strategy in identifying frozen phrases. Our code and data
are released at https://github.com/Aashena/Frozen-Phrases.

Our contributions can be summarized as follows:

(1) We introduce frozen phrases to capture the invariant parts of
a question and show its importance in question answering.

(2) We propose an algorithm to extract frozen phrases from
natural questions that have an answer document, allowing
us to create a training data from a QA corpus.

(3) Through our evaluation, we show that frozen phrases can
be successfully detected using our generated training data,
and our model is able to improve upon retrieval in question
answering.

2 RELATEDWORK
Retrieval in OpenQA. Sparse retrieval models such as TF-IDF and

BM25 have been widely adopted in both early multi-stage OpenQA
pipelines [4] and modern retriever-reader models [2, 3, 39, 40, 44].
However, they often suffer from the so-called vocabulary mismatch
bottleneck [23]. As a remedy, several models [18, 27] offer an inter-
mediate stage to re-rank the initial retrieved results via a neural
model. Doc2query [29, 30] generates potential relevant queries for
each passage in the corpus and stores them along with the pas-
sages. More recently, dense retrieval models [15, 16, 19, 33, 43] and
retrieval-augmented models [10, 21] have become popular. How-
ever, these models often struggle with entity-centric questions for
which sparse retrievers usually work well [1] and also, generalize
poorly to new domains without supervision [12, 37].

Query Expansion/Reformulation. Another strategy to tackle vo-
cabulary mismatch is query expansion [35] where the question is
augmented with supplementary text to boost the matching likeli-
hood. One strategy is to generate question paraphrases [7], which
we also exploit in our model, but we ensure that frozen phrases
are preserved. Similarly, other useful content, if available, may be
added too. GAR [25] expands questions with automatically gener-
ated sentences to enrich question with clues—e.g., expected answers
or sentences containing an answer—that are fetched from a pre-
trained language model. Alternatively, Nogueira and Cho propose
a reinforcement learning approach that uses post-retrieval signals
as a reward function to reformulate the query [28].

Question Decomposition. For complex questions such as multi-
hop questions [45], decomposing them into simpler sub-questions
is a known technique [26, 31, 42]. Our method is analogous to these
methods in that we also detect subsequences in questions. However,
our objective is inherently different as we find sequences that are
expected to match answer documents verbatim. Also, Qi et al. pro-
pose an iterative strategy that uses a semantic overlap method to
find potentially relevant documents based on the retrieval context
at each step [32]. Specifically, the overlap is computed via a longest

common subsequence/substring algorithm between a target docu-
ment and the current context. We also employ a similar approach
to align questions with their corresponding answer document.

3 METHODOLOGY
The problem of detecting frozen phrases in questions can be cast as
a sequence labelling problem. Given a word sequence𝑤1, . . . ,𝑤𝑛 ,
denoting a question, we seek to find sub-sequences 𝑤𝑖 , . . . ,𝑤 𝑗 of
consecutive terms such that𝑤𝑖 , . . . ,𝑤 𝑗 is expected to transfer as a
whole to the answer document.

For example, given the question “Who sang I ran all the way
home,” from NQ-open [17], we want to identify the song title “I ran
all the way home” as a frozen phrase. Clearly, detecting phrases
with a low selectivity is more desirable since these phrases are less
likely to appear in arbitrary non-answer documents and they can
be more effective in retrievals.

A major challenge in training a model to detect such phrases is
the lack of annotated data for this purpose. It may seem at first that
frozen phrases can be annotated in a QA corpus by leveraging the
Longest Common Sub-sequence (LCS) between a question and its
answer document. However, given that answer documents are long,
every question term is likely to appear somewhere in the answer
passage and will be included in an LCS. Such sequences may not
really form a phrase and are not the subject of our study.

The Longest Common Sub-string (LCStr) may be considered as
an alternative for annotating frozen phrases. However, our exper-
iments show that LCStr misses many phrases that do not exactly
transfer to the answer due to minor differences such as misspelling
(see Section 4.2.1 for our evaluation of LCStr).

Inspired by the Smith-Waterman (SW) local alignment algorithm
[36], we align the words sequence of a question with its answer
document and extract frozen phrases from the question.

Let𝑄 and𝑋 respectively denote theword sequences of a question
and its answer document. Given the word sequences of a question𝑄
and its answer𝑋 , let𝐻𝑖, 𝑗 be the maximum alignment score between
their prefixes𝑄1, ...𝑄 𝑗 and𝑋1, ..., 𝑋𝑖 . We define the scoring function
as:

𝐻0,0 = 0 , 𝐻𝑖,0 = −𝑖 .𝑊𝑋 , 𝐻0, 𝑗 = − 𝑗 .𝑊𝑄 ,

𝐻𝑖, 𝑗 = max


𝐻𝑖−1, 𝑗−1 + 𝑆𝑖 . 𝑗 (𝑋,𝑄)
𝐻𝑖−1, 𝑗 −𝑊𝑋

𝐻𝑖, 𝑗−1 −𝑊𝑄 ,

where𝑊𝑋 and𝑊𝑄 are the gap penalties in the document text and
the question respectively, and 𝑆𝑖 . 𝑗 (𝑋,𝑄) is the matching score of
𝑋𝑖 and 𝑄 𝑗 , which is defined as follows:

𝑆𝑖 . 𝑗 (𝑋,𝑄) =


𝐼𝐷𝐹𝑢𝑛𝑖 (𝑋𝑖 ) if 𝑋𝑖=𝑄𝑖∧𝑋𝑖−1≠𝑄𝑖−1,

𝐼𝐷𝐹𝑢𝑛𝑖 (𝑋𝑖 ) + 𝐼𝐷𝐹𝑏𝑖 (𝑋𝑖−1 .𝑋𝑖 ) if 𝑋𝑖=𝑄𝑖∧𝑋𝑖−1=𝑄𝑖−1,

−∞ if 𝑋𝑖≠𝑄𝑖 ,

(1)
where 𝐼𝐷𝐹𝑢𝑛𝑖 (.) and 𝐼𝐷𝐹𝑏𝑖 (.) respectively denote the IDFs of a
unigram and a bigram. Using the IDF of a term helps us to assign
higher scores to the terms with low selectivity, and using bigram
IDF boosts the score of longer phrases. 𝑆𝑖 . 𝑗 (𝑋,𝑄) is set to −∞when
𝑋𝑖 and 𝑄𝑖 are not equal to force the alignment to consider gaps.
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Figure 1: An illustration of a problem with the alignment
algorithm. Some part of the frozen phrase are dropped when
the opening gap penalty is not distributed over multiple
gaps (Alignment A2 will be chosen over A1). 𝑆 denotes the
matching score of a phrase, defined in Eq. (1). 𝑃𝑐𝑜𝑛𝑡 and 𝑃𝑜𝑝𝑒𝑛
are the continuing gap penalty and the opening gap penalty,
respectively. Here, we set 𝑃𝑐𝑜𝑛𝑡 to −1 and 𝑃𝑜𝑝𝑒𝑛 to −7. The
matching scores of “you can’t” and “get what you want” are
3 and 10, respectively.

The choice of a gap penalty is important on how the phrases
are formed. A phrase that is perfectly transferred to an answer will
not have gaps but often the wording of a question has extra terms,
for example, due to misspellings, or misses out terms that appear
in the answer. We are not expecting many extra terms in question
phrases, hence we set𝑊𝑄 to a constant.

However, the gap structure in the answer documents is a bit
more complex. For example, a question that refers to a song title can
miss out a few words. Similar observations are made in detecting
molecular sub-sequences where the gap penalty is divided into an
opening gap penalty 𝑃𝑜𝑝𝑒𝑛 and a continuing gap penalty 𝑃𝑐𝑜𝑛𝑡 ,
with 𝑃𝑐𝑜𝑛𝑡 < 𝑃𝑜𝑝𝑒𝑛 . For example, Smith et al. set 𝑃𝑜𝑝𝑒𝑛 to 1.33 and
𝑃𝑐𝑜𝑛𝑡 to 0.33 [36].

Generally, as the length of a frozen phrase increases, the chance
that a user misses out words or writes them inaccurately in the
question also increases. That inaccuracy breaks the chain of the
matching words in the frozen phrase. For example, consider the
phrase “You Can’t Always Get What You Want,” the name of a song
by The Rolling Stones rock band, that is mentioned in a document,
but a question refers to it as “you can’t get what you want.” There
is a mismatch in the middle of the phrase, with always dropped
in the question. Figure 1 illustrates two possible alignments of
the phrases mentioned above. A1: (“You Can’t”, “you can’t”),
(“Always”,-), (“Get What You Want”,“get what you want”),
and A2: (“You Can’t Always”,-), (“Get What You Want”,“get
what you want”). The terms “you” and “can’t” and the phrase “you
can’t” are expected to have low IDF since they are common terms,
and it is likely that the matching score of “you can’t”, Eq. (1), minus
the opening gap penalty (applied after) to be less than the gap
penalty −3.𝑃𝑐𝑜𝑛𝑡 . That means A2 will be selected over A1, and the
first part of the phrase will be ignored.

To avoid such cases, we need to distribute the opening penalty
in the first few gaps instead of applying it all at once. We need the

opening gap to increase proportional to the likelihood of having
longer gaps inside a phrase.

Consider a Question 𝑄 = {𝑄1, . . . , 𝑄𝑙 } of length 𝑙 and let 𝑋 de-
note the term sequence of the answer document. Let𝑄𝑖+1, . . . , 𝑄𝑖+𝑘
be a sub-sequence of𝑄 of length 𝑘 such that the preceding term𝑄𝑖

and the following term𝑄𝑖+𝑘+1 are matched with terms in 𝑋 but the
terms in 𝑄𝑖+1, . . . , 𝑄𝑖+𝑘 are not matched. Suppose 𝜋𝑘 denotes the
probability of not having 𝑄𝑖 and 𝑄𝑖+𝑘+1 in the same frozen phrase;
we want our opening gap penalty to increase proportional to 𝜋𝑘 . If
we denote with 𝑡 the smallest positive integer where 𝜋𝑡 ≈ 1, then
the general formula for𝑊𝑋 can be expressed as:

𝑊𝑋 (𝑘) =
{
𝑃𝑐𝑜𝑛𝑡 (𝑘 > 𝑡)
𝜋𝑘 .𝑃𝑜𝑝𝑒𝑛∑𝑡

𝑖=1 𝜋𝑖
(0 < 𝑘 ≤ 𝑡).

As for setting the values of 𝑃𝑐𝑜𝑛𝑡 and 𝑃𝑜𝑝𝑒𝑛 , one can leverage
the following formula:

𝑛∑︁
𝑘=0

𝑆 (𝑋𝑖+𝑘 , 𝑄 𝑗+𝑘 ) − 𝑃𝑜𝑝𝑒𝑛 > −(𝑛 + 𝑡) × 𝑃𝑐𝑜𝑛𝑡 , (2)

where𝑄 𝑗 , 𝑄 𝑗+1, ..., 𝑄 𝑗+𝑛 and 𝑋𝑖 , 𝑋𝑖+1, ..., 𝑋𝑖+𝑛 are respectively ques-
tion and document phrases that are matched. For good phrases,
we want the above inequality to be satisfied and those phrases to
be selected, and for bad phrases, we want the inequality not to be
satisfied and the phrases to be ignored.

The annotation task, implemented using a dynamic program-
ming algorithm, maps each question to a sequence of labels “SEQ”
and “O”, with “SEQ” indicating the terms that are part of a frozen
phrase and “O” indicating the terms that are not. Using this proce-
dure, we can create automatically annotated silver data on top of
existing QA datasets.

Finally, we train a sequence-labelling model on the silver data.
The model is employed in predicting frozen phrases for arbitrary
questions and retrieving answer documents from a corpus. Table 1
provides examples of the terms extracted by the trained model and
the alignment algorithm.

4 EXPERIMENTS
In our evaluation, we seek to answer the following questions:

(1) how informative the frozen phrases extracted by our align-
ment algorithm are in terms of their recall in open-domain
QA and how much information is lost by only keeping such
phrases,

(2) how effective the predicted frozen phrases are in improving
the performance of sparse/dense retrievers and what role
they play in query expansion, and

(3) if the end-to-end performance of open-domain QA is im-
proved by leveraging the predicted frozen phrases during
retrieval.

4.1 Experimental Setup
4.1.1 Dataset. To generate our training data, we ran our alignment
algorithm, discussed in Section 3, on the training set of the Natural
Questions (NQ) dataset [17]. Our testing was done on the develop-
ment set of NQ-open dataset [19] that consists of 3,610 questions.
We excluded the questions that NQ-open did not have their answer
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Table 1: Examples of the frozen phrases derived by our alignment algorithm (Silver Standard) vis-a-vis the extracted phrases by
the model (Prediction), trained on the silver data.

Silver Standard (our proposed alignment) Prediction

hazels boyfriend in the fault in our stars hazels boyfriend in the fault in our stars
when does the day of the dead end when does the day of the dead end
where is the citrus bowl held this year where is the citrus bowl held this year
what year does the quiet man take place what year does the quiet man take place
how many seasons of rules of engagement is there how many seasons of rules of engagement is there
who plays dusty in the movie pure country who plays dusty in the movie pure country
how tall is the actor who plays hagrid in harry potter how tall is the actor who plays hagrid in harry potter

document annotated in NQ dataset, reducing the test set to 3072
questions.

4.1.2 Alignment Hyperparameters. We randomly selected a small
subset of our training data, on which we manually observed the
alignment algorithm output. Since 𝜋𝑡 is the probability at which
two adjacent phrases do not form a frozen phrase, we can estimate
it based on our statistical observation of the subset. We start with
a sequence length 1 and increase the length to 𝑡 where 𝜋𝑡 ≈ 1
(𝜋𝑘 < 𝜋𝑘+1 for every 𝑘). For setting 𝑃𝑜𝑝𝑒𝑛𝑡 and 𝑃𝑐𝑜𝑛𝑡 , we leverage
some negative and positive samples from the selected subset and
find a setting where Eq. (2) is likely to hold for positive examples
and it is less likely to hold for negative examples.

We want to assign a small value for𝑊𝑄 (0 or close to 0) because
wewant the gap penalty in the question to be small to encourage the
algorithm to ignore the terms that are not in a frozen phrase. A high
value for𝑊𝑄 forces the algorithm to select as many terms as it can
from the question, thus reducing our algorithm to LCS. Throughout
our experiments, we used the following hyperparameters for the
alignment algorithm:

𝑃𝑐𝑜𝑛𝑡 = 1, 𝑃𝑜𝑝𝑒𝑛 = 7, 𝑊𝑄 = 0.1, 𝑡 = 3, 𝜋1 = 0.25, 𝜋2 = 0.5, 𝜋3 = 1

4.1.3 Sequence-labelling Model. To predict frozen phrases, we fine-
tuned a pre-trained RoBERTabase model [24] with a token classifi-
cation head1 on our silver training data. The output of the model
is a sequence of frozen phrases with possible gaps. Those gaps are
replaced with an out-of-vocabulary term to avoid forming bigrams
that are not in the original question. We refer to these generated
questions as Frozen Phrase Questions (FPQ). We trained our model
with a learning rate of 1.0𝑒−4, a batch size of 64, and early stopping
for 70 epochs.

4.1.4 OpenQA Pipeline. For sparse retrieval, we adopted the BM25
implementation from Pyserini [22]. Retrieval is done over passages
of 100 words that are derived from Wikipedia, following [15]. As
reader, the base model of Fusion-in-Decoder [13] was used. The
top 100 retrieved passages are fed into the reader, as done in [13].
For our query expansion, a T5 transformer [34], fine-tuned on the
Quora quesion paraphrase dataset, was used to generate up to 10

1https://github.com/ThilinaRajapakse/simpletransformers

paraphrases for each question2. The paraphrases are concatenated
with the original question with an out-of-vocabulary term added
between the concatenated questions to avoid undesirable bigrams.
We refer to the new expanded queries as Orig10Par.

4.1.5 Evaluation Metrics. As a measure of the informativeness of
the frozen phrases, we introduce a metric based on the overlap
between the terms in extracted frozen phrases and the title of
answer document. Retrievers often assign higher weights to amatch
in the title than a match in the document body [9]. Moreover, since
the document title is already prepended to the passages in the
corpus, retaining the title terms becomes important in questions.
Hence, we measure title recall, defined as the fraction of title terms
that are preserved in a question (either FPQ or original question),
i.e.,

𝑅𝑒𝑐𝑎𝑙𝑙𝑡𝑖𝑡𝑙𝑒 =

∑𝑀
𝑚=1 |𝑄𝑚 ∩𝑇𝑚 |∑𝑀

𝑚=1 |𝑇𝑚 |
,

where 𝑀, 𝑄𝑚, and 𝑇𝑚 are the number of samples in the dataset,
the question of the𝑚-th sample, and the title of the𝑚-th sample
respectively. We consider an FPQ informative if its 𝑅𝑒𝑐𝑎𝑙𝑙𝑡𝑖𝑡𝑙𝑒 is
close to that of the original question, meaning any loss is minimal.

In addition to 𝑅𝑒𝑐𝑎𝑙𝑙𝑡𝑖𝑡𝑙𝑒 , we use top-𝑘 retrieval accuracy and
Exact match (EM) to evaluate our retriever and reader, respectively.
The two metrics are widely used in prior work [15, 25].

4.2 Results and Discussions
4.2.1 Information Loss. To evaluate the informativeness of frozen
phrases, we converted the set of questions in our test set to FPQs
using our proposed alignment algorithm. The length of an FPQ is
only 54% of the length of original questions on average. As a baseline
for comparison, we also generated another dataset by replacing
each question with its corresponding LCStr. The information loss
is measured for both FPQ and LCStr using 𝑅𝑒𝑐𝑎𝑙𝑙𝑡𝑖𝑡𝑙𝑒 .

As shown in Table 2,𝑅𝑒𝑐𝑎𝑙𝑙𝑡𝑖𝑡𝑙𝑒 of our alignment algorithm (FPQ)
is very close to that of the original questions (Orig). Even though
the algorithm drops 46.3% of the question terms, it only drops 1%
of the title terms. Moreover, the average IDF of the 1% dropped
terms is quite low — i.e., 2.76 for unigrams and 6.2 for bigrams in
our dataset.
2https://github.com/ramsrigouthamg/Paraphrase-any-question-with-T5-Text-To-
Text-Transfer-Transformer-
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Table 2: 𝑅𝑒𝑐𝑎𝑙𝑙𝑡𝑖𝑡𝑙𝑒 and Passage level Accuracy to evaluate the
Information loss

Dataset 𝑅𝑒𝑐𝑎𝑙𝑙𝑡𝑖𝑡𝑙𝑒 Acc@1 Acc@10 Acc@100

Orig 0.48 24.38 57.97 80.73
LCStr 0.38 11.91 33.76 59.05
FPQ 0.47 24.12 56.35 78.91

As another measure of a possible information loss in retrieval,
we also evaluated the performance of passage retrieval over the
three query sets Orig, FPQ, and LCStr. As presented in Table 2, the
retrieval accuracy for FPQ is higher than LCStr by a large margin,
which shows how the algorithm is successfully selecting important
terms. Furthermore, while we used almost half of the question
terms, the performance declines only by around 2%. This confirms
that the extracted frozen phrases play a significant role in retrieval.

4.2.2 Retriever Performance. To evaluate the performance of our
frozen phrase prediction, we trained our transformer model on the
data annotated by our alignment algorithm. The trained model was
applied to the questions in our test set to generate FPQs.

To evaluate if the use of frozen phrases can improve the re-
trievals, we concatenated each FPQ to its original question in our
test set to increase the weight of the predicted frozen phrases in the
question vector. As shown in Table 3, adding frozen phrases to the
questions (this is referred to as Orig+FPQ) significantly improves
the accuracy. As a baseline for comparison, we also did a similar
experiment but, instead of adding frozen phrases, we added named
entities (Orig+NER) and singular nouns (Orig+NN) to increase their
weight. Unlike frozen phrases, adding named entities (Orig+NER)
and singular nouns does not improve the retrieval.

To evaluate the performance of our model prediction in query ex-
pansion, we generated up to 10 paraphrases for each question in our
test set, using the method described in Section 4.1, and added those
paraphrases to the original question (Orig10Par). Then, we added
10 copies of FPQs to the expanded query set and created a new set
of questions (Orig10Par+10FPQ). We further added 10 copies of the
original test questions to the expanded query (Orig10Par+10Orig)
to see if our predictions are more helpful than the original ques-
tions for the expanded query. The results of the BM25 retriever on
the aforementioned question sets as well as the original questions
(Orig) are reported in Table 3.

The best result is achieved when 10 paraphrases and 10 copies
of the FPQ are added to the original questions (Orig10Par+10FPQ),
and the questions that only have the FPQ in addition to the original
question (Orig+FPQ) stand second. These results show that we are
increasing the weight of the right terms, and our frozen phrase
extraction method improves the retrieval.

We also combine our enhanced BM25 retrievers with DPR [15],
a prominent dense retriever, by taking a weighted mean of their
retrieval scores, following [15]. The results are consistent with the
previous results where we used only sparse retrieval.

4.2.3 End-to-End Performance. Finally, Table 4 shows the end-to-
end exact-match accuracy of our models where the reader is applied
to the two question sets that have the best retrieval performance

Table 3: Retrieval accuracy at top-𝑘 on different question sets.
† denotes statistical significance (𝑝-value < 0.01) over Orig for
each retriever, BM25 and DPR+BM25.

Question Set Acc@1 Acc@10 Acc@100

BM25 on Orig 24.38 57.97 80.73
BM25 on Orig+NER 24.61 58.69 80.37
BM25 on Orig+NN 23.568 58.07 80.18
BM25 on Orig+FPQ 25.65† 60.06† 82.13†
BM25 on Orig10Par 25.29 57.45 80.99
BM25 on Orig10Par+10Orig 25.16 58.89 81.61
BM25 on Orig10Par+10FPQ 26.43† 60.25† 82.52†

DPR on Orig 46.87 77.25 88.54
DPR+BM25 on Orig 48.80 78.81 89.20
DPR+BM25 on Orig+FPQ 50.01† 79.07 89.40
DPR+BM25 on Orig10Par+10FPQ 49.64 78.66 90.10†

Table 4: End-to-end exact-match accuracy based on the best
question sets for two retrievers. † denotes statistical signifi-
cance (𝑝-value < 0.01) over Orig.

Question Set EM for BM25 EM for DPR+BM25

Orig 42.84 48.57
Orig+FPQ 43.72† 49.15
Orig10Par+10FPQ 44.40† 49.97†

as well as to the original set of test questions. We can observe
that the performance boost in the retrieval translates to a better
performance of the reader, and that the end-to-end improvement is
statistically significant.

5 CONCLUSIONS
In this paper, we examine the importance of contiguous term spans,
namely frozen phrases, that are expected to appear verbatim in
answer passages. Frozen phrases embody locality that is crucial in
finding potential answer passages in OpenQA. However, detecting
them is challenging due to an absence of existing annotated data.
We address this problem by introducing a strategy to construct
synthetic silver data from existing QA datasets. We show that by
incorporating frozen phrases, the retrieval accuracy as well as the
end-to-end performance substantially improves. Frozen phrases
can also be integrated into the backbone of dense retrieval models,
which is an interesting direction for future work.
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