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Abstract Facialmorphing detection is critical when applying for a new passport and
using the passport for identity verification due to the limited ability of face recognition
algorithms and people to detect morphed photographs. As a result of face recognition
systems’ vulnerability to morphing attacks, the value of detecting fake passports at
theABCgate is undeniable. Nonetheless, identifyingmorphed images after they have
been altered using image operations like sharpening, compression, blurring, print-
scan and resizing is a significant concern in Morphing Attack Detection (MAD).
These image operations can be used to conceal the morphing artefacts, which makes
MAD difficult. Several researchers have carried out MAD for print-scan images;
few researchers have done MAD for compressed images; however, just one paper
has considered image sharpening operation. Hence, this paper proposes a MAD
technique to perform MAD even after image sharpening operation using averaging
dimensionality reduction and feature level fusion of Histogram of Oriented Gradient
(HOG) 8 × 8 and 16 × 16 cell size. The 8 × 8 pixels cell size was used to capture
small-scale spatial information from the images, while 16 × 16 pixels cell size was
used to capture large-scale spatial details from the pictures. The proposed technique
achieved a better accuracy of 95.71% compared with the previous work, which
reached an accuracy of 85% when used for MAD on sharpened image sources.
This result showed that the proposed technique is effective for MAD on sharpened
post-processed images.
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1 Introduction

FaceRecognitionSystems (FRS) automatically recognize people basedon their facial
features [1]. FRS is built on data acquired over the last forty years from signals and
patterns processing algorithms, resulting in accurate and trustworthy facial recogni-
tion algorithms. Biometrics allows people to be identified based on their physiolog-
ical traits [2]. Face biometrics are now utilized in forensics, criminal identification in
airports and train stations, surveillance, credit card authentication, and logical access
control to electronic commerce and electronic government services, among other
uses. In addition, biometric facial photographs are an essential component of elec-
tronic passports [3], which have now been used to create almost 800 million passport
instances after ten years of development. As a result, face recognition using these
passports has become popular in border checks [4]. Face recognition was chosen
for border enforcement because, in the event of a false negative device judgment,
the border enforcement officer would conduct a visual comparison, which is a clear
benefit over all othermultimodal biometric such as fingerprint identification [5]. Face
recognition’s usefulness in Automatic Border Control (ABC) e-gates is justified by
these factors [1]. By matching the live collected face photographs with the face
reference picture contained in the electronic Machine Readable Travel Document
(eMRTD) passport, a conventional ABC system examines the connection between
both the eMRTD and the passport holder (the individual who submits the eMRTD
to the border agent). The value of ABC systems, which are based on highly efficient
and precise border control operations, has increased as a result [1].

FRS, as a critical component of an ABC system, are vulnerable to a variety of
attacks. These attacks can be classified into two kinds. The initial attack targets the
ABC system itself is commonly accomplished by introducing a facial artefact into
the capture unit. Face spoofing or presentation attacks [6, 7] are examples of this
type of attack. On the other hand, these attacks necessitate a significant amount of
effort in both creating a face artefact and submitting it to the ABC e-gate. Aside
from that, this form of attack will only succeed if the adversary is able to have
in possession a lost eMRTD passport and create a facial artefact that matches the
eMRTD passport’s face photograph [8]. The assault against the eMRTD biometric
reference is the second type of attack: The biometric data recorded in the (stolen)
passport’s logical information structure is changed here to replace the reference
image. Because most passport applications allow for a printed face picture as part
of the application process, this assault is straightforward to carry out. In addition,
for passport renewal and VISA applications, many nations will permit digital photo
uploads to a web gateway. This provides intruders with numerous opportunities to
submit a false face picture to the passport’s issuing body and receive a legitimate
eMRTD passport that includes both physical and digital security elements as well as
the bogus photo [1]. Simple changes can be made using freely available software to
attack the EMRTD biometric reference picture [9].

Among the different face picture adjustments, face morphing is recognized as the
most severe attack on the ABC border protection mechanism [10]. Face morphing
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is a method of constructing a new face image by combining the precise details
from two or more input face photographs belonging to different people. As a result,
the morphed face image would eventually reflect the facial appearance elements of
many data subjects, contributing to the morphed face [11]. As a result, any invader
can morph their face into another data subject and seek an eMRTD passport that both
subjects can use. This defective connection of multiple subjects with the document
could result in illegal activities such as human trafficking, financial transactions, and
illegal immigration [9].

Ferrara [3], Damer [3], Kramer [11] and Scherhag [11] recently proved that
humans are unable to discern altered facial photos. Additionally, because eMRTD
passports are widely utilized with ABC border control systems, this morphing attack
may be carried out without fabricating a passport paper. As a result, to ensure the
dependability of border control activities, these types of threats must be prevented.

In the previous years, there have been few authors who have worked on MAD.
In 2014 Ferrara [3] introduced a face morphing attack which was called the magic
passport. The viability of attacks onAutomated Border Control (ABC) systems using
morphed face images was examined. It was concluded that when the morphed pass-
port is presented, the officer will recognize the photograph and release the document
if the passport is not substantially dissimilar from the candidate’s face. And thus, the
released document passes all authenticity checks carried out at the gates.

Raghavendra [1] carried out novel research on how this face morphing attack
can be detected. The study was conducted using facial micro-textures retrieved via
statistically autonomous filters trained on natural photographs. This micro-texture
dissimilarity was extracted using Binarised Statistical Image Features (BSIF), and
classification had been made via Support Vector Machine (SVM). This was the first
research done towards theMAD. Later in 2017, Seibold [12] aimed to performMAD
using a deep neural network. Three Convolutional Neural Network (CNN) archi-
tectures were trained from scratch and using already trained networks to initialize
the weights. Pretrained networks were noticed to outperform the networks trained
from scratch for each of the three architecture. Hence it has been concluded that
the attributes acquired for classification tasks are also beneficial for MAD. In 2018
Wandzik [13] suggested a method for MAD based on a general-purpose FRS. This
work combined a general-purpose FRSwith a simple linear classifier to detect morph
images successfully.

In 2019 Venkatesh [14] presented a novel approach for MAD focused on quan-
tifying residual noise caused by the morphing phase Venkatesh [14] used an aggre-
gation of several denoising methods estimated using a deep Multi-Scale Context
Aggregation Network (MSCAN) to quantify the morphing noise. In 2020 Ortega-
Delcampo [14] did not just stop at detecting face morphing attacks but went further
to de-morph the morphed face images. Finally, in 2021 Kenneth [15] proposed a
method for MAD in the presence of post-processed image sources.

The necessity of detecting false passports at the ABC gate, as a result, is unde-
niable. Nonetheless, recognizing altered images after they have been processed is a
significant challenge inMAD. For example, after creating themorphing facial image,
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the image could be further treated with image compression, image sharpening, print-
scan, or blurring operations to improve or diminish image quality purposely. This
morph picture alteration technique could be used to hide morph artefacts. The auto-
mated production of morphed face pictures, in particular, can result in morphing
artefacts. Shadow or phantom artefacts may be caused by missing or misplaced
landmarks. The facial region can be substituted by an adapted outer space of one of
the people to alleviate the issue of the morphed face image.

Weng [16] offers an interpolation of the hair region to hide artefacts in the hair
region. On the other hand, interpolating the hair region can disguisemorphing objects
in the hair region [16]. However, unnatural colour gradients and edges may occur
due to insufficient interpolation methods, which can be mitigated by sharpening
or blurring. Furthermore, this morphing artefact can be made to obtain realistic
histogram forms by adjusting the colour histogram during the sharpening process,
which prevents Morphing Attack Detection (MAD) systems from identifying such
transformed images.

Hence, in line with these identified challenges, this research proposes a MAD
after image sharpening operation using averaging feature dimensionality reduc-
tion and summation feature level fusion of 8 × 8 and 16 × 16 scale Histogram
of Oriented Gradient (HOG) descriptor. As a result, the following are the paper’s
main contributions:

1. Development of a dimensionality reduction and feature-level fusion technique
for MAD even after image sharpening post-processing operation.

2. Evaluation of the technique’s performance in (1) using False Acceptance Rate,
False Acceptance Rate and Accuracy performance metric.

The following is how the rest of the paper is organized: A survey of relevant
studies is included in Sect. 2. Section 3 describes the approach utilized to conduct
the research. The findings of the experiment are described in Sect. 4. Section 5 draws
conclusions, while Sect. 6 discusses future work.

2 Related Works

MAD’s relevance cannot be emphasized, especially after picture post-processing
operations such as image sharpening, print-scan, and image compression.

Singh [17] used a deconstructed 3D geometry and diffuse reflectance to accom-
plishMAD. This approachwas recommended because it can detect morphing attacks
through print-scan, posture, and illumination abnormalities.In this investigation,
actual picture was captured at the ABC gate, and these components are then used to
train a MAD linear SVM that compares the real picture taken at the ABC gate to the
eMTRD face image. The problem with this paper is that the suggested algorithm
ignores image post-processing tasks including print-scan, contrast enhancement,
image compression, blurring, and sharpening.
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Makrushin [18] performed MAD using Benford features. In this work, a splicing
based approachwas used to produce blurred facial imageswhich are visually faultless
automatically. A spread of Benford highlights extricated from quantised Discrete
Cosine Change (DCT) coefficients of JPEG-compacted transformed pictures were
utilized as feature vectors, and the Support Vector Machine (SVM) was applied for
grouping. The upside of the suggested system is that it could perform well even on
JPEG-compacted transformed pictures. Anyway, the strategy could not distinguish
morphed images in the wake of performing print and scan operation on the images.

A de-morphing configuration based on a convolutional neural network (CNN)
model was proposed by Ortega-Delcampo [19]. This method is characterized by two
images: the passport’s potentially altered image and the person’s photo in the ABC
system. The de-morphing procedure aims to reveal the chip picture. Assume the chip
image has been altered. The exposing procedure between the in vivo image and the
morphing chip image in that case will give the person in the ABC system a different
facial identity, disclosing the impostor. If the chip photo is a non-morphing image,
the end image will be comparable to a genuine traveler. The significant contribution
of this work is the enhancement of picture quality and graphic aspects accomplished
following the de-morphing procedure, as well as the discovery of the impostor’s
concealed identity. The CNN model extracted a large number of features that made
training or learning of these features slow. Feature selection could increase learning
speed and enhance the result as more relevant features would be used for training.

Kenneth [15] proposed a method for MAD in the presence of post-processed
Images sources based on feature selection using Neighborhood Component Anal-
ysis (NCA) and classification using decision tree. The Local Binary Pattern (LBP)
descriptor was used to extract morphed and bona-fide image features. The image
sharpening post-processing operation was considered. In this paper it was identified
that image sharpening operation on morph images could alter the morph artefacts
making the altered morphed images difficult for aMAD system to detect. Two exper-
iments were conducted in this study. In the first experiment the decision tree classifier
was trained with the original LBP without feature selection. In the second experi-
ment the decision tree classifier was trained using just the NCA selected LBP feature
sets. The classification using the NCA selected features produced a higher accuracy
than classification using all the LBP features. For non-post-processed image sources
the proposed system attained and accuracy of 94% while an accuracy of 85% was
achieved for the sharpened image sources. A drawback of this study is that the accu-
racy of the sharpening image sources is low in comparison with the normal images.
This result shows that more accurate methods are needed for improved MAD in the
presence of image sharpening operation.

Raghavendra [1] used Binarized Statistical Image Features (BSIF) to perform
MAD. The suggested technique used BSIF to extract a micro-texture variation from
a facial image, and the classification was done with a linear Support Vector Machine
(SVM). The image’s BSIF characteristics are extracted, and each pixel’s response to
a filter trained on statistical properties of natural images is computed to represent it
as a binary code. With an Attack Presentation Classification Error Rate (APCER) of
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1.73%, the system performedwell, demonstrating its relevance to real-world circum-
stances. The work’s drawback is its lack of robustness when it comes to the datasets
employed. The dataset was generated using a single morphing tool (GNU Image
Manipulation Program), limiting its performance. However, in real-world different
morphing tools are used to carry out morphing attack.

CNN was used by Raghavendra [20] as a feasible feature extractor and classifier
for MAD. To performMAD for print-scan and digital morphed photos, the proposed
method used transferrable features obtained from a pre-trained CNN. VGG19 and
AlexNet were two CNN algorithms employed in the feature mining process. The
picture features were retrieved independently from the AlexNet and VGG19models’
fully-connected layers. The feature level fusion approach was used to combine these
qualities into a single feature vector. In both cases, the proposed method gave better
outcomes for digital photos with an Equal Error Rate (EER) of 8.22% than print-scan
images with an EER of 12.47%. However, the print-scan post-processing technique
was the only one investigated. The effects of compression, resizing, and sharpening
were not considered.

Face recognition algorithms based on CNN and hand-crafted characteristics are
used by Wandzik [21] to tackle the MAD problem. The face characteristics were
mined using four feature extractors: Dlib, FaceNet, High-Dim Local binary pattern
and VGG-Face. After completing feature extraction using any of the feature extrac-
tion method, the extracted features were used to calculate the Euclidean distance for
the face authentication job. Using the reference photo vectors, the SVM was used to
conduct classification tasks. The MAD of digital photographs was the focus of this
study; however, print-scan photographs were not considered.

Premised on an examination of PhotoResponseNonUniformity (PRNU),Debiasi
[10] suggested a morphing detection technique. It is based on a spectral study of the
morphing-induced fluctuations within the PRNU. The wavelet-based denoising filter
was used to extract the PRNU for each image. The frequency distortion removal
(FDR) PRNU improvement is next applied to the retrieved PRNU. The Discrete
Fourier Transform (DFT) was used to recover the frequency spectrum of the PRNU
in each cell as part of the feature extraction process. The magnitude spectrum that
results illustrates the morphing-induced changes in the PRNU signal. To quantify
these impacts, a histogram of DFT Magnitudes was produced to depict the spec-
trum’smagnitude distribution.Because picture post-processing tasks like sharpening,
contrast enhancement, and blurring can have a significant impact on PRNU features,
this proposedmethod investigated the impact of several image post-processing strate-
gies on detection performance. The suggested detection systemwas resistant to image
scaling and sharpening, with the exception of histogram equalization. To combat the
failure to recognize altered photos, a deeper analysis and improved detectionmethod-
ologies are required (histogram equalization). A summary of the related reviews
are given in Table 1.
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Table 1 Summary of related works

Author Approaches used Findings Limitations

Makrushin [18] Benford features The upside of the
suggested system is
that it had the option
to perform well even
on JPEG-compacted
transformed pictures

The strategy could not
distinguish morphed
pictures in the wake of
performing print and
scan operation on the
images

Debiasi [10] PRNU-based
technique

The proposed method
investigated the
effects of various
image post-processing
techniques on
detection efficiency,
finding that the
proposed detector was
resistant to image
sharpening and
scaling

The system failed for
MAD on morphed
images processed with
histogram equalization

Kenneth [15] Neighborhood
component analysis
(NCA) and local
binary pattern

In this paper it was
identified that image
sharpening operation
on morph images
could alter the morph
artefacts making the
altered morphed
images difficult for a
MAD system to detect

A drawback of this
study is that the
accuracy of the
sharpening image
sources is low in
comparison with the
normal images. This
result shows that more
accurate methods are
needed for improved
MAD in the presence
of image sharpening
operation

Raghavendra [20] VGG19 and AlexNet When comparing
digital photographs
with an equal error
rate (EER) of 8.223%
to print-scan photos
with an EER of
12.47%, the proposed
method achieves a
better outcome for
digital photographs

The MAD could not
attain an outstanding
EER for MAD in the
print-scan image
compared to the digital
images

(continued)
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Table 1 (continued)

Author Approaches used Findings Limitations

Ortega-Delcampo [19] Convolutional neural
network (CNN)

The significant
contribution of this
work is the
enhancement of
picture quality and
visual aspects
accomplished
following the
de-morphing
procedure, as well as
the discovery of the
impostor’s concealed
identity

The CNN model
extracted a large
number of features that
made training or
learning of these
features slow

Singh [17] CNN (pre-trained
AlexNet)

The authors provide a
novel database of
morphing photos and
trusted live capture
probing images
collected in a realistic
border crossing
scenario with ABC
gates
Proposed a new
method for detecting
morphing attacks that
uses a combination of
scores from a
quantized
normal-map phase
and dispersed
reconstructed image
features to exploit the
intrinsic border
crossing situation

The problem with this
paper is that the
suggested algorithm
ignores image
post-processing tasks
including sharpening,
print-scan,
compression, and
blurring

Wandzik [21] faceNet, Dlib,
VGG-face, high-dim
local binary pattern,
and SVM

Instead of adding new
components, the
proposed approach
makes use of an
established feature
extraction pipeline for
face recognition
systems. It doesn’t
need any fine-tuning
or changes to the
current recognition
scheme, and it can be
trained with a small
dataset

This study only looked
at the MAD of digital
photos, not the
print-scanned photos
that are utilized for
authentication in some
nations

(continued)
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Table 1 (continued)

Author Approaches used Findings Limitations

Raghavendra [1] BSIF The system attained a
good performance
with APCER of
1.73% that shows its
applicability to a
real-world scenario

The downside of this
work is robustness
with respect to the
dataset used. The
dataset was generated
using a single
morphing tool (GNU
Image Manipulation
Program), limiting its
performance

3 Methodology

This section presents the description of the methods used to carry out this
research [22]. These techniques includes data collection and generation, image post-
processing and pre-processing, feature extraction, dimensionality reduction, feature
fusion and data classification. The proposed system is illustrated in Fig. 1.

3.1 Data Collection

Using different facial photographs from 100 persons, a new morphed facial data set
comprising 200 morphed photos and 150 bona-fide images was developed, totaling
350 image. To assist diversify the database, female and male of diverse complexion
were employed in the facial photos. The images for the subjects came from a variety

Fig. 1 Proposed system
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of electronic sources, including the Yale face database [23] and the 123RF photo
website [24]. The altered face images were created with the help of 2 morphing
tools:

1. Magic morph tool: This is a free Windows-based program that acts as a useful
image and graphics utility for users. It is high-speed morphing and warping
program. Magic Morph allows users to animate their still images into SWF,
GIF, or AVI files with morphing effects. It is easy and straightforward to use.
Quick and multithread pyramid methods, expert-quality warping and morphing
techniques, and real-time visualization functions are all included in the app.
TIFF, BMP, JPEG, J2K, PNG, ICO, GIF, TGA, WBMP, PCX, WMF, and JBG
are among the file formats supported by this method. Its compatible output files,
on the other hand, are AVI, GIF and SWF Movie, JPEG and BMP Sequence.

2. FantaMorph tool: The FantaMorph utility is a transforming software that may
be used to create photo transformations and current transform activity effects.
It assists users in locating facial features such as the nose, eye, and mouth, and
then combines these features from multiple real-life faces to produce a virtual
face. FantaMorph comes in three different editions: Standard, Professional, and
Deluxe, and it works on both Windows and Mac computers.

The images were adjusted by hand and blended in an antique shell. The morphing
software creates an overview of the transition from one subject to another. The last
picture that has been transformed is manually taken by showing its similarity to the
participating subjects’ faces during transformation. The generated transformations
are now high in calibre and have little to no identifiable artefacts.

3.2 Image Sharpening

A morphed image that undergoes a sharpening procedure loses part of its artefacts,
causing MAD to be problematic. Since human perception is extremely sensitive to
edges and details in a picture, imaging sharpening is typically used as an image post-
processing technique. As images are primarily made up of high-frequency portions,
high-frequency distortion can degrade graphic quality [15]. Improved quality of
the visual image is achieved through improving the high-frequency segments of the
picture. Thus, sharpening of themorphed images can emphasize the edges of a picture
and modify the subtleties that can also change the morph highlights that make the
morphed photo challenging to detect.
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3.3 Face Pre-processing

In the face pre-processing stage, four operations were carried out. These opera-
tions include Facial landmark detection, cropping, image resizing and Grayscale
conversation. Each of these processes is discussed in details in the subsections below.

3.3.1 Facial Features Detection

Facial features, such as the nose, eyes, lips, brows, and jawline, are employed to
restrict and signify significant regions of focus [13]. The Viola-Jones approach was
used to detect face features in this study. The Viola-Jones computation employs
Haar-basis filtering, a scalar object in the middle of the image, and various Haar-like
structures [25]. Haar feature selection, integral photo screening, Adaboost training,
and a cascading classifier are the four phases of this approach for face recognition
[26]. The input image is first converted into an integral image via the Viola-Jones
face detection algorithm. The integral image is a method for generating the pixel
sum intensities in a square of a picture in an operational manner. A more detailed
discussion of the Viola-Jones technique is found in Wang [17], Viola and Jones [18],
and Jensen [20].

3.3.2 Image Cropping

Cropping is the removal of a photographic image from unnecessary external areas.
The approach typically involves removing some of the peripheral regions of an image
to eliminate extra trash from the image, enhance its framing, alter the aspect ratio, or
highlight or separate the subjectmatter from its background.After detecting the facial
features using the Voila Jones algorithm, the face images were cropped to magnify
the primary subject (face) and further reduce the angle of view to a dimension of
150 × 150 pixels established on the identified features to make sure that the MAD
algorithm is only applied to the face.

3.3.3 Grey-Scale Conversion

A grey-scale image in digital image processing is one in which a single sample
representing only a quantity of light is the value of each pixel; that is, it holds only
intensity values. The pictures in grey-scale, a kind of grey monochrome, are made
entirely of shades of grey. At the lowest intensity, the contrast varies from black to
white at the highest [27]. In this phase, the cropped RGB or coloured face images
were converted to a grey-scale image to prepare the images for feature extraction.
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3.3.4 Image Resizing

The graphic primitives that constitute a vector graphic image can be sized using
geometric transformations without losing image quality when resizing it in digital
image processing. Image resizing can be interpreted as image resampling or image
reconstruction [28, 29]. The image size can be changed in several ways, but the
Nearest-Neighbour Interpolation (NNI) algorithm was adopted in this paper. The
NNI algorithm is one of the more straightforward ways of increasing image size.
This deals with exchanging every pixel in the output with the nearest pixel; this
ensures there will be several pixels of the same colour for up-scaling. Pixel art may
benefit from this because sharp details can be preserved [30]. In this step, the cropped
images were all resized to the same scale to enable the extraction of the same number
of feature vectors.

3.4 Feature Extraction

Image features contain essential information such as points and edges that are vital
for image analysis. Images are extracted using several techniques. In this paper, the
Histogram of Oriented Gradient (HOG) extractor was utilized to extract gradient
features from the bona-fide and morphed images.

3.4.1 Histogram of Oriented Gradient (HOG)

TheHOG is a function extractor utilized for object discovery in image processing and
computer vision. The method counts how many times a gradient orientation occurs
in a particular image area [31]. HOG is invariant to photometric and geometric trans-
formations; This makes it very well adapted for human detection [32]. The HOG
features are generated as follows: After pre-processing and resizing the image, the
variance in the x and y directions for each image pixel is determined. The magnitude
and directions are computed using the equations in Eqs. 1 and 2, correspondingly.

Total Gradient Magnitude =
√

(Gx )
2+(

Gy
)2

(1)

where Gy denotes the y-direction gradient and Gx denotes the x-direction gradient.

Direction = tan(θ) = Gy
/
Gx

(2)

The value of the angle (θ) is presented in Eq. 3

θ = atan(Gy/Gx ) (3)



Averaging Dimensionality Reduction and Feature Level … 185

The HOG gradient descriptor was used in this research because the image
morphing process reduces the changes in the high frequency of the image and
decreases the morphed images’ gradient steepness, enhancing MAD.

There are no optimal values or scale in the HOG feature description to extract the
best feature for classification. For example, cell size 8× 8 is HOGwith fine cells. But
perhaps it is not the best scale (because the cells are too small and noise might just
be observed) (On the other hand, too large cells, like cell size 16 × 16, may be too
large, and there will have uniform histograms everywhere). The best way to obtain
the best features is by extracting HOG at various scales and combining them. Hence
the 8× 8 pixels cell size was used to capture small-scale spatial information from the
images, while 16 × 16 pixels cell size was used to capture large-scale spatial details
from the pictures. The HOG with 16 × 16 pixels cell sizes consists of 648 feature
vectors. The HOG with 8 × 8 pixels cell sizes consists of 4320 feature vectors.

3.5 Feature Normalization

Normalization is the process of converting values measured on multiple scales to a
nominally standard scale, which is commonly done before averaging. The approach
of feature normalization is used to normalize the range of independent variables or
data characteristics. Normalization is the process of converting qualities to a scale
that is equivalent. This improves the models’ performance and training reliability
[33]. The retrieved features were normalised to ensure that the HOG (8 × 8) and (16
× 16) weight feature vectors were all on the same scale and contributed equally to the
classification outcome. The Z-Score approach was used to normalize the extracted
features.

3.5.1 Z-Score

A prevalent technique to normalise features to zero mean and unit variance is the
Z-score normalisation technique [34]. The Z-Score is an arithmetic statistic for
comparing a score to the average of a collection of scores [35]. Z-Score is calculated
based on the formula in Eq. 4.

Zscore(i) = xi − µ

s
(4)

where µ is the mean of the distribution, s is the standard deviation and xi= number
of object in the distribution. Equation 5 provides the formula for calculating the
standard deviation:
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s =
√

1

n − 1

n∑
i=1

(xi − µ)2 (5)

3.6 Averaging Dimensionality Reduction and Feature Fusion

Dimensionality reduction is the translation of data from a high-dimensional space
into a low-dimensional space such that some significant features of the source
data are preserved by the low-dimensional representation, preferably similar to its
fundamental dimension [36, 37].

3.6.1 Averaging Dimensionality Reduction

In this study, dimensionality reduction was performed as an intermediate step to
facilitate the feature fusion process. Dimensionality reduction was performed only
on HOG 8 × 8 pixels cell size. The HOG 8 × 8 pixels cell size consisting of 4320
featureswas reduced to 648 features.Dimensionalitywas performed using averaging.
Averaging was used to ensure that every initial HOG 8 × 8 features contributed to
the new reduced features. The averaging dimensionality reduction was performed
on HOG 8 × 8 features because the summation feature-level technique can only be
applied to different features of the same dimension. Hence, the HOG 8 × 8 features’
dimensionality must be equal to the HOG 16 × 16 features’ dimensionality.

To average the HOG 8 × 8 features, the features were divided by the number of
HOG 16 × 16 features. The result of this division was used to group the features
for averaging. For example, the 4320 (the number of HOG (8 × 8) features) was
divided by 648 (number of GLCM features), which results in approximately 7. This
means that the first seven (7) features will be averaged first, followed by the next
seven features. Averaging of each seven feature continues till the 4320th feature.
The algorithm for dimensionality reduction and feature-level fusion technique is
presented in algorithm 1.
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3.6.2 Feature Fusion

Feature Fusion is a technique for combining similar data extracted from a collection
of training and testing images without losing any detail [38–40]. Summation feature-
level techniquewas used for fusion. The summation feature-levelmethod is expressed
in Eqs. 6 and 7. The summation feature-level fusion formula to fuse H8 and H16 is
presented in Eq. 6.

∑
H16Q1 (6)

The fused H8 and H16 were then concatenated to produce the final feature vectors
using the formula in Eq. 7.

F = Concatenate (H6, Q1) (7)

The new set of concatenated feature vectors (648 features) generated using the
summation feature level fusion technique were used to train the SVM classifier.

The main advantage of feature-level fusion is that it detects correlated feature
values produced by different feature extraction methods, resulting in a compact
collection of salient features that can boost detection accuracy [41].
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3.7 Image Classification

Classifications algorithms simply categorize the input to correspond to the desired
output [42]. Image classification is the technique of categorizing and marking sets
of pixels inside an image according to a set of laws [43]. In this paper, the SVM
classifier was utilized to classify the face photos into morph or bona-fide photos.

3.7.1 Support Vector Machine (SVM)

SVM is a supervised learning framework with related learning algorithms for regres-
sion andclassification analysis [44]. TheSVMtechnique seeks to locate a hyper-plane
in a D-dimensional domain (where D denotes the number of features) that distin-
guishes between data sets [45]. Hyperplanes are decision lines that help categorize
data. Data points on either side of the plane can be allocated to various groups. The
number of functions determines the hyperplane’s dimension as well. The decision
function of a binary SVM is described in the input space by Eq. 8:

γ = h(x) = sign

⎛
⎝

n∑
j=1

u j y j K
(
x, x j

) + v

⎞
⎠ (8)

where x is the to-be-categorised feature vector, j indexes the training instances, n is
the number of training instances, y j is the label (1/−1) of training example j, K(,) is
the kernel function, and u j and v are fit to the data to maximise the margin. Training
vectors for which u j �= 0 are called support vectors [46]. A significant advantage of
SVM is that it is versatile (that is, different Kernel functions can be specified for the
decision function) [47].

3.8 Performance Metrics

The following evaluation metrics were used to assess the performance of the
suggested technique.

1. Attack Presentation Classification Error Rate (APCER): This is the same as
the false acceptance rate. It is defined as a percentage of morphing attack that is
classified as bona-fide images [48]. Equation 9 contains the formula forAPCER:

APCER = False positive/(True Positive + False Positive) (9)

2. Bona fide Presentation Classification Error Rate (BPCER): This is the same
as the false rejection rate. In a particular context, the BPCER is described as the
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fraction of genuine presentations wrongly categorized as presentation attacks,
or the fraction of genuine photos incorrectly labelled as morphing attacks [21].
In Eq. 9, the BPCER formula is presented

BPCER = False Negative/(True Positive + False Negative) (10)

3. Accuracy (ACC): This is a statistic for evaluating the consistency of categoriza-
tion models. The percentage of correctly classified instances for an independent
testing data set can be precisely described as accuracy [49]. Equation 11 shows
the accuracy:

ACC = True Positive + True negative

True Positive + True negative + False Positive + False negative
(11)

4 Results and Discussion

In this paper, experimentation were carried out based on three techniques: HOG (8
× 8) + SVM, HOG (16 × 16) + SVM and HOG (16 × 16) + HOG (8 × 8) +
SVM (proposed system) algorithms with respect to the sharpened images and non-
sharpened images. The following six categories of investigations have been carried
out:

1. Classification images that have not been post-processed using HOG (8 × 8) +
SVM technique.

2. Non-post-processed images classification using HOG (16 × 16) + SVM
technique.

3. Non-post-processed images classification using a fusion of HOG (8 × 8) and
HOG (16 × 16) features algorithm.

4. Post-processed images classification using HOG (8 × 8) + SVM algorithm.
5. Post-processed images classification using HOG (16 × 16) + SVM algorithm.
6. Post-processed images classification using a fusion of HOG (8 × 8) and HOG

(16 × 16) features algorithm.

Table 2 consists of the MAD experimentation result for post-processed images.
Table 2 shows that the suggested systemhad the highest accuracy for the sharpened

images, with a value of 95.71%, as opposed to HOG (8× 8)+ SVM and HOG (16×
16) + SVM, which had accuracy of 94.29 and 90.00%, correspondingly. According
on the BPCER figures shown in Table 2, the suggested system has the best result,
with BPCER of 3.36% at APCER = 5% and BPCER of 1.68% at APCER = 10%.
Also, the suggested system performed better when compared with a previous work
by Kenneth [15] on MAD after performing an image sharpening operation.

Figure 2 shows a chart comparing the performance of four different MAD tech-
niques, namely HOG (8 × 8), HOG (16 × 16), proposed technique (HOG (8 × 8)
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Fig. 2 Comparison of MAD techniques for Sharpened Images

+ HOG (16 × 16)) and Kenneth [15]. Figure 2 is a visualization of the performance
measures in Table 2.

The proposed system’s improved performance can be attributed to the concate-
nation of gradient features HOG (8 × 8) and HOG (16 × 16) extracted from the
post-processed morphed and bona-fide images.

Table 3 shows that the suggested system had the best performance for non-
sharpened images, with a rating of 97.14%, contrasted to HOG (8 × 8) + SVM
and HOG (16 × 16) + SVM, both of which had a value of 94.29%. The proposed
solution also has the best result, with BPCER of 1.63% at APCER= 5% and BPCER
of 0.82% at APCER = 10%, according to the BPCER estimates shown in Table 3.
Whereas the methods offered by Ramachandra [48] and Ramachandra [50] have
BPCER of 45.76% and BPCER = 7.59% at APCER = 5% and BPCER of 13.12%
and BPCER = 0.86% at APCER = 10%.

Figure 3 shows a chart comparing the performance of seven different MAD tech-
niques, namely HOG (8 × 8), HOG (16 × 16), proposed technique (HOG (8 × 8) +

Table 2 MAD Classification Result for Sharpened Images

Sharpened images

Algorithm Accuracy (%) BPCER (%) @

APCER = 5% APCER = 10%

HOG (8 × 8) + SVM 94.29 6.67 3.33

HOG (16 × 16) + SVM 90.00 19.85 9.93

Kenneth [15] 85 45.19 22.59

Proposed method (HOG (8 × 8) + HOG (16
× 16) + SVM)

95.71 3.36 1.68
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Table 3 MAD classification results for non-sharpened images

Non-sharpened images

Techniques Accuracy (%) BPCER (%) @

APCER = 5% APCER = 10%

HOG (8 × 8) + SVM 94.29 4.93 2.47

HOG (16 × 16) + SVM 94.29 4.93 2.47

Proposed method (HOG (8 × 8) + HOG (16
× 16) + SVM)

97.14 1.63 0.82

Steerable textures [48] – 45.76 13.12

Laplacian pyramid + LBP [50] – 7.59 0.86

Deep color residual noise [51] – 3.00 1.50

Transferable deep-CNN [20] – 14.38 7.53
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Fig. 3 Comparison of MAD techniques for non-sharpened images

HOG (16 × 16)), steerable texture, Laplacian Pyramid + LBP, Deep colour residual
noise and Transferable deep-CNN techniques. Figure 3 is also a visualization of the
performance measures in Table 3.

This paper was competent to accomplish MAD more reliably than earlier MAD
research. This is due to the system’s capacity to recognize altered images utilizing
a fusion of powerful and resilient feature descriptors, after image sharpening
functionality has been performed on those images.



192 M. O. Kenneth and B. A. Sulaimon

5 Conclusion

This study conducted MAD after the sharpening operation was applied on both
the morphed and bona-fide images based averaging dimensionality reduction and
summation feature-level fusion of the HOG (8 × 8) and HOG (16 × 16) gradient
features using the SVM classifier. These extracted features were normalized to adjust
the featuresmeasured on different scales to a notionally standard scale. These normal-
ized features were fused using the feature-level fusion method. The SVM classi-
fier learned these fused features, which classified the features into two categories:
morphed or bona-fide. The proposed method was compared to existing MAD tech-
niques and single feature descriptor methods. From the results obtained, it can be
concluded that the proposed system has a high-performance accuracy of 97.14 and
95.71% for non-sharpened images and sharpened images, respectively as compared
to the existing MAD methods.

6 Future Works

This study used only two morphing applications to create the altered photos. To
improve MAD’s robustness, several morphing algorithms should be utilized to build
a more resilient morphed datasets. The morphed datasets utilized in this study was
created in-house using morphing software that was readily available. There was no
currently accessible extensive database for MAD. As a result, it is suggested that in
the future, a extensive publicly accessible morph database containing both real and
morphed photographs be created as a baseline for MAD algorithms.
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