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Abstract

Large language models (LLMs) have been tri-001
aled to annotate complex medical information.002
In this paper, we explore the capabilities of003
LLMs in annotating patient substance use be-004
havior from clinical notes. We used MIMIC-005
SBDH data, which is based on MIMIC-3 dis-006
charge summaries, and annotated alcohol use,007
tobacco use, and drug use behavior into five008
instances(labels): Past, Present, Never, Un-009
sure, and nan, using the Llama3 model. The010
model achieved high match scores for the Past011
category annotation, ranging from 83.26% to012
90.62%. Overall, the model accurately pre-013
dicted alcohol, drug, and tobacco behaviors014
with respective overall accuracies of 51.70%,015
31.37%, and 72.62%. However, the model per-016
formed poorly in annotating the Unsure cate-017
gory, with match scores ranging from 2.25%018
to 3.47%. Our experimentation provides in-019
formation regarding performance patterns and020
challenges with use of LLMs for annotating021
complex healthcare data.022

1 Introduction023

Substance abuse (alcohol, tobacco, drugs) is asso-024

ciated with multifaceted impacts on human health025

(McLellan, 2017; Lo et al., 2020; Amaro et al.,026

2021). According to the 2022 National Survey on027

Drug Use and Health (NSDUH) 1, 48.7 million028

people aged 12 or older (17.3%) had a Substance029

Use Disorder (SUD) in the past year. This stagger-030

ing figure includes 29.5 million individuals with an031

Alcohol Use Disorder (AUD), 27.2 million with a032

Drug Use Disorder (DUD), and 8.0 million people033

with both an AUD and a DUD. Substance use af-034

fects not only adults but also younger populations.035

The NSDUH survey indicates that 7.3% of ado-036

lescents aged 12 to 17, approximately 1.9 million,037

used tobacco products or vaped nicotine in the past038

month.039
1https://www.samhsa.gov/data/release/2022-national-

survey-drug-use-and-health-nsduh-releases

*Alcohol
behavior

*Tobacco
behavior

*Drug 
behavior

Present Never

Past Unsure

nan

What is the *____ status of the patient? 
Only respond in one word with Present, Past,
Never, Unsure, or nan where- 
Present: when the patient is a current consumer
of *___
Past: when the patient is a past consumer of *___
Never: when the patient has never consumed *___ 
Unsure: when there are ambiguous passages
about the patient consumption.
nan: when there are no passages about the
patient *___ consumption

Output by LLM:
The LLM will process and give a
one word output in the form:

Prompt to LLM

Clinical Notes
Information was extracted from
social history section of discharge
summary using medSpacy package

Data Source
MIMIC-SBDH, the publicly available
dataset of EHR notes annotated for
patients' SBDH status.

Llama3 was used 

Figure 1: Process map of our study for annotating sub-
stance use behaviour, using Llama3 as the large lan-
guage model.

Beyond individual health, the economic burden 040

of SUD is significant; one study estimated the an- 041

nual medical cost associated with SUD in US emer- 042

gency departments and inpatient settings exceeded 043

$13 billion (Li et al., 2023). Substance use behavior 044

is also strongly associated with developing chronic 045

diseases (Wu et al., 2018), cardiovascular compli- 046

cations (Nishimura et al., 2020; Snow et al., 2019; 047

Keloth et al., 2024), and cancer (Rumgay et al., 048

2021; Jayadevappa and Chhatre, 2016; Yusufov 049

et al., 2019), highlighting the critical importance of 050

accurate information on substance use for patient 051

care. The digitization of clinical records presents a 052

new opportunity to integrate information on indi- 053

cators such as substance use into Electronic Health 054

Records (EHRs) (Tai and McLellan, 2012; Chen 055

et al., 2020; Frimpong et al., 2023). EHRs contain 056

patients’ demographics, medical history, social his- 057

tory, vital signs, laboratory tests, and medication 058

orders. Information about substance use is typi- 059

cally included in the social history section of clin- 060

ical notes. Manually extracting information from 061

clinical notes is challenging and burdensome due 062

to their richness in information and considerable 063
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length (Moy et al., 2021; Walsh, 2004). Recent ad-064

vances in natural language processing algorithms,065

including the success of large language models066

(LLMs), offer hope in addressing this challenge067

(Denecke et al., 2024; Yang et al., 2023). Research068

shows that LLMs can effectively extract informa-069

tion from clinical data, including identifying social070

determinants of health (SDOH) such as employ-071

ment, housing, transportation, relationships, and072

social support, achieving high performance across073

various tasks (Guevara et al., 2024; Ralevski et al.,074

2024; Keloth et al., 2024; Singhal et al., 2023).075

Previous studies have leveraged LLMs to assess076

the severity of SUD through the analysis of clini-077

cal notes (Mahbub et al., 2024). One research has078

applied classical natural language processing ap-079

proaches to annotate elements like the amount and080

frequency of substance use in clinical notes (Ganoe081

et al., 2021). Despite ongoing efforts, there remains082

limited research on deriving complex patterns of083

substance use behavior. In this study, we utilized084

patient clinical notes to evaluate LLMs for annotat-085

ing substance use behavior patterns across different086

annotation instances Present, Past , Never, Unsure,087

nan, comparing their performance with human an-088

notation. We provided instance-wise performance089

metrics of the LLMs, offering a detailed analysis090

of their effectiveness in handling specific types of091

information. This approach not only highlights the092

strengths and weaknesses of LLMs in this context093

but also emphasizes the need for comprehensive094

evaluations strategies.095

2 Methods096

2.1 Datasets and Model097

We used MIMIC-SBDH (Ahsan et al., 2021), the098

publicly available dataset of EHR notes annotated099

for patients’ SBDH (social and behavioral deter-100

minants of health) status. This dataset was gener-101

ated using 7,025 discharge summaries randomly102

selected from the MIMIC-III (Johnson et al., 2016)103

dataset for the following SBDHs: community, eco-104

nomics, education, environment, alcohol use, to-105

bacco use, and drug use. For our analysis, we106

selected substance use behavior determinants like107

alcohol use, tobacco use, and drug use. All this108

information was extracted from the Social His-109

tory section of the discharge summaries using the110

Medspacy package (Eyre et al., 2021) to extract111

the social history section from the discharge sum-112

maries. For our analysis, we used the 8 billion113

parameter model from the Llama3 2 model family, 114

’meta-llama/Meta-Llama-3-8B-Instruct’, available 115

on Hugging Face. We obtained access to the model 116

by agreeing to the ’META LLAMA 3 COMMU- 117

NITY LICENSE AGREEMENT’. 118

2.2 Prompt strategy 119

We built the zero shot prompts to annotate Alco- 120

hol, Tobacco, and Drug behavior use in order to 121

generate model outputs into 5 labels: Present, Past, 122

Never, Unsure, and nan. The explanation of all the 123

labels is provided in Table 1 & Appendix A. In 124

the prompt, we included the explanation of all the 125

labels verbatim from the original MIMIC-SBDH 126

(Ahsan et al., 2021) paper to avoid any generation 127

bias. 128

2.3 Labels generation and evaluation 129

From the HuggingFace "meta-llama/Meta-Llama- 130

3-8B-Instruct" model, we generated labels for all 131

7025 discharge summaries by setting the tempera- 132

ture hyperparameter of the model to 0.6 (within the 133

range of 0 to 1) to obtain more deterministic output 134

from the model (Peeperkorn et al., 2024). We have 135

also set the top-p hyperparameter value to 0.9, so 136

that the LLM will only generate words that have 137

a probability of at least 0.9. We have performed 138

our experiments in Google Colab with advance 139

subscription and used A100 gpu for our experi- 140

ments. After obtaining the generated labels from 141

the model, we compared them with the original 142

human-annotated labels and calculated the match- 143

ing scores for all three scenarios: alcohol use, to- 144

bacco use, and drug use. The match score (MS) 145

measures the alignment between the original labels 146

and the generated values, quantifying the propor- 147

tion of cases where the generated labels match the 148

original ones. 149

MSi,j =
Correct Generated Labels(N)i,j

Actual Labels(M)j
(1) 150

Where: 151

• i varies for alcohol, drug, and tobacco cate- 152

gories. 153

• j varies for ’never’, ’Present’, ’nan’, ’Unsure’, 154

and ’nan’ categories. 155

2https://llama.meta.com/llama3/
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Behavior Labels Explanation Prompt

Alcohol use

Present Patient is a current
consumer of alcohol.

What is the alcohol consumption status of the
patient?
Only respond in one word with
Present, Past, Never, Unsure, or nan where :
Present: when the patient is a current consumer
of alcohol.
Past: when the patient is a past consumer
of alcohol.
Never: when the patient has never consumed
alcohol.
Unsure: when there are ambiguous passages about
the patient consumption.
nan: when there are no passages about the patient
alcohol consumption.

Past Past consumer
of alcohol

Never Has never
consumed alcohol .

Unsure
Ambiguous passages
about patient’s
consumption.

nan

No passages about the
patient’s alcohol
consumption.

Table 1: Target labels, explanations for alcohol use and corresponding prompts.

3 Results156

The social history section of all 7025 discharge157

summaries has an average word count of 30.02158

words with a standard deviation of 23.01. The av-159

erage processing time for one social history was160

0.10 seconds (SD=0.02) for alcohol, 0.10 sec-161

onds (SD=0.13) for tobacco, and 0.09 seconds162

(SD=0.03) for drug use. Since the prompt was163

written in a way that the generated output should164

consist of 1 word with options: Never, Present, nan,165

Unsure, or nan, however, we found some outputs166

other than these 5 labels. In the case of Alcohol,167

there were 255 instances (3.62%), for tobacco 113168

instances (1.60%), and for drug use 41 instances169

(0.58%). We referred to all those outputs as ‘Ran-170

dom’.171

3.1 Model performance for generating alcohol172

labels173

In the case of alcohol behavior annotation, we174

found that the overall model correctly generated175

3632 (51.70%) labels Figure 2A. After analyzing176

the match score of all labels, we found the maxi-177

mum match score for the Past class to be 88.74%,178

and the minimum match score for the Unsure class179

at 2.71%. Additionally, match scores were ob-180

served for the nan class at 37.84%, the Present181

class at 56.91%, and the Never class at 55.52%182

Figure 2D.183

3.2 Model accuracy for generating tobacco 184

labels 185

In the case of tobacco behavior annotation, we 186

found that the overall model correctly generated 187

5102 (72.62%) labels Figure 2B. After analyzing 188

the match score of all labels, we found the maxi- 189

mum match score for the Past class to be 90.62%, 190

and the minimum match score for the Unsure class 191

at 2.25%. Additionally, match scores were ob- 192

served for the nan class at 33.77%, the Present 193

class at 74.75%, and the Never class at 88.10% 194

Figure 2E. 195

3.3 Model performance for generating drug 196

labels 197

In the case of drug behavior annotation, we found 198

that the overall model correctly generated 2204 199

(31.37%) labels Figure 2C. After analyzing the 200

match score of all labels, we found the maximum 201

match score for the Past class to be 83.26%, and 202

the minimum match score for the Unsure class at 203

3.47%. Additionally, match scores were observed 204

for the nan class at 16.61%, the Present class at 205

53.62%, and the Never class at 55.57% Figure 2F. 206

4 Limitations 207

Our study is subject to certain limitations that war- 208

rant consideration. Firstly, we have performed anal- 209

ysis on only one data source, and our findings need 210

to be confirmed with other data sources. Secondly, 211

we are presenting results only using the Llama3 212

model. The reason is that Llama3 is an open-source 213
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Figure 2: The heatmap shows the original and generated levels of all behavior instances, highlighting patterns
of correct and incorrect generated instances (A-C). The bar plot Presents the instance-wise match scores of all
substance use behaviors (D-E).

state-of-the-art 3 language model that aligns with214

the MIMIC-III data use guidelines 4, which pre-215

vent data sharing with third parties to avoid privacy216

breaches.217

5 Conclusion218

Despite the importance of substance use behavior219

in clinical decision-making (Stokes, 2019; Mejía220

et al., 2022) there is very limited research on au-221

tomated information extraction of substance use222

behavior. In this study, we have evaluated the use223

of a LLM on annotating different instances of sub-224

stance use behavior from the clinical notes. Our225

results explain the pre-trained LLM’s ability to an-226

notate complex substance use behavior using clini-227

cal notes. In cases of ambiguous text (Unsure class)228

and absence of text (nan class), the models perform229

poorly, highlighting the limitations of LLMs. In230

the case of the Past class, the models performed231

well, highlighting the strength of the model. This232

suggests the need for more stratified strategies and233

a robust evaluation methodology to adapt LLMs234

for real-time clinical applications.235
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A Appendix384

A.1 Annotation examples385

In this section, we provide examples of alcohol386

behavior labels from clinical notes.387

A.1.1 Present388

The patient quit smoking 20 years ago; ethanol389

one glass of wine a day. He is a retired elementary390

school principal and now works in management.391

A.1.2 Past392

The patient is a significant smoker who requires393

home oxygen and does have a history of alcohol in394

the past but quit 20 years ago.395

A.1.3 Never396

Patient lives alone but sons visit and a neighbor397

checks on her. There is a restraining order against398

her eldest son. Occupation: She is retired but pre-399

viously worked as an American Airlines interpreter.400

She speaks five languages. Mobility: Unaided per401

family. Smoking: Never. Alcohol: Never. Illicits:402

Denies.403

A.1.4 Unsure404

Patient lives with a partner. Currently on disability.405

Prior prison sentence for assault many decades406

ago. ETOH history in past, current use unknown.407

Smokes 1-22 PPD. History of intravenous drug use,408

none in 8 years. His partner does not think he is409

taking additional non-prescription opiate meds that410

she knows of. Had a recent admission for narcotics411

overdose.412

A.1.5 nan413

Patient is a non-smoker, worked at GE. According414

to his wife, he had never been sick before this. He415

is an avid golfer. In the last few weeks, he has been416

using his arms to climb stairs and experiencing417

some shortness of breath.418
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