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Abstract

Any continuous function f* can be approximated arbitrarily well by a neural net-
work with sufficiently many neurons k. We consider the case when f* itself is a
neural network with one hidden layer and &k neurons. Approximating f* with a neu-
ral network with n < k neurons can thus be seen as fitting an under-parameterized
“student” network with n neurons to a “teacher” network with k neurons. As the
student has fewer neurons than the teacher, it is unclear, whether each of the n
student neurons should copy one of the teacher neurons or rather average a group
of teacher neurons. For shallow neural networks with erf activation function and
for the standard Gaussian input distribution, we prove that “copy-average” configu-
rations are critical points if the teacher’s incoming vectors are orthonormal and its
outgoing weights are unitary. Moreover, the optimum among such configurations
is reached when n — 1 student neurons each copy one teacher neuron and the n-th
student neuron averages the remaining k£ — n + 1 teacher neurons. For the student
network with n = 1 neuron, we provide additionally a closed-form solution of the
non-trivial critical point(s) for commonly used activation functions through solving
an equivalent constrained optimization problem. Empirically, we find for the erf
activation function that gradient flow converges either to the optimal copy-average
critical point or to another point where each student neuron approximately copies a
different teacher neuron. Finally, we find similar results for the ReLU activation
function, suggesting that the optimal solution of underparameterized networks has
a universal structure.

1 Introduction

A shallow neural network with a single hidden layer of a large number & of neurons can approximate
any continuous function f* arbitrarily well on a compact subset of the input space [1]]. We consider a
related problem, where the function f* itself is a neural network with a large number & of neurons,
and its approximation is a smaller network with n < k neurons. In other words, we fit an under-
parameterized “student” network with n neurons to a “teacher” network with k& neurons. As the
student has fewer neurons than the teacher, it cannot perfectly match the teacher. In the configuration
with the lowest loss, where the approximation error is smallest, one may expect that the incoming
and outgoing weights of a student neuron are either identical to those of a teacher neuron or that
they are aligned with the weights of a group of teacher neurons, but it is unclear what the optimal
configuration is.

*Previous address: EPFL.

37th Conference on Neural Information Processing Systems (NeurIPS 2023).



To answer the question of whether student neurons should “copy” or “average” teacher neurons,
and more generally to shed light on the loss landscape of under-parameterized neural networks, we
study the theoretically tractable setup with standard Gaussian input data and teacher networks with
orthogonal incoming vectors. First, we re-parameterize the loss in terms of interactions between pairs
of neurons, similar to [2} 3], and we re-formulate the original optimization problem as a constrained
optimization problem. The interactions between neurons can be written as a function expressed
in terms of the standard deviation and correlation of two Gaussian random variables, with explicit
formulas for the erf and ReLU activation functions [2-4]. Next, we prove several properties of the
most extremely under-parameterized student network with a single neuron n = 1, extending thus the
important work of [SH7]]. For many commonly used activation functions, we prove for the network
with a single hidden neuron that the optimal solution is the only non-trivial critical point of the loss
function up to symmetries and is achieved when the incoming vector of the one-neuron student
reaches a configuration that can be interpreted as a damped average of all incoming teacher weights.

The proof relies on identifying the critical points of the constrained optimization problem and showing
that the common activation functions satisfy the assumptions. We rely in particular on the derivative
rule of the interaction function which comes as a pleasant consequence of Stein’s Lemma [8]] instead
of the Hermite basis expansion which is a commonly used technique [9-14]. For the erf and ReLU
activation functions we derive additionally a closed-form solution of the optimization problem for
n = 1. Next, we investigate “copy-average” configurations of students with n > 1 neurons, where
some student neurons copy teacher neurons and other student neurons average sub-groups of teacher
neurons, in the sense that they are at the optimal one-neuron solution for the given sub-group of
teacher neurons. Our particular contributions are:

* We propose a constrained optimization formulation of the standard minimization problem in
the weight-space in terms of the interaction function (Section[3). The interaction function is
a natural generalization of the dual activation [[15]].

* Applying the constrained optimization formulation for n = 1, we prove that the incoming
vector of the student lies in the span of the incoming vectors of an orthogonal teacher
network (Proposition 4.1). For a broad class of activation functions, we prove that the
incoming vector aligns with the average of the teacher’s incoming vectors for the "unit-
orthonormal” teacher network (Theorem[5.1). Using the derivative rule of the interaction
function (Lemma E]), we show that common activation functions such as erf, softplus, tanh,
and ReLU satisfy this property (Lemma[F.2]and Corollary|[G.5).

* Assuming a unit-orthonormal teacher network and erf activation function, we prove that the
concatenation of critical points of single neurons (of the student network) each approximating
a teacher subnetwork is a copy-average critical point (Theorem [4.2)).

* Assuming a unit-orthonormal teacher network and erf activation function, we prove that the
optimal copy-average (CA) configuration is such that n — 1 student neurons each copy a
teacher neuron and the n-th student neuron approximates optimally the sum of the remaining
teacher neurons (Theorem [5.5] see also Fig. [I] top row). Empirically, we find that the
gradient flow converges to an optimal-CA point for all seeds when n < 1 k with a fixed 4
near 0.46 (Figure [d).

* Surprisingly, we find empirically three regimes of training via gradient flow (GFﬂor under-
parameterized networks (Figure [d): (i) for n < 71k, GF converges to an optimal-CA point
for all seeds, (ii) for n > ok with a fixed 2 near 0.6, GF converges to a point that we call
perturbed-n-copy for all seeds, (iii) for y1k < n < 2k, GF converges to either an optimal-
CA point or a perturbed-n-copy point. Therefore, as the under-parameterized network grows
larger, the solution found with gradient flow where the weights are initialized randomly with
a fixed standard deviation changes qualitatively. The code to reproduce these findings is
available on GitHub), and we refer to Appendix |C|for details.

1.1 Related Work

The teacher-student setup has been extensively used in the literature to study the evolution of gradient
flow trajectories and of the generalization error [2} 3} [17H20]. This series of work gives insight into

*We use a numerical ODE solver for multi-layer networks [[I6]] to simulate the gradient flow in this paper.
All "solutions", which are the points at which gradient flow converges, have a gradient norm of at most 5 - 105,
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Figure 1: The gradient flow converges to the copy-average optimum point for erf activation (top), or
nearby for ReLU activation (bottom): the first n—1 neurons copy one teacher neuron each; the n-th
neuron takes an average of the remaining teacher neurons. The teacher network is unit-orthonormal,
ie. f*(x)= Z?ﬂa("’j -z) where v; € R%’s are orthonormal, and d=k+1. A1 The gradient flow
trajectory is shown in the weight space for n =2, k=3: the positions of the circles (red and green)
represent incoming vector w; projected down to the span of v, vo, v3 and the sizes of the circles
represent outgoing weights a;. The blue circle represents the one-neuron solution (the position shows
w*, the size shows a*). A2 Same setting, the weight-space parameters at convergence are mapped
to the order-parameter space; u; = (41, ..., ;) Where u;; represents the normalized dot product
between w; and v; and r; = ||w;||. B Order parameters shown at convergence for n=4, k=8. For
erf (top) the point at convergence is exactly an (n — 1)-copy-1-average point, whereas for ReLU, it is
perturbed away from this configuration. Neurons are reordered for clarity.

the solution found at convergence, however, they rely on numerically integrating the equations of
dynamics. Tian [5] gives convergence guarantees for ReLU activation function, however, their method
only works for one student and one teacher neuron. Xu and Du [21] recently gave the convergence
rates for multiple student neurons for the case of one teacher neuron as a prototypical setup for
overparameterization. These convergence guarantees were extended to broad input distributions
[7, 122] and finite training data [6} 23]]. We give the analytical formula of the optimal solution and
its generalization error for one student neuron and unit-orthonormal teacher network with multiple
neurons for erf and ReLLU activation functions and a partial characterization for a broader class of
activation functions without relying on the analytic formula of the loss.

The studies cited above showed positive results for a single-neuron teacher or a unit-orthonormal
teacher. However, even for settings where the teacher has only a few neurons, hard teachers can be
constructed in the sense that the student fails to find a zero-loss solution for a certain fraction of
random initializations [24-H26]. Moreover, for medium-scale problems, gradient flow often converges
to ‘non-zero loss’ solutions [27H29]. Arjevani and Field [30] characterized some families of local
minima using symmetries, for the ReLU activation function and unit-orthonormal teacher network. In
this paper, we similarly characterize, for the case that the student has a smaller size than the teacher, a
large family of ‘copy-average’ critical points, but for the erf activation function. Our approach focuses
on the important regime of under-parameterized networks which is relevant for the superposition of
features [31] and for the distillation of large networks into smaller ones [32, 33]].

There is a large history of approximation theory of neural networks that give universal guarantees on
the approximation error, e.g. [1,34-36]]. However, these works focus on rates of convergence and
provide neither a formula nor an approximation for the error. In this paper, we make a conjecture
for the exact formula of the approximation error of under-parameterized student networks which we
support both theoretically and numerically.



2 Setup

Neural network: Consider a two-layer (student) network function f : R? — R with n neurons
flx) = Z a;o (w; - x) e))

where w; € R? is the incoming vector, a; € R is the outgoing weight of neuron 7, and the activation
function o is twice differentiable unless it is specified to be ReLU, i.e. oy () = max (0, ), and the
dot marks the scalar product. P=n(d + 1) is the number of parameters.

Parameter vector: The parameter vector is represented as
0= (w1,a1) ® ... ® (wp,a,) € R )

where @ denotes the concatenation of two vectors into one vector. We use the notation &, since the
network function can be seen as a sum of its hidden neurons. Sometimes 6 is written explicitly in the
network function f(z|0) = f(x).

Loss function: We assume that the input distribution is a standard d-dimensional Gaussian D =
N(0,1,). The target function is denoted by f* : R — R. Using the square cost, the loss function
L : RP — R (also known as the risk or the generalization error) is defined as

L(0) = Eop [(f(210) — £*(2))?]. ©)

Orthogonal teacher network: We assume that the target function is a neural network (also known
as the teacher network or a multi-index model)

k
fr(x) = bjo(v;-x) 4
=1
where its outgoing weights are non-zero and its incoming vectors vy, . .., v, € R? are orthogonal

to each other, that is, v; - v; = 0 for i # j. This implies that the input dimension satisfies d > k.
Following [27,, 30} 137]], we particularly focus on the unit-orthonormal teacher network where the
outgoing weights are all one, that is b; = 1, and the incoming vectors have unit norm, i.e. v; - v; = d;;.

Optimal loss: We study the optimal solution(s) of the following non-convex optimization problem

n

k
LM @y (i, w0) = Eap | (Y mo(w - 2) = Y byov-2)) |- 5)
j=1

=1

for under-parameterized (student) networks, i.e. n < k, and orthogonal teachers. For n > k neurons,
the network can copy all teacher neurons and set the outgoing weights of the remaining neurons to
zero, therefore the optimal loss is trivially zero. If the teacher is unit-orthonormal, then all of its
neurons contribute equally; hence the optimal loss is determined by n and k£ only and denoted by
L*(n, k). If the student neural network has one neuron we use the notation L* (k) := L*(1, k).

3 Foundations & Constrained Optimization Formulation

In this section, we introduce a constrained optimization problem that is a reformulation of the min-
imization problem in Eq.[5] This formulation allows us to show that the incoming vector of any
non-trivial critical point of the one-neuron network is in the span of the teacher’s k orthogonal (or po-
tentially even non-orthogonal, see Appendix Remark [D.T)) incoming vectors (see Proposition4.T)). We
give the exact solution in the case of a unit-orthonormal teacher (see Corollary [5.2]and Corollary [G.3).

Using the linearity of expectation, the loss function in Eq. [5]can be expanded as a weighted sum of
the following Gaussian integral terms

Esplo(Vi-2)o (Ve - 2)]



where V; and V5 represent two arbitrary vectors of student and teacher networks such as (w;, w;) or
(wy, vj). Asboth V; - x and V5 - x are centered Gaussian random variables, the above expectation can
be expressed in terms of the covariance of the two-dimensional Gaussian

e [ YL Y% 7] <[

where r; := ||V;]| for i = 1,2 is the ¢y-norm and, assuming 7; > 0, u := V; - Va/(rirq) is the
correlation. The covariance entries QQ;; = ’1”1-2, Q12 = r172u have been used to study the gradient
flow trajectories [2, 13} [24]. We prefer the parametrization with r; and w as it enables us to make the
positive definiteness constraint explicit, i.e.

V1 - Va

ul=——"<1, (6)
rir2

due to the Cauchy-Schwarz inequality. We introduce the interaction function g, : Rng x[-1,1] =R

. 1
9o (r1,72,u) = E(gy z0)nro,my[o(riz1)o(razs)]  with ¥ = {u ﬂ , 1,72 >0, (7)

to express the Gaussian integral terms. Note that u is not well-defined if one of the norms is zero.
Extending the formula above, for the case w.l.0.g. ro = 0, we define

9o (r1,0,u) := Eqp 0,1y [0 (r12)]0(0)
for all u € [—1, 1]. In this paper, we consider the activation functions satisfying the following.
Assumption 3.1. Forall r1,r2 > 0 and u € (—1,1), we assume that the interaction function g,
satisfies either the first or both of the following properties

2

d d
(r1,ro,u) > 0, (ii) Wgo(m, Lu)u < —go(ri, 1, u). )

o d
(i) 7u

@ga
To check whether a specific activation function satisfies the above properties, we mainly rely on
Lemma [FI| which gives us the rule for the partial derivative of g, with respect to the correlation

d

%gg(rl, ro,u) = rirsElo’ (rix)o’ (ray)]. ©)

Hence, if o is monotonic (increasing or decreasingﬂ the integrand on the right-hand side is positive;
satisfying Assumption [3.1|(i). The ReLU activation function oy, (x) = max(0, z) also satisfies it
because of the known analytical expression of the interaction [4}, 27]]

1
27
Checking Assumption [3.1](ii) for a given activation function is delicate. We rely on it in Section [5}

Grelu(T1, T2, u) = T1moh(u)  where h(u) = ( 1—u?+ (7 — arccos(u))u) .

Using the interaction function, the loss function can be expressed in terms of the order parameters:

* norms of the incoming vectors of the student r; = |Jw;||,
* correlations between the incoming vectors of the student and teacher u;; = w; - v; /(75 ||v;]|),

* correlations between the incoming vectors of the student p;;r = w; - wy /(riry);

where we assumed r; > 0 for all i € [n]. The constrained optimization formulation is possible
for general non-orthogonal teacher networks (see Remark [D.1]in the Appendix). For the sake of
simplicity, we formulate here the constrained optimization problem for the case of orthogonal teachers
and reformulate the objective in Eq.[5]as

n

n k
minimize Y a7g,(ri, 75, 1) +2Y _ aittinge (i, ir, piir) — 2 Y aibige (1, |05l wij) + C
i=1 il i=1 j=1

subject to |ju;|| <1, r; >0, forall i€ [n],

< V1= wl2V/1 = [Juw |2, forall i # i € [n]; (10)

Piir — Ug - Uy

3Increasing (or decreasing) mean strictly increasing (or decreasing) everywhere in this paper.
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Figure 2: Cartoon representation of the mapping of a student with three neurons from the weight
space A R™ to order parameter space BI-B2. The mapping between the outgoing weights is an
identity mapping hence not shown. A Each axis shows the direction of weights v; of one teacher
neuron (k > 3). B1 Each incoming vector w; € R? is first transformed into (7, w; /7i) and then
w; /r; is projected onto the span of the teacher’s incoming vectors, yielding the student-teacher
correlation vector u; = (1, ..., u;;). B2 The student-student correlations p;;+ are in general free

parameters bounded in between u; - ur + /1 — [[u;[|2y/1 — |Ju; |2 hence the box constraint. An

activated constraint, w.l.o.g. u; € S¥~1, gives a vanishing + term for the interval of correlation
p1; for all ¢ # 1, hence they are no longer free (shown in red). In the case d = k, all u; are on the
hypersphere due to the problem geometry, hence the correlations p;;; are fixed and not free (see

Appendix [D.T).

where u; = (u;1, ..., u;x) and C = E,p[f*(x)?]. The constraints in Eq. [10| give tighter bounds
than simply bounding correlations with the help of Eq.[6] See Appendix D]for the derivation of the
constraints and Fig. 2| for a schematic.

The objective above is exact for n = 1,2, in the sense that its optimal solution is equivalent to the
optimal solution in the weight space, since the mapping from the weight-space to the order space is
invertible. However, it is a relaxation for n > 3, since there are order-parameter configurations in the
domain (see Figure[2)) that do not correspond to any weight-space configuration (see Appendix
for a construction). It seems possible to overcome this gap by considering the geometry of the angles
between n > 3 incoming vectors to tighten the constraints between student-student correlations.

4 Copy-Average Critical Points

In this section, we identify a new family of critical points by ‘combining’ critical points of one-neuron
networks for the unit-orthonormal teacher and the erf activation function. We first show that in a
network with n = 1 student neuron, for any “non-trivial” critical point, that is w* # 0 and a* # 0,
the incoming vector w* is in the span of the teacher’s incoming vectors (Proposition[d.1)). Applying
this proposition to the special case of the erf activation function, we show that the concatenation of
such critical points is also a critical point for multi-neuron networks (Theorem [4.2).

Proposition 4.1. Assume that * is an orthogonal teacher network (Eq.|4) of width k. If the activation
function satisfies Assumption|3.1|(i), any non-trivial critical point 0* = (w*, a*), i.e. VLVF(0*) =0,
[w*|| # 0, a* # 0, satisfies that w* is in the span of the teacher’s incoming vectors.

The proof uses the constrained optimization formulation for n = 1 (see Appendix[G.1). In short, a
critical point mapped to the order parameter space satisfies either ||uy|| = 1 or 0y g, (7, ||v;||, u1;) =0
for all j € [k]. Under the Assumption (i) these partial derivatives are non-zero, hence |[u|| = 1.
In a recent work [38]], the incoming vectors of the student network are also shown to converge to the
span of the vectors of the multi-index model using weight-decay.

Finding the optimal solution for the multi-neuron network is challenging. Natural candidates are
concatenation of student neurons where each one of them is a critical point of the loss function L+
where /; is the number of the subgroup of teacher neurons. More precisely, let us pick a partition
ly + ...+ £, <k such that /; > 1, and define s,,, = 2111 {; for m < n and sg = 0. We denote a
one-neuron critical point by 8 = (w}, a}), when learning from a part of the teacher network

Si

i)=Y o). (11)

Jj=si—1+1

Since f;" is a unit-orthonormal teacher, w; is in the span of v, |41, ..., Vs, due to Proposition



We use the term copy-average (CA) point or configuration to refer to the concatenation of such
one-neuron critical points in the student network with n neurons: if /; = 1, the student neuron copies
one of the teacher neurons (v;, 1); if ¢; > 1, it averages a group of teacher neurons in the sense of
approximating their sum with one neuron. For odd activation functions, the one-neuron network
problems decouple from each other, as the cross-terms E[o(w; - 2)o(ws - )] vanish for wy L ws.
For the specific case of erf, we prove that all the copy-average configurations are critical points.

Theorem 4.2. Assume that 0(x) = 0.y(x) = % J(;ﬁ e~ dt. We pick a copy-average parameter

0" = (wi,al) ® ... ® (wy,, ay,) (12)
where (W}, a}) is a non-trivial critical point when learning from a unit-orthonormal teacher f} with
the incoming vectors vs, |11, ..., Vs, Shown in Eq. Then 0% is a critical point of the loss function

L™* where the target function is *(x) = Z?:l o(vj - x).

In particular, all neurons are equivalent to each other in a unit-orthonormal teacher network. Therefore,
the copy-average configurations where n — 1 student neurons each copy a distinct teacher neuron
and the n-th student neuron takes an average are also equivalent and called (n—1)-copy-1-average,
or (n—1)-C-1-A in short. Another interesting configuration is where n student neurons each copy a
distinct teacher neuron, which is called n-copy, or n-C in short.

For general activation functions the copy-average parameter vectors are not critical points (see Eq.[56).
Nevertheless, we numerically find that the gradient flow converges to similar configurations for the
ReLU activation function (see Figure|l] see Appendix for more experiments).

5 Approximation Error of Underparameterized Networks

The target function is assumed to be a unit-orthonormal teacher network in this section. In Subsec-
tion we show for the one-neuron network that there is a unique non-trivial critical point up to
symmetries, which is necessarily the global minimum (Theorem 5.1)). Furthermore, we give the ana-
lytic expression of the optimal solution and its loss for erf (Corollary and ReL.U (Corollary
activation functions. In Subsection[5.2] we provide for the under-parameterized student with n > 1
neurons the exact loss of copy-average critical points for the erf activation function and show that
the (n—1)-copy-1-average configurations reach the lowest loss among CA-critical points (see also
Appendix [E.T| for the combinatorial number of the equivalent copy-average configurations related to
the landscape complexity calculations [39]]).

5.1 One-Neuron Network

Using the constrained optimization formulation in |10} we first prove that at any non-trivial critical
point of the one-neuron network, the incoming vector aligns equally with all teacher’s incoming
vectors for unit-orthonormal teachers for activation functions satisfying Assumption (see Theo-
rem[5.1)). This is related to the symmetric solution visited during the learning plateaus studied in Saad
and Solla [2]] for erf activation and in Tian [5] for ReLU activation (see Appendix |B|for a detailed
comparison). Our proof works for a broad class of activation functions and does not use the analytic
expression of the interaction function.

Theorem 5.1. Assume that the activation function satisfies Assumptions (i) and (ii). At any
non-trivial critical point (w*,a*) of the loss L** for the unit-orthonormal teacher network, the
incoming vector satisfies

N k
w *
—”w*H =u E v (13)
j=1

* ¢ of 1 1
where u* is either N
Proof Sketch. There is no student-student interaction term since we have a single neuron; therefore
we write u; instead of u;; and the constrained optimization problem in[T0]simplifies to
k
minimize a?g,(r,r,1) — ZaZgg(r, 1,u;) + const, subjectto |ul| <1,r >0. (14)
j=1



016
014
012 +  soft

o0 tanh

~ o.08

P

~J 0.06
0.04 e

| o = N w

002 v

Y T e ]

Teacher width (k)

A erf B softplus C one-neuron approx. error

Figure 3: One-neuron network solutions. A Network output (color coded) as a function of input in
d = 2 for (left) a unit-orthonormal network with k¥ = 2 neurons (incoming vectors v; and vy are
shown as black dots) and (right) the student network function generated by the optimal solution
(incoming vector shown in red) for the erf activation function. B Same for the softplus activation
function. C Approximation error of a student with n = 1 neurons as a function of the number
of k teacher neurons. For large k, the approximation error for n = 1 grows near-linearly for the
differentiable activation functions studied in this paper (erf, sigmoid, tanh, and softplus with 3 = 1);
however the growth is quadratic for ReLU (see Appendix Corollary @

From Proposition[d.1] we have that ||u|| = 1 for any non-trivial critical point. Therefore, the constraint
of [[4]on the correlations u = (uq, ..., ux) is satisfied. The mapping of any non-trivial critical point
to the order-parameter space is a critical point of the Lagrangian loss (see Appendix Lemma[G.2).
Hence every u; satisfies

—2 (r,1,uj) + 2 u; =0 (15)

a@ga

for fixed (r, a). Assumption (ii) implies that 18,9, (r, 1, u) is one-to-one hence all u; are equal.
End of Proof Sketch.

We show in Lemma [E2] that the interactions of the common activation functions such as erf, tanh,
sigmoid, and softplus (respectively)
1—e " 1 B

2 [Vi
Oert(T) = ﬁ/o e~V dt, oun(z) = Tre= osig () = T oz Tsoft

with 8 € (0,2] satisfy Assumption [3.1}(ii). The interaction of the ReLU activation function, i.e.
Oreta(z) = max(0, z) also satisfies Assumptions[3.1](with a slight modification in the domain for (ii);
see the proof of Corollary [G.3).

Thanks to Theorem [5.1] the loss in Eq.[T4]can be reduced to a two-dimensional loss in a and r, which
can be solved explicitly for ReLU (Corollary [G.3)) and erf.

Corollary 5.2. Assume that the activation function is o..r. The optimal solution (w*, a*) is given by

(2) = %logwﬂx +1),

1 w1 g
w'|=/0>0——, a"' =k —=— Vi,
Il =y o= [l ~ VE 2=
or, equivalently, by (—w™*, —a*). The optimal loss is then given by
2 1 1
(k) = - (k; arcsin(g) —k? arcsin(%)) (16)

The proof of Corollary [5.2]is presented in Section [G.3] For general activation functions, the two-
dimensional loss does not admit an analytical expression. For this case, from the partial derivatives,
we obtain a fixed-point equation in r which we solve numerically for the activation functions listed
above (see Appendix Section[G.2.2)). For softplus, specifically, we prove in addition the following

Theorem 5.3. Assume that the activation function is aiﬁ(a:) with 8 < 2. The optimal solution
(w*, a*) satisfies | w*|| < 1/vk and a* > k.

We use the FKG inequality to prove Theorem [5.3](see Appendix [G.5). Although the proof requires
specific properties of softplus, we show that the above bounds hold also for tanh and sigmoid by
numerically solving the fixed point equation (Figure[I0] also Figure[3). Note that the incoming vector
norm is bounded above by 1/ V'k, hence w* is a damped average of the teacher incoming vectors.
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Figure 4: Under-parameterized student networks of width n with erf activation function learning (via
gradient flow) from a unit-orthonormal teacher network of width k. A Each dot is the mean error
at convergence for 20 seeds of random initializations; black-dashed lines are the theory predictions
L (k—n+1), see Eq.[20l Standard deviations do not show on the figure as they are too small. We
identify four regimes indicated by colors ( -gray-blue-red) depending on the type of solution
found by gradient flow (GF). In the , GF converges to an optimal (n — 1)-C-1-A solution
for all 20 initializations (Fig. Bl). In the gray regime, GF converges either to (n — 1)-C-1-A
solution or to a "Perturbation of the all-copy solution" that we call P-n-C (Fig.[@}B2). In the blue and
red regimes, for n > 2k where n = 8,12, 16 the gradient flow converges to a P-n-C solution from
all seeds (Fig.[d}B3). Moreover, in the red regime, for n > 3k where n = 8,12, 16 and 3 is near
0.75, the P-n-C solutions achieve lower loss than the (n — 1)-C-1-A solutions (Fig. E|-B4). B1-B4
Examples of loss at convergence (vertical axis) for all 20 different initialization seeds (horizontal
axis); theory is shown by the red-dashed horizontal line. Insets show examples of correlation matrices
u;; (k lines, n columns) between student and teacher incoming vectors at convergence after reordering
neurons. In the gray regime (for ex. B2) the gradient flow converges to either one of the two types of
minima with correlations shown in the inset; in the other regimes, it consistently converges to the
same minimum up to permutations.

Remark 5.4. We do not impose either of the two reductions that are common in literature: (i)
incoming vector w is constrained to be on the unit sphere [9} 11} |14} 40|, (ii) the outgoing weight a
is constrained to be one [7} |18, 20]. An important step in our analysis is related to the norm r of the
incoming vector which we discuss in Appendix Section

5.2 Multi-Neuron Network

In this subsection, we assume that the activation function is erf such that CA-configurations are
critical points (see Theorem[d.2). For a student network with n = 2 and a partition ({1, {>) we can
decompose the loss of a CA critical point as

at(01) + Legg(l2) + Leg(0, k — (61 + £2)) a7

where L3(0,4o) := Eyp|ff (x)?] is the error made by a student with vanishing output when
representing a reduced unit-orthonormal teacher network with ¢y neurons. This decomposition is
possible because the cross-terms between orthogonal vectors are zero for odd activation functions.
Furthermore, for the erf activation function, we show that

Li(€1) + Lis(0,£o) > Li(€1+4o) (18)

(see the proof of Lemma [E2). Therefore, we should search for the minimum loss configuration
among the partitions with £; +¢5 = k. Among such partitions, Lemma [E.2] shows that the optimum
CA-point has the partition (1,5 — 1). In words, the optimum is a 1-copy-1-average point.

For general n, using Lemma[E-2)and a small trick, we prove the following.

Theorem 5.5. Consider a unit-orthonormal teacher network f*(x) = Z§:1 o(vj - x) and the erf

activation function. For an under-parameterized student network with n neurons, the minimum-loss
copy-average configuration up to permutations (of the student and teacher neurons) is

0= (e1v1,€1) D ... B (€n—1Vn—1,€n—1) B (enw,,, €nar) (19)
where €; € {£1} and (w},, a%,) is given by Corollary[5.2|after substituting k with k—n+1.



See Appendix [E.3]for the proof. Because copy-average critical points are not necessarily the only
critical points of the loss function for students with n > 1, we investigate in simulations, if they are
found by gradient flow where the weights are initialized as Gaussian with a fixed standard deviation

(see Fig.[).

Interestingly, gradient flow converges to the CA-optimal solution for all random seeds in a broad
regime of under-parameterization (green in Fig. d). Only when n > v,k for n = 8,12,16 and
v1 ~ 0.46, gradient flow converged in some seeds to points close to the n-copy critical point. We
call these newly found points “perturbed n-copy” (P-n-C) points. In gray-blue regimes, the P-n-C
points have higher loss than the optimal CA critical point (Fig. [).

However, this is not always the case: when the student width is close to the teacher width (low
compression regime), the P-n-C point has a slightly lower loss the lowest amongst the CA critical
points (red in Fig. E]) When k — n is fixed, we found that the (n — 1)-C-1-A solution turns from a
minimum for small n to a saddle for large n (see App. Fig.[6); which explains why the gradient flow
escapes it in this regime and converges to another minimum at a lower loss.

Finally, based on our theory and experiments, we conjecture that there exists a v € (0,3) such that
when n < ok and when the activation function is erf, the global optimum of the non-convex loss in
Eq. is a (n—1)-C-1-A configuration. Therefore, if our conjecture holds, the exact approximation
error, i.e. the optimal loss, is identical to that of a one-neuron network approximating a teacher with
k—n+1 neurons and is given by

L:rf(na k) = L:rf(k_n+1)' (20)

6 Conclusion & Future Directions

We studied the learning of under-parameterized student networks from orthogonal teacher networks
for standard Gaussian input data and vanishing thresholds. For erf activation function, we introduced
anew family of critical points that arise from the decoupling of the problem into one-neuron networks
that can be solved separately. Moreover, the exact parameters of copy-average (CA) critical points
are given which can be used to study escape behavior near saddles and to determine convergence of
first and second-order optimization algorithms [[16} 41].

Furthermore, we showed that the optimal CA point is that n — 1 neurons copy teacher neurons and
the n-th neuron averages the remaining k — n + 1 neurons. In simulations, gradient flow converges
to a CA-optimal solution for n < 1k where ~; is near 0.46. However, for n > ~»k where ~, is
near 0.6, we observe another phase where the gradient flow finds a perturbed copy solution. For
the ReL.U activation function and the onset of under-parameterization, gradient flow converges to
qualitatively similar solutions; however, at the crossing point from under-parameterization to over-
parameterization (i.e. n = k), gradient flow is known to get stuck in spurious local minima [27]].
On another note, determining the CA-optimal solution of the two-neuron network plays a critical
role in our analysis. Still, there is only little literature on two-neuron networks [5 42] compared to
the well-studied one-neuron case [SH7} 22} [23]]. The two-neuron network is possibly the simplest
model with interactions between neurons, hence it is important to understand the global minimum
and gradient flow dynamics of this challenging problem.

On the practical side, our analysis of under-parameterized networks gives a recipe for how to warm-
start smaller neural networks for distilling unit-orthonormal teacher networks. If one desires low
compression (n > ysk), then we recommend initializing the student network in a configuration where
each neuron copies a different teacher neuron, to be close to a P-n-C point. However, for higher
compression, we recommend initializing the student network in a configuration where n — 1 neurons
are each copied and the n-th neuron is initialized as an average neuron to be close to a (n — 1)-copy-
1-average point. It remains an open question whether this recipe applies to non-idealized scenarios
such as non-isotropic input distribution, teacher networks with non-orthogonal incoming vectors, or
non-unit outgoing weights. More generally, it is natural to expect that the optimal distillation strategy
changes from low compression levels to high compression levels. How exactly and where this change
happens is a very intriguing question of theory and practice.
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A Summary of Results

Table 1: Summary of Results

columns=conditions: Orthogonal UO & erf UO & o satisfying g, assumptions
lines=results:

n = 1 average is the optimal solution n.i.g. yes* yes

n > 1 CA points are critical points n.i.g. yes n.i.g. maybe for odd

n > 1 (n — 1)-C-1-A is the optimal-CA solution n.i.g. yes n.i.g. maybe for some odd

n = 1 w* is in the span of {vy, ..., v} yes yes* yes*

In the table above, UO means unit-orthonormal, n.i.g. stands for ‘not in general’ and yes* follows as
a special case from the results with yes on the same row.

B Further Comparison to Literature

In this section, we compare the symmetric solutions found in erf [2] and ReLU networks [5]] to
our one-neuron solution (n = 1). The main difference is that both earlier studies constrain the
search space to the symmetric subspace whereas we first prove that the non-trivial critical points are
contained in this subspace in Theorem [5.1] for a broad class of activation functions, including erf and
ReLU. Solving the low-dimensional loss, we recover the same solution for ReLU and erf as in [2} [5]
for unit-orthonormal teachers.
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Symmetric Solution of Saad and Solla [2] for erf activation. The authors focus on the ‘symmetric
subspace’ parameterized as

Qi=17=0Q, Qij=piyrirj=C, Ry =upr =R 21
In this case, the loss is parameterized by three values, that is @), C, R, hence can be expressed
analytically in terms of these values. Solving the fixed point equations, they find the following
critical/fixed point (their Eq.22)
1 1
=C=—+——, R=——— (22)
Q 2k -1 k(2k — 1)
which implies r; = 1/v2k—1 and p;; = 1 in our parameterization. This selection of parameters forces
all student vectors to be equal therefore reducing the system to a one-neuron network. There are two
main improvements in our analysis

1. We prove that student-teacher correlations u;; are equal to each other at a non-trivial critical
point, and give necessary conditions on the activation function (Assumption [3.1) to satisfy
this property. We show in Lemma|[F.2]that not only erf but a large class of common activation
functions satisfy Assumption [3.1]

2. Our student network has a flexible outgoing weight (shallow neural network) as opposed to
a fixed outgoing weight +1 (soft-committee machine) in Saad and Solla [2]. It is instructive
to compare the generalization errors of the one-neuron network

k 2 1
(soft-committee machine) Lk on(k) = 3~ k2= arcsin(ﬁ)
’ ™
2 1 2 1 1 1
(shallow network) L>:(k) = k; arcsin(i) - k2; arcsin(%) ~ k(§ - ;),

which are identical since arcsin(0.5) = 7/6 (Saad and Solla [2]] uses €, (k) = 1Lz oon (k)
that’s why there is a factor 0.5 difference with respect to their Eq. (23)). However, if
we set teacher outgoing weights to say a;, the shallow network adapts and reaches the

generalization error a? L (k) but the error of the soft-committee machine is

erf
* 1
erf; soft(k) = /{129(

1 1 1
mam7l)_2k2at9( 2]€—171’ \/m)+at2k‘g(lal71)

1
= O(at) + a%kg
which has a worse coefficient & compared to  — < as expected.

Symmetric Solution of Tian [5|] for ReLU activation. The authors focus on a particular two-
dimensional subspace (z, y) that allows the specialization of student neurons, namely

w; = TU; —|—yZvj. (23)
J#i
In particular, they consider the ‘symmetric subspace’ x = y which is the case when all student
neurons collapse to one neuron, and show that the dynamics converge to the following fixed point

1 1
= E(Vk —-1- arccos(ﬁ) + 7). 24)

Summing over k£ neurons then produces the following one-neuron due to the positive homogeneity

r=Yy

™

k
1 1
w* = —(Vk — 1 —arccos(—=) + 7) Z'Uj.
vk =
Our formula (Corollary [G.5) gives the identical result due to

**fih(i)ii ,fl(\/mf (L)+ )i _
w a = h(l) \/E p \/E'U] = . arccos \/E s p ’Uy.

In this case, there is no difference between the optimal solution of the soft-committee machine and
the shallow network since ReLU is positive-homogeneous as expected.
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Figure 5: Structure of the optimal solution of the one-neuron network for various activation functions.
We trained 20 seeds of one-neuron students learning from the unit-orthonormal teacher networks
with & = 2, ..., 10 neurons. All students converge to the same optimal solution up to symmetries (that
is, positive-scaling symmetry for ReLU and sign symmetry for odd activation functions such as tanh
and erf). A For ReLU, the magnitude ||w*|la* exactly matches with the result of Corollary For
softplus, the magnitude is very close to \/E; for sigmoid, tanh, and erf, it is below vk. B The norm
of the incoming vector is smaller than 1/ Vk for softplus, sigmoid, tanh, and erf. C The outgoing
weight is larger than k for softplus and tanh, and it is virtually % for sigmoid and erf.

C Further Experiments

All experiments in this paper are implemented using the gradient flow package implemented by
Brea et al. [16] which is particularly suited to studying gradient flow on the population loss. For
activation functions for which there is an analytic formula, it is already implemented in the package;
for the others, we used the approximator option for a speed-up compared to the numerical integration
option. This method uses a neural network in the background fitted to approximate Gaussian integrals.
We trained for 10° ode iterations for erf and relu experiments; 10 ode iterations for softplus, tanh,
and sigmoid. For erf experiments, all seeds converged to configurations with gradient norm below
5- 1078, For ReLU experiments, a fraction of seeds failed to converge (large gradient norm at the
end of training). In Appendix [C.3] we report among the seeds that succeeded in converging. Weights
initialized as Gaussians with zero mean and standard deviation 0.1 or with Glorot initialization [43].
This is in contrast with Saad and Solla [2]], Tian [5] where (order) parameters are initialized with
positive values (as opposed to the rotationally symmetric initializations done in practice). For each
(n, k) pair, we implemented 10 or 20 seeds of random initializations.

C.1 One-Neuron Network

Empirically, gradient flow converges to the point where all student-teacher correlations are %ﬂ

We know from Theorem|5.1]that at the non-trivial critical point all correlations are equal at correlation
1/\/k and there is possibly another critical point at correlation —!/v%. Depending on the activation
function, the point where correlations are —1/\/k might be

* either an equivalent of the optimum solution (for odd activation functions),
e or a saddle (for ReLU),

* or does not exist (for softplus).

The details can be found in the proofs for individual cases.

C.2 Erf Experiments

In this section, we first numerically investigate whether the CA-optimal critical point is a saddle or
minimum in Figure[6] Surprisingly, we find that the point turns from a saddle point to a minimum

*For odd activation functions, there are two solutions that are sign-symmetric: the first one where all
correlations are ﬁ and its equivalent where all correlations are — ﬁ The first solution is plotted in Fig.for a
fine comparison on the positive scale.
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Figure 6: The minimum eigenvalue of the Hessian at an optimal-CA point. We numerically investigate
whether a CA-optimal critical point is a strict saddle (min. eig. of the Hessian is negative) or a
minimum (min. eig. of the Hessian is non-negative). Interestingly, the minimum eigenvalue turns
from positive to negative as n grows for k = n + h for fixed h = 1, 2, 3 (left panel). Therefore in this
regime, the CA-optimal cannot be the optimal solution of the non-convex problem for large n. For
k > n, for example for k = n, 2n, 3n (right panel), the min. eigenvalue is positive and it approaches
Zero as m increases.
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Figure 7: Evolution of order parameters during convergence to a (n — 1)-C-1-A solution: top n = 2,
middle n = 4, bottom n = 8; and k = 64, representative seeds. We can distinguish 3 phases: before
iteration 20, after iteration 20, and beyond iteration 40. We observe that in the first phase of training
(Iess than 5 iterations), the student neurons do not specialize into teacher neurons but approach the
one-neuron solution. For n = 2 (top row), in the second phase, we observe that the first neuron
implements an average of teacher neurons and the second neuron implements a copy of the remaining
teacher neuron. In the second phase, in general, n — 1 neurons specialize to match one teacher neuron
each (or its negative equivalent) and the n-th neuron splits its correlations into two groups: those that
correspond to the teacher neurons being matched become negative and the others collapse on each
other. Finally, in the third phase, the negative correlations converge to zero correlation, decoupling
the student neurons from each other. All student neuron correlation signs can be flipped as long as
the corresponding outgoing weight signs are flipped since the erf activation is odd. These examples
illustrate the green regime (see Fig. E| in the main text).

point in some regimes of (n, k), despite that the configuration has the same structure of copying n — 1
teacher neurons and taking an average of the remaining teacher neurons. When k£ — n is fixed, and
for large n, Figure[f]explains why gradient flow does not converge to the CA-optimal point.
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Figure 8: Evolution of order parameters; P-n-C solution: for n = 8 and k = 9. We observe that all
student neurons match one teacher neuron in this case, however not perfectly at the end of training.
This is an example of the red regime (see Fig.]in the main text), where the students converge to a
perturbation of the n-copy configuration.
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Figure 9: Optimal configuration found by gradient flow for ReLU activation function for n = 2 (top);
n = 4 (middle); n = 12 (bottom). The last row of the correlation matrices represents 1 — ||u;]
which is zero for all student neurons in all cases. Top row, n = 2; the optimal point is composed of a
copy and an average neuron: the copy neuron is very close to one of the teacher neurons, and the
average neuron is close to the average of the remaining teacher neurons while negatively correlating
with the copied teacher neuron. The negative correlation increases in magnitude as k increases.
Middle row, n = 4; for k = 5, the optimal point is a perturbation of the all-copy configuration;
for k = 8,16, it is close to the (n — 1)-copy-1-average configuration. Bottom row, n = 12; for
k = 16, 24, the optimal point is a perturbation of the all-copy configuration; for k£ = 32, it is close
to the (n — 1)-copy-1-average configuration. In all regimes, the norms and outgoing weights of all
student neurons are close to each other (for the bottom row only the first four neurons are shown).

We show some representative trajectories of gradient flow, in the regime when the CA-optimal critical
point is a minimum in Figure[7]and in the regime when it is a saddle point in Figure[§]

C.3 ReLU Experiments

In this subsection, we will present the structure of the minimum loss configuration found by gradient
flow. In the regime n < k, the minimum loss configuration is qualitatively similar to the optimal-CA
solution but without perfect decoupling. For k that is slightly bigger than n, the gradient flow finds
an "all-copy" configuration for n = 4, 12. The overall trend of the minimum loss configuration is
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similar to the case of erf activation; however, as we do not have the analytic formula of correlations, a
theoretical prediction for the optimal solution is left for future work.

D Constrained Optimization Formulation

Expressing the loss function in terms of the order parameters yields the ‘projected’ loss function

n n k
L;r’olj = E aZgo(ri,ri 1) +2 E ;i1 G (Tiy Tiry Piir) —2 E E a;bjgo(ri, |vjll, wij) +C
i=1 i

student magnitude term

i=1 j=1

student-student interaction student-teacher interaction

(25)

where the constant term C' = E,p[f*(%)2]. Lpwoj has n(k + 2) + () parameters, that is n output
weights and n(k + 1) + (%) order parameters, instead of n(d + 1) parameters of the original loss
function. Ford > k + 1+ an Lo has significantly less number of parameters.

In the special case d = k, the incoming vectors can be expressed as a linear combination of the
teacher’s incoming vectors, hence the correlations between them are not free (see Appendix [D.T).

Each normalized incoming vector can be expressed as a sum of its projection on the span of the
teacher’s incoming vectors and an orthogonal component

k k
W
7 — Zuijvj + o3, Zufj <1, (26)
Jj=1 Jj=1
and the inequality constraint pops up since ||u;|> = 1 — ||v;t||? where u; = (u;1, . . ., u;). For the

correlations between the incoming vectors, we get
piir = Wi -y + V7 - V7, 27

which yields the second set of constraints on the optimization problem

Piir — Wi - Uy

< V1= [lui2V/1 = Jlug|? Vi’ #i € [n], (28)

since we have |v;- - vz | < ||vit||||viF || due to the Cauchy-Schwarz inequality.

We note if all incoming vectors are in the span of the teacher’s incoming vectors, we have that
luill = 1. As aresult, the second set of inequalities in Eq. 28] collapse onto equalities, hence the
secondary constraints are in fact equality constraints (see Appendix Eq.[34). We show that this is
indeed the case for the non-trivial critical points of the one-neuron network in Section [G]

In general, the constrained optimization formulation is possible for non-orthogonal teacher networks.

Remark D.1. (Non-orthogonal teacher network) We can relax the assumption of orthogonality

between vy, ...,vi to linear independence. Let us collect the incoming vectors into a matrix
V = [v1,...,v4) € R¥K. The expansion in Eq.[26|can be rewritten as
w k
i 1 1L
P Z%‘jvg‘ +v; =VIEi+v; (29)
j=1
where T'; = (vi1, ..., vir) € R¥ and vit - v; = 0forall j € [k]. The normalized vector has a unit

norm, hence we have
VT + |2 = TTVIVT, + |jvit])? = 1. (30)
The correlation vector can be written as u; = VT VT; € R¥ which yields the following constraint

ul (VIV) "y, < 1. (31)
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D.1 Equality Constraints in the Case d = k

In this case, the teacher incoming vectors vy, . . ., v}, span the input domain R?. Each incoming vector
(of the student) can be expressed as a linear combination of the teacher’s incoming vectors

k k
=)
v U505
T ° e
j=1 J

ul =1, (32)
1

and the equality constraint pops up since the normalized vector has a unit /> norm. The correlations
between the incoming vectors are then expressed in terms of the student-teacher correlations

Piir = Wi * Ujr . (33)

Therefore the optimization problem is equivalent to

n k n k
min Z aZgo,(ri,ri, 1) +2 Z a;0y Go (T3, Tir s Zuijui/j) -2 Z Z a;bjgo (13, [|vj |, wis)
i=1 i1 j=1 i=1 j=1
k
subjectto » ug; =1, r; >0, forall i€ [n]. (34)
j=1

Since (Z) student-student correlations terms are not free, the problem has only n(k + 2) free
parameters and k equality constraints, yielding n(k + 1) effective parameters, which is the same

number as the number of parameters of the original problem in the weight-space.

D.2 Binary-Equality Constraints in the Case d = k + 1

In this case, there is only one direction orthogonal to the span of the teacher’s incoming vectors (i.e.
vit || vil,). Therefore the general inequality constraint on p;;» reduces to

piir =i - wir /1T — [Jug[|2/1 = [Juir |2 (35)

D.3 Three-Neuron Network

We present a case for the three-neuron network where the optimal solution of the constrained
optimization problem may not be projected back to the weight space. In particular, let us consider a
positive and monotonic activation function, i.e. o(x) > 0. This implies that g, > 0 and that g, is
increasing in correlation. It is natural to expect that all outgoing weights are positive since this would
bring the network function closer to the target function. If the network is overparameterized, some
outgoing weights may be zero or even negative (balanced by a positive outgoing weight corresponding
to the same incoming vector). Let us pick three positive outgoing weights a1, az, az > 0 and three
corresponding student-student interaction terms

minimize aja29,(r1,72, p12) + a1a395(r1, 73, p13) + 020395 (T2, '3, p23) + ")
subject to |pir — w; - ugr| < /1 — [Jug||27/1 — [Juar||2. (36)

Note that each p;;+ is decoupled from each other. Since g, is increasing in correlation, the minimum
of each term above is achieved when

piir = i -ty — /1 = [Jug]|2v/1 = [ugr |2 (37)

This implies that the inequality is tight and therefore v;- || vf; moreover,

v = /1 — |2t and v = —/1 — [Juy |20t (38)

up to a sign flip. However, it is not possible that the three vectors all have pairwise flipped directions to
each other as we would have (—) - (—) = (+). If the optimal solution of the constrained optimization
problem verifies ||u;]|? < 1, then we conclude that it cannot be mapped back to the weight space; in
this case, the optimal L,,; would only give a lower bound on the optimal loss of the weight-space.
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E Copy-Average Critical Points

Theorem E.1. Assume that o is the erf activation function. We pick a copy-average parameter vector
0" = (wi,a1) ® ... ® (wy, ay) (39)

where (W}, a}) is a non-trivial critical point when learning from a unit-orthonormal teacher f} with

Z’ 2

the incoming vectors vs, |11, ..., Vs, Shown in Eq. Then 0% is a critical point of the loss function
L™* where the target function is *(x) = Z?:l o(vj - x).

Proof. Let us write down the partial derivatives with respect to the outgoing weights and incoming
vectors

d

da LHO7) = 2Eenplo Za o(w] - @) — f*())],
d
d—wiL”’k(e*) = 2aEynplo Za o — ()] (40)

We will show that they are equivalent to the following

d
da_L""k(G*) =2E,plo(w; - x)(ajo(w] - x) — f(x))],
d

dTUiL"vk(e*) = 2a;E,plo’(w] - v)x(afo(w

i x) = fi (@), (41)

which implies that the partial derivatives are zero, since (w}, a}) is a critical point of the loss

LM = Bpupl(ao(w - 2) = fi ()] (42)

Since (w},ay) is the 0pt1mal solution of the teacher network generated by vs, ,41,...,vs,, from
Theorem 5.1} we have that w; is in the span of vs, 11, ..., vs;. We have that

w;-w; =0 and w]-v;=0 for je[k]\[sic1+1,s] (43)

since the two incoming vectors are in the span of two orthogonal subspaces respectively and w; is
orthogonal to all other teacher incoming vectors that are outside of the span of vg, ,41,...,vs,. For
two orthogonal vectors say w; and v, we have that

E.plo1(w]! - z)oa(v- )] = Epuplor(w] - 2)|Ezaploz(v - )] (44)

which is zero if at least one of oy and o5 is odd. This implies the first equation in 1] for the partial
derivatives with respect to the outgoing weights. In order to show the second equation for the partial
derivatives with respect to the incoming vectors, let us define S; = [s;_1 + 1, 5],

Wi j = Egnplo’ (w] - 2)x(ajo(w] - ) — Z o(vg - )], (45)
keSj
and note that it suffices to show that W; ; = 0 for all ¢ # j. This is true if and only if W; ; - v, = 0
where {01, ..., 4} form an orthogonal basis of R<. Let us choose ¥; = w1, ...,0; = vy and that
Uk+1, ---, Vg completes the basis if d > k. One can observe that W; ; - vy = 0 for k41 < £ < d since
2 - Ug is an independent Gaussian from the others. Hence, the expectation, i.e. W; ; - ¥, factorizes
with a factor of E[z - @] which is zero.

It remains to check W; ; - v; = 0 for all v;’s. We split the analysis into two cases. If v; ¢ S, then
x - vy is independent from x - w;‘ and from z - vy, for k € S;. Hence W; ; splits into

Wij v = Epuplo’(w] - 2)z - v|Esnpl(ajo(w] - x) — Z o(vg - x))] =0, (46)
keS,
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where the second term in the product is zero because w; - = and vy, - x are centered Gaussian and o is
odd. For the second case, where v; € S;, using the fact that x - v; is independent from w; - x and
from x - vy, for [ # k, we have

Wi j - v = Eenplo’ (] - 2)|Epnplr - vi(ajo(w) - x) — Z o(vg - x))] 47)
kES;

=Eonplo’ (W] - 2)|Eenplz - vi(ajo(w] - x) — o(v; - x))] (48)

=E,plo’(w} - x)] (EIND [ajo(w] - x)x - v] = Epuplo(v - x)x - ’Ul]). (49)

Applying Stein’s Lemma to both terms on the right we have

Wi o1 = Baplo (w] - )] (Elajru’o’ (7} 2)] - Elo' (2)]), (50)

where Z is standard Gaussian and r = 2k T u* = \/% s a;f = k (parameters of erf). Hence we

want to show that

ajriu*Elo’(r; Z)] = E[o’(Z)]. (51)
To show this, we use the following relation [2, 3]
2 2
gert(r, 7y u) = Elo(ra)o(ry)] = = arcsin (r;f1> . (52)
Differentiating with respect to the correlation u we have
d 2 1 r?
%gerf(r, r,u) = r’Elo’ (re)o’ (ry)] = = — 750 (53)
1—u? (T{ +1)
In particular, at correlation zero, we get
2 1
Elo’ =,/ 54
o) =~ (54)
Therefore, we have
2 (2k—1 1
/ * /
Blo'(r50) =2 (25 ), Bl =2, (55)
which implies [5T] and the proof is complete. O

For general activation functions, using the substitution in Eq[4T] the first partial derivatives in Eq. [40]
reduce to

d

Lm0 =23 a1 1.0) = 20k = )gn (. 1.0 (56)

i’
which is in general non-zero if ¢ is not odd.
Lemma E.2. Assume {5 > {1 > 1. We have that

L:,../-(EQ + 1) (62) < Lerf(gl + 1) — L:rf(gl) 57

Proof. We first show that the function 2% arcsin( 21 ) is increasing for « > 1 and convex for z > 0.

Using the Taylor expansion of arcsin, we have that

1 x 1 1 1-3 1
— 2 . —
flo) =wtaresin(a ) =5+ 53 Yo ds s 8
where the higher-order terms all have positive coefficients. The first derivative is
1 1 1 1-3-3 1
f(x) = (59)

2 2.32322 2.4.52574
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which is positive for z > 1 since we have

1 1+1'3'31+ <1+1+ <1+1+1+ B (60)
2.32332 1 2.4.525g4 7T T 922 0 24pd T T 4 42 0 43 o
The second derivative is
1 1 1-3-3 1
"r)=92— 4 61
P =2 smatiy g sms 6D

which is positive for positive z.

First, let us show that Eq. [18|holds. Plugging in the analytic expressions for L¥(0, ) and L% (-), it is
equivalent to

2 1 2 1 2 1 1
EO; arCSin(g) > 60; arCSin(i) — ; ((61 +£0)2 arcsin(m) — g% arCSin(%)) . (62)
Since f(x) is increasing for x > 1, the second term inside the parenthesis is positive, hence the
inequality holds.

We will now prove the statement of the Lemma. It suffices to show the following for all £ = /5 > 2
Lei(0+ 1) = L(0) < Lgg(€) — Le(0 — 1) (63)

since then we can continue to decrease ¢ by one, i.e. £ — 1,/ — 2, ..., until we reach ¢;. Eq. is
equivalent to

:rf(é + 1) - 2L;krf(€) + L;krf(g - 1) < 07 (64)

that is the second-order finite difference, similar to the second-derivative of a continuous function.
The proof is completed by observing that L% () is a discrete-concave function since its continuous
interpolation

2

*
erf

arcsin(zi) (65)

.1
(z) = xarcsm(i) —x .

*

is concave for z > 0 since it can be written as L}

(x) = ax— f(x) where f is convex forzz > 0. O

Lemma[E.2Jtells us that if we add one neuron to the teacher, then it is better to approximate it by the
student neuron that already approximates many teacher neurons. Applying Lemma [E.7] iteratively,
we get

ef(k=1) + Le(1) < Leg(k—=2) + Ley(2) <o < Lgg(a+1) + Lg(€1) < Lgg(€2) + Leg(£1+1)

whereﬂgzg,ﬁlzg f1ifkisevenandﬁgzk%lﬂl:%iifkis odd.

Theorem E.3. Consider a unit-orthonormal teacher network f*(x) = Z?Zl o(vj; - x) and the erf
activation function. For an under-parameterized student network with n neurons, the minimum-loss
copy-average configuration up to permutations (of the student and teacher neurons) is

0= (61017 61) D...0 (enflvnfla 6nfl) @ (enw;k” Ena:;) (66)
where €; € {£1} and (w},, a},) is given by Corollary[5.2] after substituting k with k—n+1.

Proof. We will conclude with a simple argument that the minimum-loss CA configuration for a
multi-neuron network with n neurons is (n—1)-C-1-A. In particular, if there are two averaging
neurons inside the student network, we can redistribute the teacher neurons shared between these
two to a lower-loss CA configuration by ensuring that one student neuron copies and the other
student neuron averages (see Lemma[E.2)). The minimum-loss CA point is then achieved among CA
configurations where at least n—1 neurons each copy a single teacher neuron (of the k possible ones).
The remaining student neuron can be treated as a single-neuron network learning from a teacher with
k—n+1 neurons — for which we know the optimal solution is to average (Theorem 5.1)). O

23



E.1 Number of CA Critical Points

There is a combinatorial number of (¢1, ..., ¢,,)-CAC critical points, that is

c(el,...,en)@)...(k_(gl Z"M”)) 67)

where ¢, :=c(¢y, ..., ;) counts distinguishable permutations between the neurons of the student
network, and the binomial coefficients stand for grouping teacher neurons into n non-empty buckets.

If ¢, = ... = ¢, permutation between the student neurons is already counted when distributing the
teacher neurons, hence ¢,, = 1. If all /4, ..., £,, are distinct from each other, we have that ¢, = n!
since we swap all pairs of student neurons after assigning groups of teacher neurons. In general, let
¢; denote the number of ¢’s among /1, ..., ¢, for all : = 1, .., k; the formula for the permutation-factor
is given by

n!

by, s b) = (68)

cil...cp!’
F General Properties of the Interaction Function

In this Section, we introduce some general properties of the interactions. We use these only for the
one-neuron network in this paper (see Section [G)), however, these properties are likely to play a role
in studying the networks with two or more neurons.

We first present the partial derivative of a general interaction function, i.e. two activation functions
may be different, for example, if the student activation function does not match the teacher, with
respect to the correlation in a simple expression in Lemma[F. 1]} In the second part, we present a
property of the activation function sufficient for Assumption [3.1](ii), and show that the differentiable
activation functions studied in this paper satisfy this property in Lemma|[F.2]

Lemma F.1. Assume that functions o1 and oo are differentiable. The partial derivative of the
Jollowing Gaussian integral term E|oy (r1x)0o2(r2y)] with respect to the correlation E[zy] = u is

%E[Ul (r1@)oa(ray)] = rirElo}] (riz)oh(ray)]. (69)

We apply the Lemma for o; = o2 = ¢ in the main text in Eq. [0

Proof. We compute the derivative of E[o (r12)02(r2y)] by making the correlation u explicit. Denote

u' =+/1—u?and y = ux + u'z. After the computation, we use Stein’s lemma to reach the desired
formula.

OuE[o1(r1x)o2(ray)] = roElor (r1z)oh(ray)z] — %E[Ul (riz)oh(ray)z] (70)

where x and z are independent standard Gaussians. Here is a reminder for Stein’s Lemma for a
standard Gaussian z

E[v(2)z] = E[v'(2)]. (71)

To remove z in the first term, we apply Stein’s formula for v(z) = o1 (r12)0h (r2(uz +u'z)) yielding

riroE[o) (riz)ob(ray)] + raul[oy (r1x) o (roy)]. (72)

To remove z in the second term, we apply Stein’s formula for v(z) = o4 (re(uz+u’z)) by considering
fixed x which yields

—r2uE[oy (riz)ol (ray)]. (73)

Summing up the two terms completes the proof. O

For softplus that is increasing and convex, using Lemma [FI|for 01 =0 =0 twice, we infer that the
interaction g is also increasing and convex in u. Hence, for u < 0, Assumption (ii) holds for
softplus. However, for the other activation functions, using second-order derivatives does not suffice
to show the assumption. We will propose a new property of the activation function that implies that
the interaction satisfies Assumption(ii) and prove that softplus with 5 < 2, sigmoid, tanh, and erf
satisfy this property.
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Lemma F.2. [f the activation function o is thrice-differentiable and it satisfies
o'(z) —xo" (x) + "' (z) > 0, (74)
then its interaction satisfies Assumption( ii) for all u € (=1, 1). Softplus with 3 € (0, 2], sigmoid,
tanh, and erf activation functions satisfy the above inequality.
Proof. Let us first write out Assumption[3.1](ii) explicitly using Lemma [F1]
riuB[6’(ri2)5’ (y)] < Bl (riz)a(y)]. (75)
where 6 (z) = o’(x). Using Stein’s Lemma for v(z) = 7(r12)d’(y), we get
Elo(r12)a’ (y)a] = E[6" (r2)o’ (y)]r + E[o(riz)d” (y)]u. (76)
The desired inequality is equivalent to
E[o(r2)(@(y) — o' (y)zu + o (y)u?)] > 0. (77)

Let us introduce f(z) = 5(x) — 25’ (x) + " (x). For y = ux + v’z where v’ = v/1 — u?, we have
the conditional average of y fixing z (we drop conditioning on the right-hand terms for convenience)

E[f(y)|z] = Elo(y)] - E[yo’(y)] + E[¢" (y)]
[6(y)] — uzE[e" (y)] — E[u'25"(y)] + E[6" (y)]
= E[o(y)] — uzE[a’' (y)] — (u')’E[6" ()] + E[" ()]
[6(y)] — uzE[a’ (y)] + w*E[5" (y)], (78)

where second last equality comes from Stein’s Lemma for v(z) = &'(ux 4 u'z). Hence the desired
inequality is equivalent to

E[g(ri2)f(y)] > 0. (79)

By straightforward calculus, we will show that f(x) > 0, or that f(z) > 0 and f(z) = 0 if and only
if x = 0. In the latter case, the expectation in Eq.[79|is positive since f(y) > 0 for some y values of
the integrand. First, for the sigmoid and tanh activation functions, for which we have

_ e* ., e(1—¢€*) _, e®(e®® — e +1)
O-(CE) (ez _|_ 1)27 g (QU) (ex _|_ 1)3 i g (‘r) (ex _|_ 1)4 ( )
Hence, we can explicitly write f as
e* e®(1—e®)  e%(e®® —4e® + 1)
= — 81
IO =G  “erip T (@) &1
61: X x xT x xT
:W((e +1)% —2(1 —e")(e” + 1) + (e** — 4e” + 1)). (82)
Therefore showing f(x) > 0 is equivalent to showing that the factor on the right, that is,
2e%(e® — 1)+ 2 — x(1 — €*) (83)

is positive. For z < 0, we have e” < 1 which implies —z(1 — ¢**) > 0 and (1 — e®)e” < 1/4 due
to the inequality of arithmetic and geometric means hence the first term is upper bounded by —1/2
and since we have +2, the whole term is positive. For x > 0, we have e* > 1, hence we can rewrite
the inequality as a sum of non-negative terms

2e*(e” — 1)+ 2+ x(e** — 1) > 0. (84)

Let us now handle the case of erf. Its first three derivatives are given by

2 2
o(z) = —6_352/276'(:5) = ——xe‘wzm,&”(x) = —(x26_”2/2 — e_IZ/Q) (85)

Nis s
Hence, we can explicitly write f as
4

f(z) = %e—ﬁ/z(l +rr4a?—1)= ﬁe—xz/zxz (86)
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that is non-negative for all  and zero iff x = 0.

Finally, for the softplus activation function with 5 € (0, 2], we have the following derivatives

Bx Bx 2 Bx _ Bz
_ € —/ Be " Be (1 e )
o(z) (P + 1) o' (z) (P +1)2’ o’ (x (ef* +1)3 (87)
Plugging in the function f, we get
eﬁw /Beﬁm BQeﬂw(l _ e,@x)
_ _ 88
f(z) i) iR (@ e (88)
efr
= e (@ P e 1)+ B (1L - ) (89)
Therefore showing f(x) > 0 is equivalent to showing that the factor on the right, that is,
e L P2 —af— B +1— B+ 52 (90)

is positive. For z < 0, we have that —z3 > 0 and 2 — B2 > —2since B < 2, hence it is sufficient to
show that the following is positive

e 28T 11 4 52 = (T — 1)? 4 B2 91)
which is a sum of squares. For z > 0, in the rest of the proof we will show that
Pr(e 2 —af -2 +1—xf+ B2 >0, (92)
for 5 € (0,2]. Using e® > (Bx)?/2 + Bx + 1, it suffices to show that
e’ ((Bx)?/2+3—B*) +1—zf+ 5> >0. (93)

If (Bx)?/2 + 3 — B2 > 1, then the first term is bigger than 3z + 1 hence the above term is positive.
The remaining possibility is that we have

z2 2
P
2 32

B < 2implies z < 1 and 22 > 0 implies 3 > /2. Hence we have —z3 + % > 0 since 3 > x.

Therefore, if we have (3z)%/2 + 3 — 32 > 0, Eq. is positive. Assuming the opposite, we get

x? 3
R 95
;<=5 (95)
B < 2 implies 2 < 1/+/2 and 22 > 0 implies 3> /3.
Going back to Eq. what remains to show is that it is positive in the domain z < 1/ V2, B e (\/§7 2].

It suffices to show that e”® + 2 — 23 — 32 > 0. Assuming the contrary implies e’* < x3 + 2 since
B < 2. We can then deduce that x5 < ¢ = 1.2 since otherwise we would have

(Bz)* | (Bz)®

(94)

Bz _
e =14 fu+ S+ g (96)
2 3
21+5x+§+§+...:1+6x+(ec—c—l)>1+6x+1 97)

which implies a contradiction. ¢ can be chosen smaller but this will be enough for our purposes.
Assuming 7% 4+ 2 — 3 — 32 < 0, let us expand Eq.

PP 42 —xf— B2 +1—zB+ B2 > (using €’® < Bz +2) (98)
(B +2)eP" + (2B+2)2—2B—-B*)+1—zf+ 5% = (99)
(284 2)e’® — (xB)* — (1 4 5*)zB + 5 — 5% > (using e’® > Bz + 1) (100)
T2+ (22— >3-228>0 (101)

where in the last inequality we used x5 < 1.2. We note that this inequality holds for slightly larger 5
using the same technique, however, for significantly larger 3, the property breaks down. O
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G The One-Neuron Network

We study the critical points of the following loss function
k
LY (w,a) = BEpoplao(w - ) — Z bjo(v; - x)], (102)
j=1

in particular, the optimal solution. For n = 1, all configurations of order parameters are realizable in
the weight space, therefore, the optimal solution of the following loss (repeating Eq.[T4)

k k

L;r’fj =a?g,(r,r, 1) — 2aijgg(r, llvj]l, u;) + const, subject to Zu? <1,r>0, (103)
j=1 j=1

is equivalent to the optimal solution in the weight space. Let us denote the unit ball by B =

{(u1,...,ur) | ud + ... +u2 < 1}. Its interior is denoted by int B and its boundary is denoted by 9 B.

We will present the results for the one-neuron network in five parts

1. In Subsection[G.1] we give a proof of Proposition[4.1} any non-trivial critical point (w, a) of
LVF satisfies that w is in the span of the teacher’s incoming vectors if the activation function
satisfies Assumption[3.1](i). Moreover, we show in Lemma[G.2]that the corresponding order
parameters should satisfy a Lagrangian condition (Eq.[T03).

2. In Subsection[G.2} we characterize the topology of the loss landscape in terms of its critical
points for the activation functions studied in this paper and for the unit-orthonormal teacher.
Our results for the one-neuron network are strong in the sense that it gives all possible
critical points of the loss landscape.

(a) In Subsection[G.2.1] we give a proof of Theorem 5.1} for general activation functions
satisfying Assumption any non-trivial critical point of the one-neuron network
attains equal correlations that are either 1/v& or —1/v.

(b) In Subsection we study the two-dimensional loss obtained after applying Theo-
rem[5.1] From its derivative constraints, we get a fixed point equation (Eq.[T20) that
needs to be satisfied by the incoming vector norm r at any non-trivial critical point with
equal correlations u. Numerically, we show that there is a unique solution of the fixed
point equation for v > 0 for differentiable activation functions studied in this paper
(Fig.[T0). Finally, we give some sufficient conditions in Eq.[I2]to prove uniqueness
based on log-concavity; numerically, these are shown to be satisfied by softplus and
sigmoid activation functions.

3. In Subsection[G.3] we give a proof of Corollary [5.2]by solving the two-dimensional loss for
the erf activation function. Moreover, from the proof, we conclude that there are exactly two
non-trivial critical points identical up to the mirror symmetry of erf (since it is odd); and
these are the optimal solutions for the loss landscape.

4. In Subsection[G.4] we present and prove Corollary [G.5]by solving the two-dimensional loss
for the ReLU activation function. We find that there are two non-trivial critical points of the
loss function: a saddle ‘point’ at correlation —!/v/% and the optimal ‘solution’ at correlation
1/\/%. Due to the positive homogeneity of ReLU, these are not two points but two equal-loss
hyperbolas in the loss landscape.

5. In Subsection[G.3] we study the two-dimensional loss for the softplus activation function
and give a proof of Theorem[5.3] Absence of analytical expression for the Gaussian integral
terms make the problem challenging; we use several non-trivial steps in the proof. The
proof shows that there is no critical point at correlation —1/v%; and a non-trivial critical
point (w*, a*) at correlation 1/ satisfies the following bounds: a* > k and ||w*|| < 1/vk.
Numerically, we find that these bounds hold for other activation functions studied in this
paper (tanh and sigmoid; Fig.[5).

G.1 Any Non-Trivial Critical Point Satisfies the Lagrangian Condition

We add a reminder here for the definition of the non-trivial critical point § = (w, a): it is a critical
point of the loss function that satisfies a # 0 and ||w|| # 0.
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Proposition G.1. Assume that f* is an orthogonal teacher network of width k. If the activation
function satisfies AssumptiOn(i), any non-trivial critical point 0* = (w*, a*), i.e. VLVF(0*) =0,
satisfies that w* is in the span of the teacher’s incoming vectors.

Proof. We will prove by contradiction. Let us assume that w is outside of the span of the teacher’s
incoming vectors. We will show that (w, a) is not a critical point for any a # 0. Mapping (w, a)
to the order parameter space, we get that (1, u,a) where u = (uq,...,ux) € int B which implies

uj € (—1,1). Since u € int B and r > 0, we have that (r, u, a) is a critical point of Lrl,r’fj since the
Lk

boundaries are not seen near the neighborhood of this point. Therefore the partial derivatives of Lpr’Oj
are all zero including

d
bjd—ujgg(r, [lvjll, ;) = 0. (104)

From Assumption [3.1](i), we have that 9,,g, (11,72, u) > 0 for u € (—1, 1) which yields a contradic-
tion. Thus, each critical point of the projected loss is on the boundary, i.e. © € 9B, which implies
that the incoming vector is in the span of the teacher’s incoming vectors. O

We will next show that any non-trivial critical point satisfies a Lagrangian condition since it is on the
boundary of a constrained optimization problem.

Lemma G.2. Let 0 = (w,a) be a non-trivial critical point of L"*. Then the corresponding order
parameters p = (r,u, a) satisfy the following Lagrangian condition
b;0ugo (1, ||Vl u;) = Auj  forall j € [k]. (105)

Proof. We will first show that for any differentiable path (r,~(¢),a) on the boundary such that
~(t) € OB fort € (—¢, €) for some € > 0 and y(0) = u, the following holds

d
— Lok (y(0))|,—y = VuLyi(p) -7/ (0) = 0. (106)

dt

Let us assume the contrary. We construct the corresponding following path in the weight space
k
o) =|r Zuj(t)vj +vy |,a]. (107)
j=1

Thanks to the equivalence of the losses along the path, we have that

d 1k d 1k

L O@)] 2y = F Lo (V)] = 0, (108)

since 0(0) = 6 is a critical point in the weight space. Therefore, Eq. holds for any differentiable
path on the boundary and implies that V,, L(p) is orthogonal to all 7' (0). The vector that is orthogonal
to all 7/(0) is the gradient of the surface, that is 2(uq, ..., ux). Hence we get V,,L(p) || u which is
written explicitly as the Lagrangian condition in Eq. This is equivalent to setting the partial
derivatives of the Lagrangian loss with respect to u; to zero where the Lagrangian loss is given by

k k
L(p, ) = —QaijgU(r, [lvjll,u;) + )\’(Z u? —1). (109)
j=1 j=1
We set A = X'/a in Eq.[103] O

G.2 General Activation Functions

Before we present our results, let us take a detour to check the applicability of the convex optimization
framework. For a convex and twice-differentiable activation function such as softplus, applying
Lemma @ twice implies that the interaction g, (71,72, ) is a convex function of the correlation
u € (—1,1) for r1,r2 > 0. Let us consider a fixed a <0 and r > 0 and consider the loss parameterized
by u;’s. It is convex since its Hessian is a diagonal matrix with entries

d? d?

@L = —QCLTU?QU(T’ [l 1) > 0. (110)
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Since the constraint on the correlations (Eq.[T4) is also convex, we get a convex optimization problem
that has a unique global minimum (see Boyd et al. [44]], Section 4.2). Swapping a pair of u; does
not change the loss, thus it is permutation symmetric. If any two u; were distinct from each other at
the minimum, then its permutation would also be a minimum which would violate the unicity. We
conclude that at the unique minimum point, the correlations are equal to each other. However, for the
case a > 0, and for other activation functions, the objective is not convex.

We instead use Lagrange multipliers for proving Theorem[5.1]

G.2.1 Proof of Theorem[5.1]

Theorem G.3. Assume that the activation function satisfies Assumption At any non-trivial
critical point (w*, a*) of the loss L** for the unit-orthonormal teacher network, the incoming vector
satisfies

. k
To=u) (111)
Tl ~ "2
where u is either 1/ or —1/Vk.

Proof. From Proposition .T]and Lemma[G.2] we get that any non-trivial critical point should satisfy
the Lagrangian condition in Eq. In particular for unit-orthonormal teacher, setting ||v;|| = 1 and
b; = 1, we get the following Lagrangian condition

k
O0ugo(r,1,uj) = Au; Vj € [k], Zu? =1 (112)

J=1

If u; = 0, we get 0,9,(r,1,0) = 0 which is not possible since g, (r,1,u) is increasing due to
Assumption[3.1] (i). Hence we have

8uga (’I’, 1, uj)
Uj

=\ (113)

Let us observe that 9,9, (r, 1, u)/u is decreasing for u € (—1,1) \ {0} if and only if

d (1d 1 d? 1 d
5 — 7 Yo 7]-7 = 7590 7]-7 - "5 7 Yo 713 ) 114
du (u dug (r u)) udqu (r.1,u) u? dug (r;1,u) <0 (114)

which is equivalent to Assumption[3.1](ii) for u € (—1,1)\ {0} (we included © = 0 in Assumption[3.1]
(ii) for a simpler statement which is already implied from Assumption [3.1|(i) at u = 0).

Taken together, we conclude that 9,9, (r, 1, u)/u is one-to-one in u € (—1,1) \ {0}. We need to
consider the remaining case u; € {—1,1}. For k > 2, necessarily, we have u; = 0 for j 2 4, which is
not possible as we have shown. For k = 1, u; € {—1, 1} is the only option that satisfies the boundary
condition. For k > 2, Eq.[I13|implies that all correlations are equal. Combining it with the boundary
condition, we get u; = ... = u = u with ku? = 1, which completes the proof. O

G.2.2 Two-Dimensional Loss, The Derivative Constraints, Uniqueness

At any non-trivial critical point, we proved in Theorem [5.1] that all correlations are equal and denoted
by u that is either 1/ Vkor—1 / V'k. The projected loss at a critical point reduces to

L =a?gs(r,r,1) — 2kagy(r, 1,u) + C. (115)

Moreover, at a critical point, the partial derivatives with respect to the outgoing weight and norm
should also be zero which gives the following two constraints

0.L = 2ag,(r,r,1) — 2kg,(r,1,u) = 0,
v L = a?0,.g4(r,r, 1) — 2kadrgy(r,1,u) =0, (116)
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Figure 10: The graph of f(r,u) = d% (31og go(r,7,1) — log g (1, 1,u)) for activation functions
erf, softplus with 5 = 1, sigmoid, tanh, and gelu, respectively. Zero crossings of f are shown in
red. For softplus and sigmoid, we observe that f is negative for r = 0,u € (0,1), positive for
r=1,u € (0,1), and increasing in r € [0, 1] for any fixed u, thus satisfying the sufficient conditions
in Eq. However, for tanh and erf, f shows non-monotonic behavior in r when u is close to 1.
For the GeLU activation function o(z) = x®(x), which is non-monotonic, we observe that f does
not cross zero for any (r, u) pair in the plotted domain. It approaches zero from below when r — oo
thus showing a very different behavior from the other activation functions.

which can be rearranged into the following (assuming g, (r,7, 1) # 0 and 0,.g,(r,r, 1) # 0)

a_ o (r, 1,u) _ 26ng(r,1,u). (117)

ko go(rr 1) Orgo(rm 1)
The second equality between the two ratios of Gaussian integral terms gives a fixed point equation on
the norm 7. Writing the interactions in Eq.[IT7]explicitly and rearranging the ratios, we get

) < B ra)olr)s] _ Blo'r)oy)s] _ W)
Efo(rz)?] Elo(rz)o(y)]

where x and y are standard Gaussians with correlation E[zy] = u. Let us define the following helper
functions

G(r) = T L toe(Blo(r)?)
Gluur) = DT L iog(Elatrao(m). (119)
which yields
f(r,u) = G(r) — Gu,r) = % log (m> =0. (120)

Let us consider the case u > 0. We want to show that for any given u € (0, 1] there is a unique
r € (0, 1] such that f(r,u) = 0. Under the assumption o (0) # 0, if the following three conditions
are satisfied for all u € (0, 1],

E[o(rz)o(y)

then we have a unique r solving Eq.[T20]as we explain next. Note that the first two conditions are
equivalent to f(0,u) < O and f(1,u) > 0, respectively. The tricky part is the third condition which
is equivalent to showing that

2 214
(iii) d—Q log <W> >0, (121)
dr ]

(122)



is log-concave in r. We note that marginalization properties of log-concave functions may be helpful
here. In this paper, we were not able to prove the sufficient conditions listed above for general
activation functions that do not admit an analytic formula of the interaction, even for softplus which
we studied in detail (see Subsection @]) Instead, we present the numerical integration results, which
show that for any given u € (0, 1], there is a unique r € (0, 1] such that f = 0 (see Fig.[I0). Once r
is shown to be unique, then the matching outgoing weight a follows from Eq.

G.3 Closed-Form Solution for Erf Activation

Corollary G.4. Assume that the activation function is o.r. The optimal solution (w*, a*) is given by

1 A
w|=4y/=——, a" =k 7:7511-
|| || 2k_1 Y ||w*H \/Ei:1 (2l
or, equivalently, by (—w*, —a*). The optimal loss is given by

(k) = %(k arcsin(%) —k? arcsin(i)). (123)

Proof. Since erf is an odd activation function, it suffices to find parameters of the non-trivial critical
points satisfying v > 0. For any such critical point (w*, a*), its mirror symmetry (—w™*, —a*) is an
equivalent critical point due to Eq. ]
For u = 0, we have that ge(r, 1,u) = 0 which implies geit(r, 7, 1) = E[o(r2)?] = 0 due to the first
derivative constraint in Eq. [[T6|which holds if and only if » = 0. This gives a possible trivial critical
point yielding the zero predictor function.
For a given u = ik > 0, from Fig. |10, we observe that there is a unique r € (0, 1] satisfying the
fixed point equation in Eq.[I20] For uniqueness, we rely on numerical integration. We will find one
solution to the derivative constraints given below

agerf(ra T, 1) = kgerf(r» 1, U), aargerf(ra T 1) - 2kargerf(ra 1, U) =0, (124)

for a given k, and equivalently u = ﬁ > (; and due to uniqueness, conclude that it is the only

non-trivial critical point up to symmetries.

In particular, we will use the analytic formula for the interaction function [2} 3]

Gerf(T1, 72, u) = 2 arcsin( Mt ) (125)
Let us find » where we have
Gerf(1, 1, 10) = ger (7,7, 1)
that is satisfied if we have that the arguments of arcsin match, which happens at
= "4 v ! (126)

NCES W AR “Vezow T Vet

Interestingly, at this value of r, we also have
28Tgel'f(r7 17 u) = a7"gerf(’r7 T, 1)
which can be seen by inserting the guessed values in the following equation
2
arcsin’( =0 arcsin’

929 ( rU ) U ) ( r ) r )
"\Vr2+1v2 Vrz+ 12! T2+ 1 21/

Setting @ = k in Eq.[124]completes the order parameters of the non-trivial critical point. Finally, let

us compute the loss at r = 1/v2k—1,u = 1/vk,a = k;

L:rf(k) = a2gerf(rv T, 1) - Qllkgerf(’l”, 17 u) =+ kgerf(L 17 l)a
= _k2gerf(’r7 T, 1) + kgel‘f(17 17 1)5

= %(k arcsin(%) — k2 arcsin(i)). (127)
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G.4 Closed-Form Solution for ReLU Activation

orollary G.5. Assume that the activation function is o ,.,. Any optimal solution (w*, a™) satisfies
Corollary G.5. A that the activat 1 Any optimal solut * a*) sat

ko1 w1 e
w|a* = ——h(—=), —=—4 Vi, (128)
ol = 57 o~ VR
forming an equal-loss hyperbola. The optimal loss is given by
1 1 .2
L = k> — ——h(— 1) — . 12
) = 12 (1(0) = 5 (2)°) + Kh(1) — (0)) (129)

We will first show that the interaction of ReLU satisfies
(i) h'(u)>0 for ue(—1,1),
() A" (w)u<h/(u) for we(—1,up),
h h
iy 0) S P g we (ug, 1); (130)
Uup u

where ug = 1/ V2. Note that property (i) is equivalent to Assumption (i), and property (ii) is
almost equivalent to Assumption (ii) except that it holds in the interval (—1, ug]; property (iii)
covers up for the missing piece of the interval in the property (ii).

ReLU interaction satisfies Properties[I30} Proof. Let us write the first two derivatives of h:
m — arccos(u) B 1

W () = . R ()= ———.
(u) 5 (W) = ——

Property (i) easily comes from noting that the derivative of h is positive for u € (—1,1). Property
(ii) holds for u € (—1, 0] since both the first and second derivatives are positive. Let us show that
Property (ii) holds for u € (0, uo], that is equivalent to

(131)

Uu T
————— < 7 —arccos(u) = — + arcsin(u). 132
V1 — ’(1,2 ( ) 2 ( ) ( )
Let us note that the left-hand side is smaller than 1 since
u2
<1.
1—u? —

Note that arcsin(u) > 0 for u > 0; and 7/2 > 1. This completes the proof of Property (ii).

For Property (iii), we first show that h’(u)/u is convex in u € (0,1). The first two derivatives are

d (h/@)) CBw) W) (h/@)) W) 2W(w) | 20 ()

du U U U u2 ud

u uz 7 du?
Thus, it is equivalent to showing

20 (u) u? 2 7 + 2arcsin(u)
n 1 o .

P = 20 () + == = e T ey T - > 0.
Using the Taylor series of arcsin and w > 0, we have that arcsin(u) > u. Hence, it suffices to show
1 1 2\1/2

_ _ < 0
(17u2)1/2( 3+ 1_ 42 +2(1 —u”) ) > 0; (133)

where we dropped the positive term 7 which holds due to the inequality of arithmetic and geometric
means

1

(1 —uH)V? (1 —u®)V? > 3.
— U

Let us assume the contrary of Property (iii), that there exists u € (uq, 1) such that

Wluo)  W(u) (134)
v T~ ou
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Note that /' (ug)/uog > h'(1) because 7(1 — ug) — arccos(ug) > 0 holds at ug = 1/+/2. Since
h'(u)/u is left-continuous at u = 1, there exists € > 0 such that

W(ug)  W(1=¢)

Uug 1—¢€

(135)

Finally, there exists « € (0, 1) such that u = a(1 — €) 4+ (1 — a)ug which gives due to the convexity
of h/(u)/u the following

S0 g W) W)
1—¢ UQ U

(136)

This yields a contradiction since the left-hand side is strictly smaller than h'(ug)/uo hence the proof
of Property (iii) is complete. ReLU interaction satisfies Properties[I30; End of Proof.

Proof. First, we replicate the proof steps of Theorem 5.1]to show that any non-trivial critical point
must be on the boundary and attain equal correlations. From Property [I30] (i), we get that there is no
non-trivial critical point in int B. For k = 1, this implies that u; = —1 or u; = 1.

For general k, let us recall that we get the Lagrangian condition for non-trivial critical points

rh'(uj) = Au; Vj € [k], ui =1. (137)

M-

1

J

which is equivalent to Eq.[TT2]for ReLU activation function. u; = 0 is not possible since we have
h'(0) # 0. Hence, we get

h (uy)

U

= % Vi € [K]. (138)

Property [130](ii) implies that f(u) = R’ (u)/u is decreasing for u € (—1,ug)\{0}. Moreover, f is
negative for u < 0 and positive for v > 0.

1. If \/r < 0, we get that all u; are equal and negative, hence they are equal to —1/ VE due to
the boundary condition.

2. If \/r =0, we get u; = —1 for all j which implies that k = 1 which is already covered
above.

3. If \/r >0, Property(iii) gives that f(ug) > f(u) for u € (ug, 1). Since f is decreasing
we have also f(u) > f(uo) foru € (0,up); hence f(u;) are equal only when all u; < ug or
u; > ug; however, the latter case is not possible for £ > 2 since it breaks the ball constraint,
ie uf +ul > 1.

Hence, we get that u; € (0, uo] and are equal since f is decreasing in this interval. This completes
the proof of replica of Theorem [5.1] for the ReLU activation function.

For the ReL.U activation function, there is at least one non-differentiable critical point at a = 0 or
r = 0. The careful analysis of this critical point is beyond the scope of this work. For any such
"trivial” point, the error of zero-function is equivalent to

E[() " o(v; - x))%] = kh(1) + k(k — 1)h(0). (139)

j=1
We will next show that (—1/v/k) é?: L and (1/VE) ;?:1 are the global minimum and the global maxi-

mum of the following loss function

k
h(uj), subjectto » uf < 1. (140)

j=1 j=1
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Due to the Lagrange condition, there is no other critical point, hence these are the only two critical
points of the constrained objective in Eq. The objective then reduces to kh(u) which is minimized
atu = —1/v% and maximized at u = 1/ V.

Next, we will give the closed-form solution of the remaining order parameters. Plugging in the
correlation in the loss and using the factorization of the interaction in Eq.|14] we get

L =a?*r? - h(1) — 2kar - h(u) + C.
Let us set @ = ar. The loss is a second-order polynomial in &

N _. h(u) h(0)
L=h(1)(a*—2ak——= +k+k(k—1)—=
(o) (4%~ 28k + - K= D5
where we made the constant explicit. Since the coefficient of the leading term is positive, there is a
minimizer and it is the only critical point. Taking the derivative, the minimum is attained at

- W)
Finally, plugging in a.., we get
2
L(u) = —k? hh((ul)) + kh(1) + k(k — 1)h(0). (142)

For u = 1/vk and v = —1/v/k, h(u) is non-zero; hence I(u) is smaller than the loss of the zero
function (trivial critical points). The smallest loss is attained at w = !/v& which is, therefore, the
optimal solution. We conclude that the critical point at w = —1/v% is a saddle point since it is a
maximum in v and a minimum in a. O

G.5 Bounds on Incoming Vector Norm and Outgoing Weight for Softplus

Unlike ReLU and erf, the interaction function does not have a known analytic expression for softplus,
hence the proof involves some techniques to compare ratios of Gaussian integral terms.

FKG Inequality. We will use a special case of the FKG inequality repeatedly, that is,
E[f(z)g(z)] > E[f(z)]E[g(x)] (143)

if both f, g are increasing (or decreasing) implying that f and g are positively correlated. The
inequality changes direction if f is increasing and ¢ is decreasing (or vice versa) implying that f and
g are negatively correlated.

We will rely on some specific properties of the softplus family that are developed in Section [G.5.4]
Unfortunately, some of these properties do not apply to other activation functions. As a first example
of managing interactions that do not have an analytic formula, the proof may inspire generalizations
to other activation functions. Below we present the proof sketch for Theorem[5.3] In the following
Subsections[G.5.1}[G.5.2}[G.5.3] and [G.5.4] the components of the proof are presented in detail.

Proof Sketch. We want to characterize the zero(s) of f introduced in Section that is

f(ru) = G(r) — Glu,r) = E["I'E([’;T “7();()’;3”):”] - Elé‘[’;(&?)(;((@;);]”] . (144)

For r € [0, 1], there is a unique correlation v € [0, 1] such that f(r,u) = 0. Denoting this correlation
by h(r), we have a map h : [0, 1] — [0, 1] with boundary conditions /(0) = 0 and h(1) = 1. For
r > 1, there is no solution of f. As a consequence, no r > 0 solves f(r,u) = 0 for negative u, hence
there is no non-trivial critical point at u = —1/v/k.

In Section|G.5.2] we prove the inequality h(r) > r, which gives us the upper bound on the norm
since we have that the correlation at a non-trivial critical point is h(r) = 1/v/k. Using this inequality
and Stein’s Lemma, we give a lower bound on the outgoing weight, thatis a > k, in Section.G.S.SL

In summary, any non-trivial critical point of the loss has equal correlations that are u = 1/ Vk, the
norm satisfies 7 < u, and the lower bound on the outgoing weight follows. End of Proof Sketch.
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G.5.1 Constraining the Zeros of f

In this subsection, we will describe all zero-crossings of f : [0, 00) x [—1,1] — R. We need to check
four cases (i) r = 0, (ii) r = 1, (iii) r > 1, and (iv) r € (0,1).

(i) 7 = 0: Note that G(0) = G(0,0) = 0. Since G is increasing in correlation for u € [0,1] and
G(u,0) < G(0,0) for u < 0 (Lemma|G.6), the only solution is u = 0.

(i) r = 1: Note that G(1) = G(1,1) since y = z due to correlation one in Eq. Since G is
increasing in correlation for v € [0,1] and G((u,1) < G(0,1) for u < 0 (Lemma|G.6)), the only
solution is u = 1.

(iii) r > 1: We will show that there is no zero in this case. Let us first show that G(r) > G(1,r) for
r > 1, which is equivalent to

E[o' (rz)o(rz)z|E[o(rz)o(z)] > Elo’ (rz)o(x)z]E[o(rz)?]. (145)

Changing the measure of x from the standard Gaussian p(x) to p(z) = p(z)o(rz)?/Elo(rx)?], we
get the following equivalent inequality

Es [y ) e o) > e [y 0 (e

From the property (iv) of Lemma|G.8| we have that o’(rz)x /o (rz) is increasing after a substitution
x < rx. We need to show o(z)/o(rx) is decreasing in z for > 1. We take the derivative

d o(x) o'(x)o(rz) —o(x)o'(ra)r
dxo(rz) o(rz)? ' (147)

Since o’ (x)x /o (x) is increasing V € R, we have

o'(z)x o (ra)rz o(zx)x o (ra)rz
o(z) o(rz) o(z) o(rz)
which yields o’ (x)o (rz) < o(x)o’ (rz)r, hence we conclude that o(z) /o (rx) is decreasing. Thanks
to the FKG inequality, o’ (rz)x/o(rz) and o(z)/o(rz) are negatively correlated which completes
the argument. Since from Lemma G is increasing in correlation and G(0,7) > G(u,r) for
u < 0, we have G(1,7) > G(u,r) for all u € [~1,1), therefore there is no solution of f.

forx <0

for x > 0, and

(iv) r € (0,1): We want to show that Vr € (0, 1), there is a unique u € (0, 1) such that f(r,u) = 0.
It suffices to show _ .
G(0,r) < G(r) < G(1,r),

since (3 is continuous and increasing in correlation for u € [0, 1] (Lemma G.6), it then crosses G/(r)
at a unique u € (0, 1).
First inequality; G(0,7) < G(r).
independent. We can expand G (0, r) by factorizing the integrals
Cio.ry - B2l El)] _ Elr'(ra)a]
Elo(ra)lElo(y)]  Elo(rz)

In this case, « and y are Gaussians with zero correlation, hence

We want to show
E [0 (rz)z] E [o(rz)?] < E[o'(re)o(rz)z] E [o(rz)] (148)
which is equivalent to the following inequality after changing the measure from standard Gaussian

p(z) to p(x) = p(z)o(rz)/Elo(rz)]

Eong |

o' (ra)x

] Eqyrslo(rz)] < Eg; [Ul(m)za(m)] . (149)

o(rz) o(rz)

This follows from the FKG inequality since we have that both o’ ()2 /o (x) and o (z) are increasing
from the properties (iv) and (i) of softplus (Lemma|G.8).

35



Second inequality; G(r) < G(1,r). This is equivalent to the Ineq. but the direction is reversed
since in this case r < 1. We showed that o(z)/o(r'x) is decreasing in z for all ' > 1, therefore its
reciprocal o (r'z)/o(x) is increasing in . Substituting z < rz where r = 1/r’ < 1, we get that
o(z)/o(rx) is increasing in « for r < 1. This yields a positive correlation between o’ (rz)x /o (rz)
and o(z)/o(rx) from the FKG inequality and completes the argument.

Overall, we showed that there are no zeros of f for r > 1. For r € [0, 1], there is a unique correlation
u, that we will denote by h(r), such that f(r, h(r)) = 0. Furthermore, A : [0, 1] — [0, 1] satisfies the
following

i. h(0) =0and h(1) =1,

ii. forr € (0,1), we have h(r) € (0,1).
G.5.2 Bound on the Norm
In this subsection, we will show that h(r) > r for all » € (0,1). Let us assume the contrary, which
implies R }

G(h(r),r) < G(r,r)
due to Lemma It suffices to show that for all r € (0, 1), we have
G(r,r) < G(r), (150)

which yields a contradiction since G(r) = G/(h(r), ). Showing this is equivalent to

E[o'(rz)o(rz +1'2)z] E [o(rz)?] < E[o'(ra)o(rz)z] E [o(ra)o(re + 1'z)] (151)

where ' = v/1 — r2. After a change of measure from standard Gaussian p(z) to

p(x) = p(z)

this is equivalent to the following inequality

Elo(rz 4+ r'2)|z)o(rz)
E[o(rz +1'2)o(rz)] ’

Banp [Uf/f(&?)x] " [IM)M] S Bang [Uo,—(&?)m E[U(é@z)x]

‘What remains to show is that

(152)

Elo(rz 4 r'z)|z]
o(rzx)

is non-increasing in x since then we can conclude by the FKG inequality. Since > 0 we can drop it
up to a change in the standard deviation of 2. We want to show that its derivative is non-positive:
o(x) < Elo(x + r'2)|x]
o'(z) ~ Elo'(x +1'2)|z]
From the property (iii) of softplus (Lemma |G.8), we have that R(z) = o(z)/0o’(x) is convex.
Applying Jensen, we get

o(2)E[o’(z +1'2)|z] < o' (2)E[o(z + 1'2)|z] & (153)

o) = {Zﬁi?ﬁ%}

‘What remains to show is that
!
[;ﬁ:;ghkmd@+ﬂdﬂgEb@+H@m. (154)

Note that E[o’(z + r'2)|x] is increasing in z since ¢’ is increasing. Moreover, the function

{dx+ﬂ@£4

o'(z+1'2)
is increasing in  since its integrand R is increasing from the property (ii) of softplus (Lemma|[G.8).
Then we conclude by the FKG inequality that Eq. holds. Therefore, for a solution (7, u) of the
1

fixed point Eq. , we have r<u = 7.
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G.5.3 Bounding the Outgoing Weight

To get a bound on «, let us analyze the ratio of interactions in Eq.[TT7]

2083
Using the convexity of softplus (property (i) of Lemma|G.g)), we get
Elo(rz)o(uz + u'2)] - Elo(rz)o(rz)] + Elo(rz)((w — r)x + v'2)o’ (rx)]
Elo(rz)?] - Elo(rz)?]
=14 (u-— T)E[(’I/E([Z w(zf;(;;?)x] . (156)
We can transform the numerator using Stein’s lemma with v(x) = o(rz)o’ (rz)
E[o(rz)o’ (re)x] = rElo’ (rz)? 4+ o(ra)o” (ra)) (157)

which is positive since softplus is positive, increasing, and convex. Combining it with u > r, we get
that the ratio is bounded below by 1 which yields a > k.

G.5.4 Helper Lemmas

In this subsection, we provide helper lemmas used in the proof of Theorem [5.3] We present

Lemmawhich shows that G is increasing in correlation and Lemma used in the proof of
the former. Finally, we present several properties of the softplus family in Lemma[G.8]that are used
throughout the proof.

Lemma G.6. The following function is increasing in u € [0, 1]

~ E[o’(rz)o(y)x]

G(u,r) = (158)
N L)
for any r > 0, where x and y are standard Gaussians with correlation E[zy] = u. Moreover,
G(u,r) < G(0,r) foru < 0.
Proof. Letus assume 0 < u; < ug < 1. For the first part of the statement, we want to show

Elo(rz)o(y)] — Elo(rz)o(y2)]

where E[zy;] = u; and E[xys] = us. Changing the measure from the standard Gaussian p(x) to
o olr)Elo ()]

P =P B rajo )]

we get the following equivalent inequality

s e e

(160)

Thanks to the property (iv) of softplus (Lemma[G.8), we have that o’ (rz)z/o(rz) is increasing in
x after a substitution x <— rz for r > 0. For r = 0, the function reduces to yz with some vy > 0,
hence increasing. We will next show that (all integrations are w.r.t z hereafter, hence we drop the
conditioning on z)

Efo(y1)]
—_— 161
Elo(v2)] aen
is decreasing in x. Computing the derivative w.r.t x, we want to show that it is negative
Elo"(y)]ur  Elo(y1)]El0’ (y2)]us Elo’(y1)]ur _ E[o’(y2)]us
_ 0 . 162
Elo ()] Eow)? 7 Eow)] © Epw)] 0
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Note that this is equivalent to showing
dE[o'(yu _ &
du Elo(y)] dudz

forall u € [0,1) and « € R. Changing the order of derivatives, it is sufficient to show

d (El’'W]z , u \E[u'z0'(y)]
dx ( Elo(y)] (1 —u2> Elo(y)] ) -0 oy

log(Elo(y)]) > 0

The first function

Elo’ (y)]z

s1(z) = o' (y)]
Elo(y)]

is shown to be increasing in = in Lemma|G.7| where we need to substitute  — zu; for u; > 0, and

for u; = 0, we have s;(x) = ~yx for some v > 0 hence it is increasing. The remaining part is to
show that the second function

(164)

E[u'z0'(y)]
E[o(y)]
is decreasing. We will consider z < v’z and = < ux in what follows. We have
d Elzo'(z + 2)] d Elo(xz+ 2)]
i Bt )] =" 4z Blo" (@ + 2)]

due to first applying Stein’s Lemma to the numerator and then inverting the ratio. Using the chain
rule, it is sufficient to show that
Elo(z + 2)]

fi(z) = m,

are increasing, since both functions are positive.

sa(x) = (165)

>0

E[o'(x + 2)]

and  fo(z) = Elo"(z + 2)]

(166)

Interestingly, f; is increasing in x if o is a log-concave function. Because its derivative is positive
Elo(z + 2)|E[0"(z + 2)]
Elo’(x + 2))?

if E[o(x + z)] is log-concave. This is the case since a centered Gaussian distribution p(z) is log-
concave, therefore o (z + 2)p(2) is jointly log-concave, and marginalization preserves log-concavity.

>0

%fl(x) =1-

Similarly, f is increasing since o’ is also log-concave due to property (v) of softplus (Lemma|G.8).
Hence we showed that

Eo e
") = Fo(y)

is increasing for v € [0,1). The derivative of r explodes at 1, however, we can conclude by
contradiction that (1) > r(u) foru < 1: if r(u) > r(1) for some 0 < uw < 1, then there exists
ug € (u,1) where the function is decreasing. Therefore, r is increasing for v € [0,1]. We can
conclude the first part of the proof by the FKG inequality o' (r#)z/o(rz) and Elo(v1)l/E[s(y2)] are
negatively correlated.

(167)

For the second part of the statement, we need to show

Elo'(rz)o(ux + u'2)z]|E[o(rz)] < Elo’(ra)z|E[o(rz)o(uz + u'2)] (168)
for u < 0. Changing the measure from standard Gaussian p(z) to
_ o(rx)
— B S P 1
() = pla) g (169)
the above inequality is equivalent to
o' (rx)x , o' (ra)x ,
Epnp | — Einp | — | Eznp . 17
o5 | () a(ux+uz)} <Eznp { o(a) | B slo(ur + u'z)] (170)

This holds since ¢’ (rz)x /o (rz) is increasing in x, however, o (ux + u’z) is decreasing in x since u
is negative which implies a negative correlation due to the FKG inequality. O
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Lemma G.7. The following function
Elo'(z + 2)|x]z
Elo(z + 2)lz]

is increasing in x where the integrations are w.r.t a centered Gaussian z.

Proof. Since all integrals are w.r.t z, we drop the conditioning with respect to z in the proof. Taking
the derivative w.r.t z, and arranging the terms, it suffices to show

(E[o”(w +2)|x
Elo!(z + 2)]
which is equivalent to the following due to the property o”(z) = B0’ (2)(1 — o'(2))

(ﬁx (1 _ m> + 1) Elo(z + 2)] > Elo’(z + 2)]a. (172)

In the case x > 0, the LHS is bigger than E[o(x + z)] since ¢’ (-) is upper bounded by 1. Moreover,
since o(z) > = and from the convexity of softplus, we get E[o(x + z)] > . This yields the above
inequality by again noting that E[o’(z 4 z)] is upper bounded by 1.

+ 1) Elo(z + 2)] > E[o(z + 2)]z (171)

In the case x < 0, we need another strategy. We have thanks to Cauchy-Schwartz

m > Elo’(z + 2)], (173)
thus it suffices to show
(Bx — BzE[o’ (z + 2)] + 1) E[o(z + 2)] > E[o’(z + 2)]=. (174)
We will now show the following
Elo'(z + 2)] > o’ () (175)

for which it suffices to show that v(z) := o’(z + 2) + o'(x — z) > 20’(x) for all z since the centered
Gaussian measure p(z) is even and the integration can be done over the integrand v(z). We have

V'(z) =0"(x+2) — 0" (x - 2) (176)

that is zero iff either ¢ + 2 = x — z or ¢ + z = —x + z where the latter is not possible since x < 0.
Hence we get that a critical point of v(z) at z = 0 which is a minimizer since v”(0) = 20" (x) > 0
for z < 0. Hence v(z) > v(0) = 20’(x) for all z which completes the argument.

Finally, it remains to show

<€Bfi Tt 1> Elo(xz + 2)] > E[o’(z + 2)]x. (177)

From the proof of Lemma|G.8] we have that S0 (x) > ¢/(x), which in combination with the following
trivial observation for all z < 0 (note that 41 is not needed for the following to hold)

P
M+1+1>5m (178)
shows that Eq. holds, hence the proof is complete. O

Lemma G.8. The sofiplus family has the following properties

i. o(x) is increasing and convex,
ii. o(x) islog-concave (equivalently, o(x)/c’(x) is increasing),
(x)

iii. o(x)/c’'(x) is convex,
. o

x)x/o(x) is increasing,

v. o

()
()

x) is log-concave.
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Proof. For the property (i), see the formulas of ¢’ and o” in the proof of Lemmal|F.2} We next prove
each one of the properties one after the other. Let us start with property (ii). First note that () is
log-concave if and only if o(x) /0’ (z) is increasing since

d o(x) o(x)o’ (z)

Ny o (x)? > o(z)o" (x
o)~ o 0 @ >e@e@) (179)

where the second inequality is a characterization of log-concavity. We will prove that R(x) :=
o(x)/o’(x) is increasing.

Let us write out the ratio explicitly

1 log(ef* + 1
R@) = L (log(ef® 4 1) 4 108 £ (180)
B ef
The first derivative of R is given by
") — Bx _
R(x) = o'(a) + L&) _Po@) _ 7~ Bolw) (181)

ePr ePr

Since log is concave, expanding it around 1 we get log(y + 1) < y for all y > 0. Substituting
y = €7, we get that the numerator of R’ is positive, thus R is increasing. This completes the proof
of property (ii). Computing the second derivative of R, we get

o’ (z)(ef* — 280’ (z o(x —o'(z o(x
Ry - L0 =200 1000) (o s o))

ebr ebx

What remains to show is that So(x) > ¢’ (z). Using the fundamental theorem of calculus, we get

1 1 1 /Y 1 1
logly+1) 1/ 1 1 (183)
Y yJo t+1 y+1

since 1/(y + 1) is a lower bound of the integrand which completes the proof of the property (iii). Let
us prove the property (iv) by taking the derivative of the function of interest
d o'(x)r (o (x)x + o' (x))o(x) — o' (2)%x

dx o(x) - o(x)? (184)

Using ¢”(z) = Bo’(z)(1 — o’(x)) and dropping the positive term o’(z), the numerator of the
derivative is

Bx
Bz 1

For the case z > 0, we have o(x) > z and (B + 1)/e’* > 0, hence the derivative is positive. For
the case z < 0, we want to show

log(e’* + 1)

Bx
(e + Bz + 1) T

> fx. (187)

If e#* 4 Bz + 1 > 0, it is done since the LHS is positive. If e#* + Sz + 1 < 0, we have

log(e?* +1) log(e?* +1)

Bx
(6 + ﬂ:l? + 1) e,Bx 657;

> (e + Bx + 1) sup (188)
since log(e#® + 1) /€A is positive. We will next show that log(e”® + 1) /e”* is a decreasing function
therefore its supremum is achieved at 2 — —oo. From the integral expression in Eq.[I83] we deduce
that log(y + 1) /y is a decreasing function since adding smaller terms in the average decreases it.
Thus the following limit gives us the supremum using L’Hopital’s rule

] 1 1
i 8@ D —1 (189)

y—0 Y y—>0y+1 -
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Combining it with the Eq. after the substitution y = /%, we get the desired Ineq. which
implies that the derivative is positive in this case too. This completes the proof of property (iv).

For the property (v), we first give a formula for the third derivative of softplus
"' (z) = Bo" (x)(1 — 20" (z)). (190)
o’ is log-concave if and only if we have
o (x)o(z) < o"(z)0'(z) &
B’ (z)(1 — 20" (z))o(x) < 0" (z)0’ (x) (191)
which is equivalent to
(1 —eP")log(e’* 4 1) < P*. (192)

This is equivalent to (1 — y) log(y + 1) < log(y + 1) < y where y = % > 0; the second inequality
holds duetoy + 1 < e¥.

O
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