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Abstract

The broad integration of neural retrieval mod-001
els into Information Retrieval (IR) systems is002
significantly impeded by the high cost and003
laborious process associated with the man-004
ual labelling of training data. Similarly, syn-005
thetic training data generation, a potential006
workaround, often requires expensive computa-007
tional resources due to the reliance on large lan-008
guage models. This work explored the potential009
of small language models for efficiently creat-010
ing high-quality synthetic datasets to train neu-011
ral retrieval models. We aim to identify an opti-012
mal method to generate synthetic datasets, en-013
abling training neural reranking models in doc-014
ument collections where annotated data is un-015
available. We introduce a novel methodology,016
grounded in the principles of information the-017
ory, to select the most appropriate documents018
to be used as context for question generation.019
Then, we employ a small language model for020
zero-shot conditional question generation, sup-021
plemented by a filtering mechanism to ensure022
the quality of generated questions. Extensive023
evaluation on five datasets unveils the potential024
of our approach, outperforming unsupervised025
retrieval methods such as BM25 and pretrained026
monoT5. Our findings indicate that an effi-027
ciently generated "silver-standard" dataset al-028
lows effective training of neural rerankers in029
unlabeled scenarios. To ensure reproducibility030
and facilitate wider application, we will release031
a code repository featuring an accessible API032
for zero-shot synthetic question generation.033

1 Introduction034

Deep Learning is at the heart of many current break-035

throughs in AI in a wide range of fields. Typically,036

such progress is attributed to better computational037

capabilities, superior algorithms, and a larger cor-038

pus of high-quality training data. Particularly in the039

Information Retrieval (IR) field, significant gains040

against traditional baselines are obtained when a041

large amount of labelled data is available. How- 042

ever, manual data labelling is expensive and labor- 043

intensive, highlighting the urgency to devise meth- 044

ods that can automatically produce higher quality 045

training data to unlock the potential of neural re- 046

trieval models for unlabelled data collections. 047

Figure 1: Overview of the process of generating syn-
thetic questions with LM for information retrieval.

Recent strides in large language models offer a 048

new avenue of generating synthetic training data 049

to train neural retrieval models. Present strategies 050

largely fall into two categories, finetune-based and 051

prompt-based. The former necessitates annotated 052

data to train a language model to craft questions 053

given a document text and, optionally, a correct 054

answer. In contrast, the prompt-based method capi- 055

talizes on expensive language models to generate a 056

question in a zero-shot fashion, using a document 057

as context. Although both techniques are effective, 058

they still have some drawbacks. 059

The finetune-based approach is a supervised 060

method, thus requiring the acquisition of labelled 061

data. Moreover, even though publicly available 062

models can be adopted, these inevitably bear in- 063

herent biases from their training dataset, which 064

can be a limiting factor in adapting to the target 065

domain. On the other hand, the prompt-based ap- 066

proach, often linked to large models, comes with 067

steeper costs, be it for model execution or through 068

paid APIs. This particularly restricts its applicabil- 069

ity in low-resource environments. Another over- 070

looked problem that is rooted in both approaches 071

is that in IR the target document collection for 072

which synthetic questions are being generated usu- 073

ally contains millions of documents. It is therefore 074

common to randomly select some documents as 075
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seeds to generate the synthetic dataset. However,076

some documents can be bad examples, leading the077

generator to produce unuseful or invalid questions,078

wasting computation resources.079

In this work, we explore the limits of prompt-080

based small language models in generating high-081

quality synthetic training data. Specifically, we082

hypothesize that these models can efficiently and083

quickly create a synthetic dataset, which can then084

empower neural retrieval models to outperform tra-085

ditional unsupervised techniques such as BM25.086

Our approach starts with an innovative filtering087

technique rooted in information theory measures to088

identify and exclude non-representative documents.089

We then investigate various small language models090

and generation strategies across diverse document091

collections, gauging their capacity for producing092

relevant questions. To further improve the qual-093

ity of the generated dataset, we also explore filter-094

ing techniques to remove less suitable questions.095

Lastly, we assess the performance of simple neu-096

ral retrieval models trained with the best synthetic097

datasets.098

Our contributions can be summarized as follows:099

(1) an innovative method grounded in information100

theory principles for discovering outliers within101

a document collection; (2) the development and102

validation of techniques to estimate the quality103

of synthetic generated questions; (3) an extensive104

benchmark of the quality of synthetic datasets for105

document retrieval, derived from several small lan-106

guage models and generation strategies, totalling107

150 unique configurations; (4) publicly available108

off-the-shelf software tool for creating synthetic109

datasets for a given document collection.110

2 Related Work111

The field of synthetic data generation has seen sig-112

nificant advances with the advent of deep learning,113

mostly thanks to the transformer-based large lan-114

guage models capability of generating coherent text115

(Brown et al., 2020a; Chowdhery et al., 2022). Fol-116

lowing the same trend, generating synthetic train-117

ing data for Information Retrieval became a viable118

option to replace the labour-intensive data annota-119

tion process.120

On the one hand, we have the finetune-based121

approaches initially popularized by Nogueira et al.122

2019a,b as the Doc2Query technique, where the123

main idea was to train a sequence-to-sequence124

model to generate a question given a document125

as input. However, its purpose was not to build a 126

synthetic dataset, but rather to add the generated 127

questions to the document to aid lexical models. 128

Then, Nogueira and Lin 2019 improved the initial 129

approach by adopting T5 as the generator model. 130

More recently, Gospodinov et al. 2023 showed that 131

sequence-to-sequence models are prone to “halluci- 132

nation”, suggesting the incorporation of pretrained 133

relevance models to weed out inaccurate questions. 134

Meanwhile, Ma et al. 2021; Thakur et al. 2021; 135

Wang et al. 2022 adopted a similar methodology, 136

but with the primary objective to construct a syn- 137

thetic dataset for training neural retrieval models in 138

unlabelled document collections. 139

Opposed to the previous trend, zero-shot ques- 140

tion generation, also known as prompt-based, has 141

recently emerged as a promising alternative that 142

involves generating questions without training a 143

generation model specifically for that task. Large 144

language models (LLMs) are typically used in zero- 145

shot question generation, given their capability of 146

generating coherent text and being easily condi- 147

tioned to produce the desired output without need- 148

ing extra training. For instance, Bonifacio et al. 149

2022 and Dai et al. 2023 obtained promising re- 150

sults in the creation of zero-shot synthetic datasets 151

for information retrieval by using LLMs, namely 152

GPT-3 (Brown et al., 2020a). Nevertheless, the 153

deployment of LLMs on a larger scale remains 154

challenging due to their extensive computational 155

resource requirements. 156

Our work resonates most with the approach pre- 157

sented by Bonifacio et al. 2022, given the shared 158

focus on zero-shot question generation utilizing 159

language models for IR. Notwithstanding, in this 160

work, we focused on only exploring small language 161

models (from 70M to 1.3B parameters) while en- 162

tirely concentrating on the problem of effectively 163

and efficiently producing a synthetic dataset for 164

information retrieval. As such, contrary to previous 165

works, herein we explore the limits of zero-shot 166

question generation with small language models by 167

evaluating the impact of different language models 168

and generation strategies, as well as a mechanism 169

for document outlier detection. 170

3 Methods 171

This section details all the individual components 172

that we explored in order to generate a synthetic 173

dataset for document retrieval, followed by the eval- 174

uation methodology. 175
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3.1 Document sampling method176

In real-world retrieval scenarios with document177

collections spanning millions of documents, it is178

impractical to generate questions for every single179

document. As a result, a common approach has180

been to randomly select a subset of documents.181

However, this carries the issue of potentially select-182

ing unrepresentative documents (i.e., documents183

that are considerably different from the rest of the184

collection or contain errors), leading to questions185

with poor quality.186

To mitigate this, we propose to estimate the in-187

formation content of each document and contrast188

it with the collection’s average. This facilitates the189

identification of outlier documents, which would190

be documents that substantially diverge from the191

average. By excluding these documents from the192

sampling process, we enhance the likelihood of193

choosing good documents. We leverage the infor-194

mation theory framework, which states that the195

amount of information of an event, x, can be com-196

puted as the negative log-likelihood of that event,197

as shown in Equation 1. For clarity, in our informa-198

tion estimation we adopt a notation akin to Lesne199

2014.200

I(x) = − log(P (x)). (1)201

In our context, we consider that the event, x,202

represents the sequence of tokens that compose203

each document, x = {w1, w2, ..., wN}, where204

wi represents the i-th token and N as the to-205

tal number of tokens in the document. Then,206

the associated probability of that document text207

can be estimated by any language model through208

P (x) =
∏N

i=1 P (wi|w1, ..., wi−1). When plug-209

ging this into the previous equation, we obtain a210

formula to estimate each document’s information,211

as shown in Equation 2.212

I(x) = −
N∑
i=1

log(P (wi|w1, ..., wi−1)). (2)213

One challenge with the above measure is its de-214

pendence on document length, potentially causing215

discrepancies when comparing diverse documents.216

Namely, lengthier documents might seem more in-217

formative solely due to their increased token count.218

To rectify this, we normalize the measure by the in-219

formation estimated from a uniform model, result-220

ing in the Normalized Information (NI) measure221

defined in Equation 3. This type of normalization 222

is not new and is commonly adopted in genetics in 223

the context of complexity and compression, and is 224

known as Normalized Compression (Pinho et al., 225

2010). 226

NI(x) =
−
∑N

i=1 log(P (wi|w1, ..., wi−1))

|x| × log(|V |)
. (3) 227

Here, V represents the vocabulary set compris- 228

ing all valid tokens and |.| is the length operator. 229

While NI’s lower-bound is zero, its maximum is 230

theoretically unbounded. However, a good proba- 231

bilistic model would typically yield NI values that 232

are bounded between [0, 1]. Intuitively, higher val- 233

ues of NI would represent documents that are close 234

to randomness, while lower values should corre- 235

spond to documents that are highly repetitive. 236

To estimate NI, we propose to adopt small trans- 237

former open-domain language models and finite- 238

context-models trained directly on the corpus. In 239

Appendix A we address the differences between 240

both approaches. 241

3.2 Question generation with small LM 242

To synthesize questions for a given document, 243

we use an engineered prompt that conditions a 244

language model to produce a question based on 245

the information contained within the document. 246

More formally, we construct the prompt, denoted 247

as p, that maximises the likelihood of the lan- 248

guage model generating a question, denoted as y. 249

This process is conducted according to Equation 250

4, where y1 represents a question initiator as dis- 251

cussed later, 252

ŷ ∼ P (y|p1, ..., pM , y1). (4) 253

Although prompt engineering is a relatively re- 254

cent topic, there is already a vast literature on 255

the topic, ranging from simple zero-shot to few- 256

shot (Brown et al., 2020b), chain-of-thought (Wei 257

et al., 2022a) and ReAct (Yao et al., 2023) tech- 258

niques. The central idea behind these techniques is 259

to gradually increase the prompt complexity with 260

actual task-related examples, such that the gen- 261

erated text would be better aligned with the de- 262

sired output. However, while these techniques have 263

shown promising results in large language models, 264

the same cannot be said for small language models 265

(Wei et al., 2022b). Coupled with the observation 266

that the memory requirements of transformer-based 267
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models grows quadratically with input size, we268

opted for a simple zero-shot prompting technique269

in our experiments.270

To steer the model towards question genera-271

tion, we infused the prompt with question-initiating272

phrases. By doing so, the model is more inclined273

to proceed with contextually appropriate wording274

rooted in the starting phrase. Common initiators275

include: {What, How, When, Is, Does}. Prompt 1276

showcases our approach for questions commencing277

with "What." To further refine outputs, only ques-278

tions culminating in a question mark were deemed279

valid.280

281
Article: {selected_article}282

Question: What283284

Prompt 1: Zero-shot prompt for generation questions
that start with the word “What”.

As previously mentioned, we explored several285

language models and generation strategies. Specif-286

ically, we investigated beam search (Freitag and287

Al-Onaizan, 2017), contrastive search (Su et al.,288

2022), and random sampling (Fan et al., 2018) as289

potential methods for question generation. Random290

sampling, while preferred for larger models owing291

to its efficiency and adeptness at harnessing their292

robust probabilistic knowledge, may fall short with293

smaller models (Su et al., 2022). Consequently, we294

seek to ascertain if deterministic algorithms like295

beam and contrastive search can strike a more opti-296

mal balance between efficiency and output quality297

than random sampling.298

3.3 Accessing the question quality299

Although we enforce the model to generate ques-300

tions, there is still a need to ensure the quality of301

these questions, specially considering that language302

models are prone to produce erroneous or unrelated303

outputs, a phenomenon referred to as “hallucina-304

tion”. Numerous studies have focused on prevent-305

ing or filtering out these wrong synthetic samples.306

With special interest for question generation, (Lu307

et al., 2022; Alberti et al., 2019; Dai et al., 2023;308

Gospodinov et al., 2023) have suggested solutions309

based on retrieval methods and probability-based310

methods. The former employs neural relevance311

models to estimate the relevance of the question-312

document pairs, discarding those with lower rele-313

vance. Meanwhile, the latter ranks each generated314

question by its conditional probability, eliminating315

those that fall below a pre-defined K-cut-off region.316

In this work, we propose two primary criteria 317

that a good synthetic question must meet: 318

• Relevance to the Article: Each generated 319

question should pertain directly to the content 320

of the article provided in the prompt. 321

• Suitability for Retrieval: Each generated 322

question must be suitable for retrieval, i.e., 323

must look for information within the collec- 324

tion. 325

The first criterion ensures that the generated 326

question-article pairs serve as training examples, 327

given that the article contains the answer to the 328

question. The second criterion prevents overly 329

generic questions, such as “What is this document 330

about?”, which are non-representative of genuine 331

retrieval scenarios. In practice, we adopted un- 332

supervised retrieval methods to fulfill both crite- 333

ria. Although probability-based methods may re- 334

move questions unrelated to the article, they would 335

struggle to filter out questions unsuitable for re- 336

trieval, as these methods do not incorporate any 337

retrieval concept. Hence, we defined a binary func- 338

tion fk(x;m), in Equation 5, that based on the 339

model, m, and the threshold, k, evaluates if the 340

question-document pair, x = (q, d), has quality (1) 341

or not (0). 342

fk(x;m) =

1,
if (type(m)=prob and m(x) ≥ k)

or (type(m)=rank and m(x) ≤ k)

0, otherwise.
(5) 343

During our experiments, we utilized both BM25 344

(Robertson and Zaragoza, 2009) and monoT5 345

(Nogueira et al., 2020) as potential models, rep- 346

resented by m. It is noteworthy that while monoT5 347

functions as a relevance model, BM25 is a retrieval- 348

based model. As such, the threshold k for monoT5 349

is defined in terms of probability, whereas for 350

BM25, it pertains to ranking position. 351

3.4 Evaluation procedure 352

Our main goal is to explore several small language 353

models, generation strategies and quality assess- 354

ment mechanism to discover the most cost-efficient 355

configuration for creating a synthetic dataset for 356

document retrieval. To accomplish this, we first 357

propose a two-step benchmarking process. In the 358

first step, we benchmark all configurations based 359

on the number of good questions that are gener- 360

ated (1). This initial evaluation will give us insight 361
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into which configuration performs best. Then, as362

a second step, we aim to evaluate a more realistic363

scenario by benchmarking the best configurations364

in a downstream reranking evaluation task (2).365

3.4.1 Question quality benchmark366

Before delving into the first benchmark, let us367

define a synthetically generated dataset contain-368

ing a set of positive question-document pairs as369

Ds = (q0, d0), ..., (qN , dN ). Likewise, let us repre-370

sent fk(x;m) as a function capable of estimating371

question quality, as introduced in Section 3.3.372

To assess the synthetic datasets quality, we pro-373

pose a hits-ratio-based evaluation metric, defined374

in Equation 6. This metric quantifies the proportion375

of valid question-document pairs.376

hitsRk(Ds) =

∑|Ds|
x∈Ds

fk(x;m)

|Ds|
. (6)377

Additionally, to account for each configuration’s378

runtime, we propose using a hits-per-second vari-379

ant, defined in Equation 7. This metric incorporates380

the elapsed time, ∆t, of each configuration, giving381

us the estimated number of good questions per sec-382

ond that each configuration produced. We chose383

to rely on elapsed time rather than counting the384

floating-point operations, as all experiments were385

conducted on the same hardware, described in Ap-386

pendix B.3. Furthermore, elapsed time provides a387

more intuitive value for readers to comprehend.388

hits-per-seck(Ds) =

∑|Ds|
x∈Ds

fk(x;m)

∆t
. (7)389

It’s worth noting that this preliminary bench-390

mark, while insightful, carries inherent subjectivity.391

This subjectivity stems from our defined metrics392

of quality, which rely on other retrieval models.393

Nevertheless, its primary aim remains exploratory,394

since benchmarking all the configuration directly395

on the downstream task would be time-consuming.396

Moreover, Section 4.2.2 details experiments gaug-397

ing our question quality assessment method’s effec-398

tiveness. These experiments offer further evidence399

of the reliability of this approach.400

3.4.2 Downstream reranking benchmark401

To obtain a more realistic assessment of the ex-402

pected quality of the generated synthetic dataset,403

Ds, we use it to train a BERT-base (Devlin et al.,404

2019) top-100 reranker model for each document405

collection. Subsequently, we compare the perfor- 406

mance of the trained model against the BM25 base- 407

line and other state-of-the-art works. We evaluate 408

the results in terms of NDCG@10 metric. 409

We adopt the standard BERT base checkpoint 410

when training to keep the experiment simple and 411

accessible. Furthermore, we also adopt a simple 412

random negative sampling strategy for selecting 413

negative documents for each question. We consider 414

this setup reasonable given that our objective is not 415

to achieve state-of-art results, but rather to show 416

that it is possible to train neural reranker models 417

in unlabelled collections with cheaply obtainable 418

synthetic datasets. 419

4 Experiments and Results 420

This section outlines the performed experiments 421

and their outcomes. We first introduce the doc- 422

ument collections used for the benchmarks. Fol- 423

lowing this, we present experiments that validate 424

our assumptions: the use of information theory for 425

outlier document elimination and the employment 426

of retrieval models for question quality assessment. 427

Lastly, we disclose the results of the benchmarks 428

themselves. 429

4.1 Data 430

During our experiments, we considered five 431

datasets, namely, BioASQ (Tsatsaronis et al., 432

2015), MSMARCO (Bajaj et al., 2016), NQ 433

(Kwiatkowski et al., 2019), SciDocs (Cohan et al., 434

2020) and HotpotQA (Yang et al., 2018), that rep- 435

resent various data domains. See Appendix B.1 for 436

more information regarding the datasets and the 437

selection criteria. 438

4.2 Validation experiments 439

We present now experiments that allow us to vali- 440

date our framework for discovering document out- 441

liers and our mechanism for assessing question 442

quality based on retrieval models. 443

4.2.1 Validating document outlier detection 444

Regarding document outlier detection, we follow 445

the methodology presented in Section 3.1, in which 446

we compute the normalized information (NI) mea- 447

sure using a transformer language model (gpt-neo- 448

125M (Gao et al., 2020)) and an FCM. To validate 449

the effectiveness of this approach, we contrasted 450

the NI distribution of documents in each collection 451

against the distribution of the gold standard docu- 452

ments, which comprises documents acknowledged 453
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as relevant. This comparison can be visualized in454

Figure 5 for each dataset. The objective was to455

analyse the overlap of both distributions, where a456

complete overlap would imply that the documents457

in both extremities of the collection distribution458

are less likely to be relevant according to the gold-459

standard distribution.460

Figure 2: NI distribution of the BioASQ dataset using
GPT-Neo 125M.

As an example, Figure 2 shows the distributions461

for the BioASQ dataset obtained with the gpt-neo-462

125M model. As observable, there is a clear over-463

lap between the collection distribution and the gold464

standard distribution, meaning that removing docu-465

ments at the extremities effectively eliminates po-466

tentially non-relevant documents. Based on this467

observation, we consider removing outliers that are468

at k-standard deviation away of the mean, denoted469

by the vertical lines on the Figure. Regarding the470

adopted language models, pretrained transformer471

LM is preferable due to their ability to produce472

better dataset distributions and the advantage of di-473

rect use, whereas FCMs require prior training. See474

Appendix C for a follow-up discussion regarding475

the remaining datasets and FCM model.476

4.2.2 Validating question quality method477

To validate the efficacy of Equation 5 as a means of478

estimating the quality of questions, we propose to479

directly use the gold standard data of each dataset.480

By leveraging these already established question-481

document pairs, we examined how accurately Equa-482

tion 5 identifies authentic questions for different483

values of the threshold k. Another way to inter-484

pret this experiment is to imagine that a language485

model synthetically generated the gold questions,486

and, therefore, we can estimate their quality be-487

cause we have manually annotated data. Addi-488

tionally, it is crucial to mine for strong negative489

questions, since the gold standard data typically490

only includes positive question-document pairs. To491

address this, we employ semantic search among492

the gold questions to identify questions with lin-493

guistic similarities but different positive document494

associations. We argue that these questions serve495

as strong negative examples, as they share many 496

common words while being distinct questions. We 497

adopted SimCSE (Gao et al., 2021) to find seman- 498

tic similar questions that do not share gold standard 499

answer documents. See Appendix D for examples 500

of negative questions. 501

Figure 3: F1-score and precision (p) values for varying
threshold k with BM25 as our model.

Figure 3 depicts precision and F1-score values as 502

functions of the threshold k when adopting BM25 503

as our model m. For the rest of the paper, we opt for 504

BM25 due to its CPU efficiency and reusability for 505

mining for negative documents in the downstream 506

reranking benchmark. However, a comparison of 507

BM25 and the monoT5 model for question qual- 508

ity estimation is presented in Appendix E. As ob- 509

served in Figure 3, aside from the SciDocs dataset, 510

the method can effectively distinguish correct ques- 511

tions from incorrect ones for thresholds exceed- 512

ing 100. Notably, this approach favours higher 513

precision values, enhancing our confidence in this 514

method for question quality assessment. 515

4.3 Benchmarking experiments 516

Here, we present two performed benchmarks: the 517

first concerns a comprehensive analysis targeting 518

all configurations for question generation, and the 519

second assesses the best configurations within a 520

reranking scenario where the synthetic questions 521

are used as training data. 522

4.3.1 Question quality benchmark 523

As previously mentioned, we adopted the hitsR 524

and hits-per-sec as the main metrics to or- 525

der our benchmark. We mainly adopted well- 526

known publicly available small language mod- 527

els that range from 70M to 1.3B parameters, 528

namely pythia-70M/160M/410M (Biderman et al., 529

2023), gpt-neo-350M/1.3B (Gao et al., 2020), 530
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opt-125M/350M/1.3B (Zhang et al., 2022) and531

bloom(z)-560M (Muennighoff et al., 2022) to-532

talling 10 models from 4 families. We selected533

16K representative documents from each dataset,534

according to Section 4.2.1, and generated 5 ques-535

tions for each document, conditioned on the start-536

ing words What, How, Where, Is, Why, totalling537

80K expected questions from each model. Addi-538

tionally, we also studied the impact of the genera-539

tion method by considering three different strate-540

gies, Random Sampling (RS), Contrastive Search541

(CS)1 and Beam Search (BS)2.542

Figure 4 represents a parallel plot for all the 150543

benchmarked runs that summarizes the impact of544

each model and generation strategy, see Appendix545

F for a comparison between datasets. Regarding546

the hits-per-sec measurement, it is clear that, in-547

dependently of the model, the RS strategy largely548

outperforms the other generation methods, being549

almost 5x more efficient on average than BS and550

almost 6x than CS. On the other hand, when look-551

ing at hitsR, with k = 100, the best-performing552

generation strategy was BS reaching an average553

ratio of 0.68, against 0.48 and 0.47 for RS and554

CS, respectively. Another interesting observation555

is that, for all strategies, the amount of good syn-556

thetic questions seems to increase with model size,557

except for the opt family, where the results were558

similar independently of model size. The results559

regarding the CS strategy were surprising, since we560

expected them to be on par with BS. However, this561

could be related to less optimal hyperparameters.562

4.3.2 Downstream reranking benchmark563

Following the results obtained in the previous564

section, we proceeded to evaluate the synthetic565

datasets produced by gpt-neo-1.3B with BS and566

pythia-70m with RS in a downstream retrieval567

task, see Appendix G for additional combinations568

and further discussion. We believe that these two569

combinations cover the spectrum of configurations570

tested, namely, gpt-neo-1.3B with BS was the best571

configuration in terms of hitsR but one of the worst572

at hits-per-sec, while pythia-70m with RS showed573

the opposite behaviour.574

Table 1 summarizes the results and compares575

them with relevant approaches from the litera-576

ture3. Our approach consistently improves over577

the BM25 baseline, supporting our main hypoth-578

1We choose topK of 4 and topP of 0.6.
2We adopted a beam-width of 5.
3Results for BM25+monoT5 were obtained by us.
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Figure 4: Parallel plot of benchmarked run impacts.
Colors: black (best), dark green (top 5%), green (top
10%), blue (top 25%), light blue (rest).

Table 1: IR downstream task results.

Models
BioASQ MSMARCO NQ HotpotQA SciDocs

nDCG@10 nDCG@10 nDCG@10 nDCG@10 nDCG@10

Baseline (Unsupervised)
BM25 0.353 0.230 0.281 0.585 0.157

Ours: BM25+BERT-base trained with following syntethic dataset
BS gpt-neo-1.3B 0.436 0.336 0.416 0.681 0.228
RS pythia-70m 0.438 0.307 0.407 0.730 0.187

Supervised on synthetic data
GenQ (TAS-B) - - 0.358 0.534 0.143
InPars (220M) - 0.259 0.335 - -
InPars (3B) - 0.297 0.513 - -

Supervised on MSMARCO
ANCE - - 0.446 0.456 0.122

BM25 + Supervised on MSMARCO
BM25+MiniLM - - 0.533 0.707 0.166
BM25+monoT5 0.444 - 0.639 0.7645 0.183

esis that cheaply generated datasets can be used 579

to train neural retrieval models. Remarkably, even 580

when compared to InPars, which uses GPT-3 for 581

synthetic generation, we achieved better results 582

when considering a similarly sized reranker model 583

(monoT5 220M vs. BERT-base 110M). Addition- 584

ally, we achieved better results than the GenQ 585

method, which employs a trained T5 model for 586

synthetic generation and TAS-B as dense retrieval 587

model. Lastly, we compared our approach to out- 588

of-domain reranker models trained on MSMARCO, 589

achieving competitive results. Importantly, these 590

competitive results were obtained without exten- 591

sively optimizing the training of our models and 592

expensive architectures. Concretely, we trained 593

the vanilla BERT-base checkpoint on the synthetic 594

dataset using the huggingface trainer with default 595

hyperparameters. 596
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As a final discussion, we believe this work com-597

plements the findings of InPairs (Bonifacio et al.,598

2022), where they demonstrate that larger models599

produce better synthetic dataset. However, in this600

work, we show that by applying a robust question601

quality filter, smaller and more efficient models602

can be harnessed to generate synthetic datasets that603

rival the ones produced by larger models.604

5 Ablation studies605

In this section, we present an ablation study de-606

signed to understand the impact of each proposed607

method on the overall pipeline.608

5.1 Document outliers609

Central to our approach for document outlier de-610

tection is the assumption that documents located611

at the tails of the distribution of NI values in a col-612

lection may not be truly representative. To validate613

this, we conducted the experiment outlined in Ta-614

ble 2. Here, we deliberately generate questions for615

documents possessing the highest and lowest NI616

values across each collection. Subsequently, we617

computed HitsR (k = 100) for these documents618

and compare it against our synthetic datasets that619

avoid such documents.620

Table 2: Comparison of HitsR for questions from ex-
treme NI documents vs the synthetic dataset (Synth DS).

Models
BioASQ MSMARCO NQ HotpotQA SciDocs

HitsR HitsR HitsR HitsR HitsR

Gpt-neo-1.3B BS
Lowest NI 0.625 0.371 0.535 0.838 0.879
Highest NI 0.568 0.447 0.343 0.718 0.845
Synth DS 0.894 0.714 0.880 0.881 0.905

Pythia-70m RS
Lowest NI 0.358 0.101 0.034 0.285 0.707
Highest NI 0.058 0.064 0.027 0.120 0.439
Synth DS 0.391 0.196 0.672 0.267 0.641

The table clearly shows that the synthetic dataset621

(Synth DS) consistently achieves a higher HitsR622

than questions from both the lowest and highest623

NI documents. This disparity is pronounced in624

larger collections like BioASQ, MSMARCO, and625

NQ, which are more affected by irregular docu-626

ments. Notably, for HotpotQA and SciDocs, the627

models yielded comparable rate of good questions628

for lower NI documents and the synthetic dataset,629

suggesting a cleaner dataset for these collections.630

Moreover, it is also observable that the models find631

it more challenging to generate useful questions632

from documents with elevated NI values than those 633

with lower NIs. 634

5.2 Question quality 635

Lastly, as a form to understand the impact of our 636

question quality filtering, we trained the reranker 637

model in two additional scenarios: using only the 638

rejected questions (Only rejected) and without any 639

filtering (All questions). The performance is then 640

compared against the previously trained model 641

(Only accepted). 642

Table 3: Comparison of reranker models across question
subsets.

Questions
BioASQ MSMARCO NQ HotpotQA SciDocs

nDCG@10 nDCG@10 nDCG@10 nDCG@10 nDCG@10

Gpt-neo-1.3B BS
Only rejected 0.331 0.277 0.358 0.612 0.154
Only accepted 0.436 0.336 0.416 0.681 0.228
All questions 0.433 0.340 0.381 0.658 0.176

Pythia-70m RS
Only rejected 0.105 0.223 0.313 0.237 0.160
Only accepted 0.438 0.307 0.407 0.730 0.187
All questions 0.373 0.276 0.406 0.507 0.185

In summary, Table 3 shows the importance of 643

our question quality filtering mechanism. This ap- 644

proach not only contributes to a better performance 645

of the reranker model, but this is also achieved 646

more cheaply by avoiding the noise and inconsis- 647

tencies present in the rejected questions. In other 648

words, the overall positive differences in perfor- 649

mance between ‘Only accepted’ and ‘All questions’ 650

shows that the filtering mechanism was capable of 651

removing questions that did not contribute to the 652

overall results, at the same time improving perfor- 653

mance and accelerating the training. 654

6 Conclusion and Future work 655

This work demonstrated that smaller language mod- 656

els can efficiently generate high-quality synthetic 657

datasets for neural retrieval model training. Our ap- 658

proach shows that utilizing information theory prin- 659

ciples for document selection and a small language 660

model for zero-shot question generation can outper- 661

form methods like BM25 and pretrained monoT5 662

in certain scenarios. 663

Future work could focus on refining the down- 664

stream benchmark by also levering dense retrieval 665

models and adopting stronger reranker models. Our 666

findings bring us closer to broader neural retrieval 667

model integration, mitigating data labelling and 668

computational resource challenges. 669
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Limitations670

Although our study shows meaningful progress to-671

wards efficient synthetic dataset creation for neural672

retrieval models, it presents some limitations that673

should be considered for completeness and to guide674

future research directions.675

Firstly, our method has not been applied to dense676

retrieval models. Owing to the substantial compu-677

tational resources required for encoding the col-678

lections, the decision was made to exclude dense679

retrieval from the scope of our research. Evaluating680

the performance on downstream tasks with dense681

retrieval models could further bridge the gap in the682

direction of adopting neural retrieval models as the683

default solution for information retrieval.684

Secondly, we have not pursued the path of care-685

fully optimizing every hyperparameter for metric686

maximization, therefore, the presented results are687

obtained with default parameters. For instance, we688

did not fine-tuned the BM25 component of our sys-689

tem. While BM25 serves as a key baseline in our690

evaluations, performance may be further optimized691

through additional fine-tuning. Additionally, we692

also did not fine-tune the prompt for question gen-693

eration. The design of prompts is a crucial aspect694

in many language model tasks, potentially influenc-695

ing the quality of generated questions. Therefore,696

our method’s effectiveness could depend on the697

prompt’s quality.698

Thirdly, we have not explored the applicability699

of our approach within a Doc2Query-like scenario.700

In contrast to our goal of creating synthetic datasets,701

Doc2Query generates questions from a document702

and appends them to aid index-based retrieval mod-703

els like BM25.704

Lastly, despite using small language models, the705

current setup may still require the usage of a GPU706

with at least 8GB of VRAM. This might also affect707

the scalability to longer texts, as the computational708

burden will increase with the length of the text.709

Ethics Statement710

This study presents a methodology to efficiently711

generate synthetic datasets for training neural re-712

trieval models, particularly beneficial for document713

collections lacking annotated data. Its broader im-714

pact lies in enabling effective neural information re-715

trieval adoption in retrieval scenarios that lack label716

data. It is essential to acknowledge the possibility717

of the model to generate inappropriate or harm-718

ful questions, leading to harmful retrieval training719

data that can be learnt by models. To mitigate this 720

problem, we used a filtering mechanism to ensure 721

question quality. However, it is still important to be 722

aware of the propagation of harmful information. 723

Furthermore, we aimed to contribute to sustainable 724

AI practices using small language models requiring 725

fewer computational resources. Towards that goal, 726

we will release a code repository for zero-shot syn- 727

thetic question generation, promoting transparency 728

and reproducibility. While we have strived to ad- 729

dress the ethical implications, users should conduct 730

a specific risk assessment based on their use-case 731

scenarios to minimize potential harm and enhance 732

filtering mechanisms if needed. 733
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A NI values with transformer-based LM 966

and FCM LM 967

As previously mentioned, to estimate the NI values, 968

we consider both small transformer open-domain 969

language models and finite-context-models. We 970

explain below, for each model, how they are used 971

to estimate the NI values. 972

A.1 Using small open-domain transformer 973

models 974

Transformer-based language models are a natural 975

choice since they will also be used for zero-shot 976

question generation. Secondly, it has been shown 977

that they excel in language prediction (Brown et al., 978

2020a), producing strong probability estimates for 979

large sequences. We aim to use open-domain mod- 980

els since these were already trained and can be ap- 981

plied in a zero-shot fashion to the document collec- 982

tion. Theoretically speaking, using open-domain 983

LM as a probabilistic source for estimating the in- 984

formation means that each document depends on 985

the current LM knowledge and biases.4 986

A.2 Using Finite-context-models 987

On the other hand, we also used finite-context mod- 988

els (FCM), a type of Markovian model where the 989

4To overcome this issue, one can pre-train the LM onto
the target document collection. However, we consider this
computationally expensive and, therefore, was not pursued in
this work.
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probability of the next outcome depends on a fi-990

nite number of recent past outcomes, known as the991

context (Pinho et al., 2010). One difference to the992

previous transformer-based LM is that we need to993

estimate the parameters for the FCM.994

The primary benefit of Finite Context Models995

(FCM) lies in their capability to consider the whole996

document collection when estimating probabilities997

for individual documents, as the parameters of the998

FCM are derived from a comprehensive traversal of999

the entire collection. However, for either small or1000

excessively diverse collections, FCMs might yield1001

sub-optimal probability estimates.1002

The process of building an FCM model consists1003

in iterating through the target collection and build-1004

ing a co-occurrence table, MT , between the cur-1005

rent token, wi, and the previous k-tokens, denoted1006

as c = {wi−1−k, ..., wi−1} (context). The prob-1007

ability estimation is given by Equation 8, where1008

Laplace smoothing, α, assigns small probability1009

values to unseen co-occurrences. In MT , the1010

rows correspond to the context tokens c, while the1011

columns are associated with the current token wi.1012

Each entry within the MT specifies the frequency1013

of instances where the context c is succeeded by1014

the token wi.1015

P (wi|k) =
MT (k,wi) + α∑|V |

j=1MT (k,wj) + α|V |
. (8)1016

B Experimental details1017

B.1 Dataset details1018

Regarding the dataset selection, we mainly rely1019

on the pool of datasets offer by BEIR (Thakur1020

et al., 2021) benchmark. Then, to build our pool of1021

datasets, we decided to only include datasets used1022

in the evaluation of models that retrieve informa-1023

tion to answer questions. Furthermore, we would1024

also like to have varied datasets in terms of domain1025

and number of documents.1026

Several datasets were excluded based on these1027

criteria. For instance, Quora and CQADupStack,1028

centred around retrieving similar questions, which1029

did not fit our purpose. The Robust dataset, al-1030

though important, dates back to 2004 and its ques-1031

tions are not framed in natural language. Practical1032

constraints, like time and computational resources,1033

also limited our choices.1034

Ultimately, we settled on five datasets: BioASQ,1035

MSMARCO, NQ, HotPotQA, and Scidocs. It’s1036

worth noting that while BEIR offers a version of 1037

the BioASQ dataset, we opted for the official 2022 1038

BioASQ dataset. This comprehensive version com- 1039

prises 33M documents (tripling the BEIR variant) 1040

and includes 38k question-document pairs. Below 1041

is a more detailed breakdown: 1042

• BioASQ: An annual challenge focused on 1043

biomedical document retrieval and question 1044

answering. We make use of the dataset from 1045

the 10th edition of the BioASQ, which con- 1046

tains 38,933 question-document pairs and 1047

uses the 33 million document 2022 PubMed 1048

baseline as the document collection (Tsatsaro- 1049

nis et al., 2015). 1050

• MSMARCO: A well-known dataset for bench- 1051

marking deep learning neural reranking mod- 1052

els in open-domain scenarios. It includes 1053

4,102 question-document pairs and a docu- 1054

ment collection of over 8 million documents 1055

(Bajaj et al., 2016). 1056

• NQ (Natural Questions): An open-domain 1057

dataset aimed at benchmarking question an- 1058

swering systems. It consists of 4,201 question- 1059

document pairs and a document collection of 1060

over 2 million documents (Kwiatkowski et al., 1061

2019). 1062

• Scidocs: A dataset primarily focused on sci- 1063

entific documents. It contains 4,928 question- 1064

document pairs, with a document collection 1065

of approximately 25,000 documents (Cohan 1066

et al., 2020). 1067

• Hotpotqa: A challenging question answering 1068

dataset designed to test models capabilities 1069

for multi-hop reasoning and answering com- 1070

plex questions. It includes 14,810 question- 1071

document pairs, with a document collection of 1072

over 5 million documents (Yang et al., 2018). 1073

B.2 Software 1074

Here we present the main packages used dur- 1075

ing the development of our work. For BM25 1076

we adopted pyterrier (Macdonald and Tonellotto, 1077

2020), a python wrapper of the Terrier (Macdonald 1078

et al., 2012) search engine. Regarding the train- 1079

ing, inference and generation with neural models, 1080

we mainly rely on HuggingFace package (Wolf 1081

et al., 2020). More precisely, the BERT-base 1082

model that we trained corresponds to the “bert-base- 1083

uncased” checkpoint, while for monoT5 we used 1084
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the “castorini/monot5-base-msmarco-10k” check-1085

point. Regarding the generative models, we also1086

used the checkpoints that were publicly available1087

on the HuggingFace hub.1088

B.3 Hardware1089

All of our experiments run on the following1090

desktop, Intel(R) Core(TM) i9-9900K CPU @1091

3.60GHz, 2x NVIDIA GeForce RTX 2070 8GB1092

VRAM and 32GB of RAM. Although the machine1093

is equipped with two RTX 2070, during our exper-1094

iments we did not take advantage of a multiGPU1095

setup. Therefore, all the experiments presented in1096

this paper would run on a single GPU. For pro-1097

ducing the results for both ablation studies, we1098

relied on a DGX A100 system to streamline the1099

experiences in parallel. However, the code and the1100

parameters were the same as the ones used in our1101

previous machine to keep the experiments compa-1102

rable.1103

C Document outlier detection for each1104

dataset1105

Figure 5, similarly to Figure 2, shows the distribu-1106

tion of NI values for each individual dataset. More1107

precisely, each row corresponds to a dataset, the1108

left column panels correspond to the NI estima-1109

tive produced by the gpt-neo-125M model, and1110

right column panels correspond to the NI estima-1111

tive from the FCM model.1112

Starting by analysing the distributions produced1113

by the gpt-neo-125M model, it is evident that each1114

dataset exhibits a bell-shaped distribution with a1115

high degree of alignment compared to the gold stan-1116

dard distribution. Notably, the NQ dataset shows1117

the most significant deviation in terms of an align-1118

ment. Inclusively, it is observable that the gold1119

standard data tends to favour lower NI values com-1120

pared to the dataset distribution. This may be in-1121

dicative that the documents in the gold standard1122

are potentially more easily discoverable than the1123

average ones from the entire collection. However,1124

more experiments would be required to examinate1125

this.1126

Moving on to the FCM, it produced distributions1127

that deviate slightly from a bell curve, specially, in1128

the case of the MSMARCO dataset. We attribute1129

this deviation to the dataset’s high diversity, which1130

encompasses multiple sources from different do-1131

mains, making it challenging to obtain accurate1132

estimates when building the FCM.1133

Nevertheless, the alignment between dataset dis- 1134

tribution and the gold standard distribution is still 1135

present. This further supports the notion that we 1136

can exclude the trailing documents from the distri- 1137

bution, as they are less likely to be considered as 1138

gold documents. 1139

D Similarity between questions for 1140

negative mining 1141

Table 4 show some examples of different gold stan- 1142

dard questions that are similar but do not share any 1143

positive document. As previously described, the 1144

fundamental assumption is that the set of positively 1145

labeled gold standard documents for one question 1146

should serve as a robust set of negatively labeled 1147

documents for a similar question. To illustrate, let 1148

us consider the first example in Table 4 from the 1149

NQ dataset. We can observe that both questions per- 1150

tain to movies from the Planet of the Apes trilogy, 1151

where the question on the left relates to the 2017 1152

film, while the question on the right pertains to the 1153

2011 film. Consequently, the positive documents 1154

for the first question should be regarded as strong 1155

negative documents for the second question, and 1156

vice versa, given that both documents address the 1157

same topic but do not contain the correct answer. 1158

Moreover, it becomes evident that this negative 1159

mining technique is most effective when applied 1160

to a gold standard with a deep set of relevance 1161

per question, If the gold standard has a shallow 1162

set of relevance the probability of finding similar 1163

questions that share positive documents which are 1164

not annotated in the dataset would be too high. 1165

Lastly, due to the limited number of questions in 1166

the gold set for MSMARCO (only 43 questions), 1167

we were unable to mine strong negatives, as the 1168

number of questions was insufficient to find any 1169

match. 1170

E Comparison between BM25 and 1171

monoT5 for estimating question quality 1172

Firstly, it is important to make a distinction in terms 1173

of both models. More precisely, BM25 is a retrieval 1174

model that provides a ranked order of documents 1175

for each question, while monoT5 predicts the rele- 1176

vance between question-document pairs. Therefore, 1177

based on our definition of question quality, BM25 1178

appears to be the more suitable model. It directly 1179

encodes the notion of retrieval, while monoT5 is 1180

trained solely to differentiate between relevant and 1181

irrelevant question-document pairs. For instance, 1182
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Figure 5: NI distribution for every dataset using the GPT-Neo 125M and a finite context model.

Table 4: Examples of different gold questions that are similar from the NQ, BioASQ, HotpotQA and SciDocs
datasets.

Gold question Similar gold question SimCSE

Natural Questions (NQ) dataset

where was the war of the planet of apes filmed where was the rise of the planet of the apes filmed 0.905
when did world war 2 end in the pacific who did us fight in world war 1 0.703

BioASQ dataset

What is the mechanism of action of Fremanezumab? What is mechanism of action of Benralizumab? 0.930
Which mutations of alpha-myosin heavy chain gene are implicated in hypertrophic cardiomyopathy? which mutations of phospholamban gene have been found to cause hypertrophic cardiomyopathy? 0.910

HotpotQA dataset

Which genus has more species, Xanthoceras or Ehretia? Which Genus has more species Eucryphia or Lepidozamia ? 0.924
Between Greyia and Calibanus, which genus contains more species? Which has more species, Clianthus or Callicoma? 0.866

SciDocs dataset

Wideband millimeter-wave SIW cavity backed patch antenna fed by substrate integrated coaxial line Broadband millimetre-wave passive spatial combiner based on coaxial waveguide 0.845
Reinforcement Learning for Coreference Resolution Deep Reinforcement Learning for Dialogue Generation 0.776

MSMARCO dataset

types of dysarthria from cerebral palsy causes of left ventricular hypertrophy 0.608
when was the salvation army founded who formed the commonwealth of independent 0.562
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let’s consider an article that is a literature review1183

discussing information retrieval (IR), and the ques-1184

tion is “What is the main subject of this literature1185

review?”. Since monoT5 is a relevance model,1186

it would likely predict this as relevant, violating1187

the second criterion in our definition. Nonetheless,1188

monoT5 is trained using retrieval data, which might1189

compel the model to capture a weak notion of re-1190

trieval. Therefore, we decided to make a judgment1191

analysis against the BM25.1192

Secondly, it is equally important to consider the1193

computation complexity of both solutions, since1194

we aim to benchmark multiple configuration and1195

therefore a high-performing method is preferable.1196

BM25 is a CPU-bounded algorithm that can be1197

easily scalable by the number of available CPU(s),1198

while monoT5 is a GPU-bounded algorithm, that1199

can be also easily scalable by the number of1200

GPU(s). In a general point of view, we consider1201

BM25 as the method with the lower computation1202

cost, given that CPU-time is more easily accessible1203

than GPU-time.1204

Figure 6: F1-score for varying threshold k for BM25
and monoT5.

Figure 6 and 7 present a comparison of both1205

models, following the same methodology outlined1206

in Section 4.2.2, in terms of F1 and precision, re-1207

spectively, across varying thresholds. Overall, it ap-1208

pears that monoT5 performs comparably to BM251209

for the different thresholds. However, consider-1210

ing the aforementioned points, we have decided1211

to proceed with BM25 for the remainder of our1212

experiments.1213

Furthermore, another advantage of BM25 is that1214

when used as a quality filter, we also store all the re-1215

trieved documents during that process. This allows1216

us to reuse these list of previously retrieved docu-1217

ments for subsequent negative document sampling1218

Figure 7: Precision (p) for varying threshold k for BM25
and monoT5.

during the training of neural retrieval models. 1219

F Question quality benchmark per 1220

dataset 1221

Figure 8, presents a more complete visualization of 1222

our benchmark metrics over each individual dataset. 1223

In general, the conclusions previously mentioned in 1224

Section 4.3.1 remain consistent. However, a more 1225

detailed analysis per dataset reveals that the models 1226

faced the most difficulty in generating questions 1227

for the MSMARCO dataset, as indicated by the rel- 1228

atively lower values of hitsR. The SciDocs dataset 1229

also posed challenges for the models. On the other 1230

hand, the dataset with the highest overall question 1231

generation success rate was BioASQ, meaning it 1232

was easier for the models to generate questions. 1233

One possible explanation for this difference in 1234

performance may be the nature of the BioASQ 1235

dataset, which uses abstracts from biomedical sci- 1236

entific articles. These abstracts condense a large 1237

amount of diverse information, providing the mod- 1238

els with a broader range of valid questions to gen- 1239

erate. 1240

Another interesting observation is that the diffi- 1241

culty in generating questions seems to be aligned 1242

with the average NI value of each dataset. For in- 1243

stance, recalling Figure 5, the dataset with the low- 1244

est average NI value was also the BioASQ dataset, 1245

while the MSMARCO was the dataset with the 1246

highest NI value. This suggests a possible rela- 1247

tionship between the NI value and the difficulty of 1248

question generation by the models. 1249

This relationship could be attributed to the 1250

model’s ability to comprehend the documents used 1251

as context for question generation, which should be 1252
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Figure 8: Parallel plot summarizing impacts across benchmarked runs. Color coding: black (best value), dark green
(top 5%), green (top 10%), blue (top 25%), and light blue (remaining).

captured by the NI measurement. In other words,1253

a lower NI value may be indicative that a docu-1254

ment is more easily interpreted by the language1255

model, because the language model itself was able1256

to produce better probability estimation for that1257

document. However, further experiments are nec-1258

essary to draw any definitive conclusions.1259

G Additional results on the downstream1260

IR task1261

Table 5 presents two additional results for the same1262

synthetic generative models, but with different gen-1263

eration strategies, RS for gpt-neo-1.3B and BS for1264

pythia-70m. Upon comparing these strategies, it1265

appears that RS achieves slightly better results, ex-1266

cept for the SciDocs dataset. This unexpected out-1267

come raises an interesting point that the synthetic1268

dataset obtained with RS may exhibit better qual-1269

ity than that of BS. Initially, we believed that the1270

BS generation strategy would produce more co-1271

herent questions, therefore, resulting in a stronger1272

dataset. However, we hypothesize that this observa-1273

tion could be explained by dataset diversity. When1274

employing the BS strategy, the model generates1275

5 questions for each document based on different1276

starting words. Consequently, there is a higher like-1277

lihood of generating semantically similar questions1278

for different starting words. On the other hand,1279

the stochastic nature of RS avoids such repetition.1280

To further investigate this, we propose analyzing 1281

the diversity of each synthetic generated dataset. 1282

Furthermore, we also believe that would be benefi- 1283

cial to conducting a downstream evaluation under 1284

a time budget constraint. By doing so, we may 1285

gain additional insights into the performance of the 1286

different methods, since when recalling Figure 4, 1287

we observe significant variations in the number of 1288

questions generated per second across the different 1289

generation methods. 1290
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Table 5: IR downstream task results with both generation strategies for gpt-neo-1.3B and RS-pythia-70m.

Models
BioASQ MSMARCO NQ HotpotQA SciDocs

nDCG@10 nDCG@10 nDCG@10 nDCG@10 nDCG@10

Baseline (Unsupervised)
BM25 0.353 0.230 0.281 0.585 0.157

Ours: BM25+BERT-base trained with following syntethic dataset
BS gpt-neo-1.3B 0.436 0.336 0.416 0.681 0.228
RS gpt-neo-1.3B 0.451 - 0.448 0.727 0.194
BS pythia-70m 0.418 - 0.379 0.691 0.181
RS pythia-70m 0.438 0.307 0.407 0.730 0.187

Supervised on synthetic data
GenQ (TAS-B)a - - 0.358 0.534 0.143
InPars (220M)b - - 0.335 - -
InPars (3B)b - - 0.513 - -

Supervised on MSMARCO
ANCEa - - 0.446 0.456 0.122

Supervised on MSMARCO + BM25 Reranking
BM25+MiniLMa - - 0.533 0.707 0.166
BM25+monoT5c 0.444 - 0.639 0.7645 0.183
a These results are from Thakur et al., 2021
b These results belong to Bonifacio et al., 2022
c This result was obtained by us.
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