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Abstract
Reducing the ‘hallucination’ problem of Large001
Language Models (LLMs) is crucial for their002
wide applications. A comprehensive and fine-003
grained measurement of the hallucination is the004
first key step for the governance of this issue005
but is under-explored in the community. Thus,006
we present ANAH, a bilingual dataset that of-007
fers ANalytical Annotation of Hallucinations008
in LLMs within Generative Question Answer-009
ing. Each answer sentence in our dataset un-010
dergoes rigorous annotation, involving the re-011
trieval of a reference fragment, the judgment012
of the hallucination type, and the correction of013
hallucinated content. ANAH consists of ∼12k014
sentence-level annotations for ∼4.3k LLM re-015
sponses covering over 700 topics, constructed016
by a human-in-the-loop pipeline. Thanks to017
the fine granularity of the hallucination anno-018
tations, we can quantitatively confirm that the019
hallucinations of LLMs progressively accumu-020
late in the answer and use ANAH to train and021
evaluate hallucination annotators. We conduct022
extensive experiments on studying generative023
and discriminative annotators and show that,024
although current open-source LLMs have diffi-025
culties in fine-grained hallucination annotation,026
the generative annotator trained with ANAH027
can surpass all open-source LLMs and GPT-028
3.5, obtain performance competitive with GPT-029
4, and exhibits better generalization ability on030
unseen questions.1031

1 Introduction032

Large Language Models (LLMs) have achieved033

significant performance improvements across a034

diverse array of Natural Language Processing035

tasks (Petroni et al., 2021; Kamalloo et al., 2023;036

Sun et al., 2023). However, LLMs still face a wor-037

risome problem that significantly hinders their real-038

world applications, hallucination, in which they039

produce plausible-sounding but unfaithful or non-040

sensical information (Ji et al., 2022; Bang et al.,041

1Data, code, and model will be released.

Sentencei-1: ···
Sentencei: He wrote a book called "Treatise on the
Circumference of a Circle" which was a major work in
the field of geometry.
Sentencei+1: ···

What were Omar Khayyam's notable contributions to
mathematics? 

Question

Generated
Answer

Sentence-
level

Annotaion

Fine-grained Annotation for Sentencei

Halluciantion Type:
Contradictory

Reference Fragment: 
A commentary on the difficulties
concerning the postulates of Euclid's
Elements, On the division of a
quadrant of a circle, and On proofs for
problems concerning Algebra. 

Correction: 
Change "{Hallucinated Content}" to "
{Supported Content}".

Judge Tpye

Correct
Hallucination

Retrieve
 Reference

Figure 1: An example of ANAH for sentence-level hal-
lucination annotation. Each sentence in a generated
answer is annotated in fine-grained with Reference Frag-
ment, Hallucination Type, and Correction. The halluci-
nated and supported content are highlighted in orange

and blue , respectively.

2023) when answering the user questions, espe- 042

cially those require intensive knowledge. Given 043

the fluency and convincing nature of the responses 044

produced by LLMs, the detection of their hallu- 045

cinations becomes increasingly difficult (Adlakha 046

et al., 2023; Ren et al., 2023; Pezeshkpour, 2023). 047

Such a challenge impedes the deep analysis and 048

reduction of LLM hallucination and leads to ex- 049

tensive dissemination of misleading information as 050

the user base widens and real-world applications 051

proliferate (Mallen et al., 2023). 052

There have been extensive efforts on effectively 053

detecting and evaluating hallucination (Durmus 054

et al., 2020; Mündler et al., 2023; Du et al., 2023a). 055

However, most benchmarks were proposed before 056

the advent of LLM and targeted specific English 057

1



tasks except HalluQA (Cheng et al., 2023), which058

are not challenging for current models. Recent059

benchmarks (Li et al., 2023a, 2024) for LLMs only060

categorize whether the entire response contains hal-061

lucinations without explanation and reference. This062

coarse-grained nature makes it difficult to trace the063

exact trigger of hallucinations and obstructs further064

mitigation of them.065

Therefore, we establish a novel large-scale066

Chinese-English benchmark, named ANAH2, that067

assesses the LLMs’ ability to annotate the LLM hal-068

lucinations sentence-by-sentence, in the scenario069

of knowledge-based generative question answering.070

Rather than solely result-oriented, for each answer071

to a question, our approach prompts the model to072

annotate hallucination for each sentence, includ-073

ing retrieving reference fragment for the sentence,074

judging the hallucination type (No/Contradicto-075

ry/Unverifiable Hallucinations, and No Fact), and076

correcting the sentence based on the reference frag-077

ment if hallucination exists (Figure 1).078

To facilitate the scale-up of datasets, we ensure079

the comprehensiveness and diversity of ANAH080

across various topics, questions, and answers. As081

shown in Figure 2, first, we curate topics in both082

English and Chinese, encompassing a broad do-083

main range including things, places, people, and084

historical events (Fig. 3). Second, we craft around085

three related questions for each topic to ensure086

originality and avoid contamination. Third, for087

each question, we construct a high-quality and a088

low-quality response with and without reference089

in generation, respectively, enabling a compara-090

tive analysis of hallucination distributions across091

different response scenarios. The final and piv-092

otal stage is fine-grained hallucination annotation,093

as exemplified in Figure 1. Eventually, we form094

∼12k hallucination annotations of ∼4.3k answers095

to ∼2.2k questions spanning a broad domain range,096

which is challenging for hallucination detection.097

Thanks to the completeness and fine-granularity098

of ANAH, the statistical results of the hallucina-099

tion annotations quantitatively confirm that hallu-100

cinations progressively accumulate in the LLM101

responses. Furthermore, ANAH can be used to102

train and evaluate hallucination annotators. We103

first discovered that only GPT-4 could do this task104

well. Thus, we further investigate training gener-105

ative and discriminative hallucination annotators106

2ANAH is short for ANalytical Annotation of
Hallucinations.

(a) Topic Selection & Reference Retrieval 

(d) Fine-grained Hallucination Annotation(c) Answer Generation

(b) Question Generation & Selection

Reference
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Figure 2: The overview of dataset establishment, com-
prising (a) Topic Selection and Reference Retrieval, (b)
Question Generation and Selection, (c) Answer Genera-
tion, and (d) Fine-grained Hallucination Annotation.

using ANAH and observe the advantages of gener- 107

ative annotators over discriminative annotators in 108

handling the imbalance issue of hallucination types. 109

Remarkably, our generative annotators achieve an 110

accuracy of 81.01%, surpassing open-source mod- 111

els and rivaling GPT-4 (86.97%) in performance 112

with a smaller size and lower source cost. We also 113

observe that the hallucination annotators consis- 114

tently exhibit better generalization regarding the 115

number of questions than the breadth of topics, 116

thereby guiding us toward prioritizing data scaling 117

to cover a broader array of topics in future research. 118

2 Dataset Construction 119

ANAH’s establishment contains four stages 120

(Fig. 2): (1) selecting a broad range of topics to 121

ensure comprehensiveness (§ 2.1), (2) constructing 122

related questions whose responses can be fully sup- 123

ported by reference (§ 2.2), (3) generating answers 124

from LLMs under Different Models and Scenarios 125

(§ 2.3), and (4) fine-grained hallucination annota- 126

tion for further analysis and mitigation (§ 2.4). 127

2.1 Topic Selection and Reference Retrieval 128

The initial stage involves the selection of topics 129

and corresponding references from knowledge- 130

intensive datasets. To ensure diversified and wide- 131

ranging information, our topic choices are catego- 132

rized into celebrities, events, locations, and things. 133

We also encompass various domains, including but 134

not limited to Politics and Military, Art, Science 135

and Technology, Religion, etc. ( Fig. 3). Topics 136

are meticulously chosen based on the frequency of 137

their occurrence and also from publicly available 138

summaries like historical timelines and the ranking 139

of the most influential persons since knowledge 140

that is more commonly shown should be more im- 141

portant for real-world applications of LLMs. 142

After selecting the topics, their correspond- 143
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(a)

(b)

Figure 3: The topic distribution by chart of (a) categories
(inner) and domains (outer), and (b) word cloud.

ing reference documents are retrieved from pre-144

training databases, including Wikipedia3, Baidu145

Baike4, Encyclopedia Britannica5. We select146

the datasets that have been widely used in147

the pre-training stage of large language models148

(LLMs) (Touvron et al., 2023) so that we can make149

sure that the model saw the truth, which is impor-150

tant for further analysis and mitigation of halluci-151

nations.152

During the reference retrieval process, the dis-153

crepancies in nomenclature across different sources154

and the potential of a single name having multiple155

meanings present challenges. To address these chal-156

lenges, we adopt a strategy that progresses from157

hard to soft matching. First, we perform exact158

matching (i.e., hard matching) of the entries. Then,159

we sort the candidate entries according to the sen-160

tence semantic similarity and further judge them161

with InternLM (Team, 2023) to select the correct162

ones. Finally, manual filtering is performed to iron163

out the problem of renaming. Overall, this phase es-164

tablishes a robust foundation for the ensuing steps165

of benchmark construction.166

2.2 Question Generation and Selection167

The second stage involves the generation and se-168

lection of several questions based on the provided169

3https://www.wikipedia.org/
4https://baike.baidu.com/
5https://www.britannica.com/

reference documents about a particular topic. To in- 170

crease the possibility that the data is unseen and un- 171

tainted, we create new questions rather than repur- 172

posing existing datasets. The questions are framed 173

in a manner so that they can be fully answered 174

exclusively grounded on the provided reference 175

documents, avoiding being overly subjective or 176

open-ended. To ensure diversity and comprehen- 177

sion across questions, they are designed to cover 178

different types, such as ‘what’, ‘when’, ‘where’, 179

‘why’, etc, and perspectives such as descriptions, 180

explanations, reasons, etc., encapsulating all facets 181

of the information. The questions also traverse 182

diverse levels of knowledge, ranging from basic, 183

generic knowledge to more intricate, specialized 184

knowledge or domain-specific expertise. The gen- 185

eration prompt is shown in Fig. A1. 186

To assure the uniqueness of each question and 187

avoid duplication, we leverage CoSENT6 for Chi- 188

nese and MiniLM7 for English, respectively, to 189

calculate similarities among questions and sift 190

out overly similar ones. We then employ GPT- 191

3.5 (OpenAI, 2023) to assess their answerability, 192

i.e., whether the given questions can be answered 193

based solely on the provided reference documents. 194

This ensures that the questions are fact-based, ob- 195

jective, and possess a definitive answer, thus in- 196

creasing the reliability and consistency of the eval- 197

uation process. The prompt details are in Fig. A2. 198

Finally, we utilize GPT-4 (OpenAI, 2023) to se- 199

lect the top three questions from the lot, consider- 200

ing the following characteristics: 201

1. High authenticity: The questions should be 202

free from any intentionally misleading, am- 203

biguous, or false information. 204

2. High answerability: The questions exhibiting 205

excessive subjectivity, controversy, or predic- 206

tive nature should be excluded. 207

3. Difficulty: A certain level of difficulty should 208

be guaranteed. 209

4. High diversity: Enhancement of overall di- 210

versity in terms of type, complexity, depth of 211

knowledge, etc. Similar questions should be 212

discarded. 213

The question selection prompt is in Fig. A3. This 214

meticulous process of question generation and se- 215

lection not only ensures the quality of the bench- 216

mark but also elevates its value in testing the model 217

6https://huggingface.co/shibing624/
text2vec-base-chinese

7https://huggingface.co/
sentence-transformers/all-MiniLM-L6-v2
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Topic Omar Khayyam

Reference

Ghiyāth al-Dı̄n Abū al-Fath. Umar ibn Ibrāhı̄m Nı̄sābūrı̄, commonly known as Omar Khayyam, was a
polymath, known for his contributions to mathematics, astronomy, philosophy, and 0 Persian poetry...
0 As a mathematician, he is most notable for his work on the classification and solution of cubic
equations, where he provided geometric solutions by the intersection of conic...
## Mathematics
Khayyam was famous during his life as a mathematician. 1 His surviving mathematical works include:
A commentary on the difficulties concerning the postulates of Euclid’s Elements, On the division of a
quadrant of a circle, and On proofs for problems concerning Algebra...
### Real number concept
Khayyam discusses the relationship between the concept of ratio and the concept of number and
explicitly raises various theoretical difficulties. 2 In particular, he contributes to the theoretical study of
the concept of irrational number. ...

Question What were Omar Khayyam’s notable contributions to mathematics?

Answer

0 Omar Khayyam was a mathematician and poet who is best known for his contributions to algebra and
geometry. 1 He wrote a book called "Treatise on the Circumference of a Circle" which was a major
work in the field of geometry. 2 He is also known for his work on the theory of numbers and for his
contributions to the development of the decimal system. 3 I hope my reply is helpful.

Sent 0
Annotation

<Reference> Ghiyāth al-Dı̄n Abū al-Fath. Umar ibn Ibrāhı̄m Nı̄sābūrı̄, commonly known as Omar
Khayyam, was a polymath, known for his contributions to mathematics, astronomy, philosophy, and
Persian poetry.<SEP> As a mathematician, he is most notable for his work on the classification and
solution of cubic equations, where he provided geometric solutions by the intersection of conic.
<Halluciantion> None

Sent 1
Annotation

<Reference> A commentary on the difficulties concerning the postulates of Euclid’s Elements, On the
division of a quadrant of a circle, and On proofs for problems concerning Algebra.
<Halluciantion> Contradictory
<Correction> "Treatise on the Circumference of a Circle" to "On the division of a quadrant of a circle".

Sent 2
Annotation

<Reference> In particular, he contributes to the theoretical study of the concept of irrational number.
<Halluciantion> Unverifiable
<Correction> "and for his contributions to the development of the decimal system." to "".

Sent 3
Annotation <No Fact>

Table 1: Examples of fine-grained hallucination annotation for each sentence in an answer. Related fragments for
each sentence in reference are marked in the same colors (purple, blue, green, and grey for sentence 0, 1, 2, and 3).

hallucinations.218

2.3 Answer Generation219

The third stage involves generating answers for220

each question with different LLMs. In this case,221

we use GPT-3.5 with a reference document to con-222

struct a high-quality answer and an early version223

of InternLM-7B without reference to generate a224

low-quality answer, respectively. Such a design225

allows to evaluation of the LLMs’ hallucination an-226

notation capability under different scenarios com-227

prehensively. Please refer to Fig. A4 for details of228

answer generation with reference.229

2.4 Fine-grained Hallucination Annotation230

The final stage involves fine-grained hallucination231

annotation for the answers to each question gener-232

ated in the previous stages. As shown in Table 1,233

we provide the annotators with documents on a234

specific topic and a related question. For each an-235

swer sentence, the complete annotation includes236

finding the exactly related reference fragments, as-237

sessing the hallucination type, and correcting the 238

hallucinations accordingly. To reduce the exten- 239

sive time and human labor8 and keep accuracy, we 240

adopt GPT-4 (OpenAI, 2023) for preliminary anno- 241

tation, followed by the verification and refinement 242

of human annotators. 243

Specifically, we first apply existing retrieval 244

methods to determine a document window for 245

each answer sentence that accurately encapsu- 246

lates related information. We empirically choose 247

BM25 (Robertson et al., 2009) for both language, 248

and further apply two CoSENT mdoels9 for Chi- 249

nese, and MiniLM10 for English, to rank refer- 250

ence fragments. The ensemble of multiple em- 251

bedding models significantly improves retrieval ac- 252

curacy, which serves as a foundation for accurate 253

hallucination-type classification and hallucination 254

8typically 20 minutes per answer per annotator.
9https://huggingface.co/shibing624/

text2vec-base-chinese and https://huggingface.
co/shibing624/text2vec-bge-base-chinese

10https://huggingface.co/
sentence-transformers/all-MiniLM-L6-v2
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Language # Topic # Ans # Sent # Token (w/,w/o Ref)
English 476 2,626 6,606 4.1M / 642K
Chinese 324 1,772 5,582 2.8M / 683K

Table 2: Number of topics, annotated answers, anno-
tated sentences, and tokens (with and without reference
documents) for each language of ANAH.

correction and reduces the cost of human annota-255

tors to correct the reference fragment. Furthermore,256

to optimize resource utilization of GPT-4 without257

compromising the annotation accuracy, we empir-258

ically determine the context length of reference259

fragments to be 540 tokens for Chinese and 400260

tokens for English. For the remaining unverifiable261

sentences due to the failure of retrieval, we extend262

the window length by sixfold for secondary an-263

notation and finally fix the remaining cases after264

secondary annotation by human annotation.265

Based on the document window for each answer266

sentence, GPT-4 is prompted to identify reference267

fragments and assess whether hallucinations exist.268

If the sentence contains factual information and269

aligns with the reference, its type is ‘No Hallucina-270

tion’. Annotators should also pinpoint the specific271

reference fragments from the original documents.272

If the sentence contradicts the reference, its type273

is ‘Contradictory Hallucination’. The specific ref-274

erence fragments and a suggestion on correcting275

the response are required. If the sentence lacks276

supporting evidence and cannot be verified, its type277

is ‘Unverifiable Hallucination’ and a revision sug-278

gestion is required. If the sentence does not contain279

any factual information for evaluation, it falls under280

the category of ‘No Fact’ without further annota-281

tion. See detailed GPT-4 prompts in Fig. A5. After282

preliminary annotation, human annotation is con-283

ducted following a similar workflow.284

2.5 Dataset Statistics285

Eventually, our dataset covers both English and286

Chinese and comprises over 700 topics, ∼4.3k an-287

notated answers, ∼12k annotated sentences, and288

∼7M tokens with reference documents (Table 2).289

The topics also cover celebrities, events, locations,290

and things, from an array of domains, such as mil-291

itary/politics, health/medicine, and sports, as de-292

picted in Fig. 3. The statistics underscore the com-293

prehensiveness and extensive scale of our dataset.294

We also verify the quality of GPT-4 generated295

annotations by analyzing their consistency with hu-296

man annotations (the higher, the better). As shown297

in Table 3, the average consistency is 86.97%298

Hallucination Type Ref Corr.None Cont. Unver. N.F.
90.19 83.70 75.69 28.67 85.37 78.98

Table 3: Consistency between GPT-4 and human An-
notations , where ‘Cont.’, ‘Unver.’, ‘N.F.’, ‘Ref.’, and
‘Corr.’ are abbreviations of Contradictory, Unverifiable,
No Fact, Reference, and Correction, respectively.

Lang None Cont. Unver. N.F.

EN
w/ Ref 89.94 3.35 5.48 1.23
w/o Ref 41.31 24.07 32.94 1.68

ZH
w/ Ref 74.86 8.04 16.05 1.05
w/o Ref 31.82 28.07 35.86 4.25

Table 4: Proportion of each annotation type for answers
generated with and without reference in English and
Chinese.

for hallucination type, 85.37% for reference, and 299

78.98% for correction. GPT-4 tends to erroneously 300

annotate sentences as ‘No Fact’ when sentences 301

contain referential ambiguity or summary discus- 302

sion, while the type of ‘No Fact‘ only accounts for 303

∼2% of annotated sentences. We provide inconsis- 304

tent examples in §B. 305

Table 4 presents the proportions of hallucina- 306

tion type for answers generated by GPT-3.5 with 307

reference and InternLM without reference. The hal- 308

lucination proportions for answers generated with 309

reference are much higher than those without. Such 310

an observation which is consistent with recent re- 311

search interests in retrieval augmented generation 312

(RAG) (Lewis et al., 2020). 313

Accumulation Effect Thanks to the fine granu- 314

larity of ANAH, we can quantitatively analyze 315

the accumulation or snowball effect of halluci- 316

nations (Zhang et al., 2023). The probability of 317

hallucinations occurring in the current sentence 318

when the previous sentences contain hallucinations, 319

P (Ht|H[0:t−1]), is defined as 320

P (Ht|H[0:t−1]) =
P (Ht, H[0:t−1])

P (H[0:t−1])
,

where H[0:t−1] = ∃t′ ∈ [0 : t− 1] : Ht′ .

(1) 321

Ht is a Boolean indicator that returns true if the 322

current token is hallucinated. The hallucination 323

probability is 58.51% for English and 52.54% for 324

Chinese, while the hallucination probability when 325

the previous sentences don’t contain, P (Ht| ∼ 326

H[0:t−1]), is 14.61% for English and 17.2% for 327

Chinese. P (Ht|H[0:t−1]) is significantly higher 328

than P (Ht| ∼ H[0:t−1]) indicates that the probabil- 329

ity of hallucinations increases when the previous 330

sentences contain hallucinations compared to when 331
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there are not, which quantitatively confirms the332

accumulation effect of hallucinations.333

3 Hallucination Annotator334

Taking advantage of the rich fine-grained annota-335

tions in ANAH, we explore training and evaluating336

both generative and discriminative annotators. The337

generative annotator generates textual annotations338

including reference fragments, hallucination type,339

and correction; while the discriminative annotator340

only focuses on discriminating hallucination type.341

3.1 Generative Annotator342

We adopt the same pipeline and prompts as the343

preliminary annotation of GPT-4 for the genera-344

tive annotator. We first comprehensively analyze345

the current open-source and close-source LLMs’346

ability to generate fine-grained hallucination anno-347

tation using ANAH. Specifically, consistency with348

humans is assessed through the examination of an349

array of multilingual LLMs including Llama2 (Tou-350

vron et al., 2023), InternLM2, Qwen (Bai et al.,351

2023), Baichuan2 (Baichuan, 2023) in different352

sizes, GPT-3.5, and GPT-4.353

In addition, we explore training hallucination354

annotators using InternLM on our dataset. The355

fine-grained annotation involves constructing mul-356

tiple sentence annotations from each answer. When357

constructing the training data, each sentence from358

an answer forms a sample.359

Data Augmentation We perform a multi-task set-360

ting where besides fine-grained hallucination anno-361

tation, we incorporate other tasks including ques-362

tion generation, question selection, answer gener-363

ation from intermediate products of ANAH, and364

dialogue generation from ShareGPT (None, 2023)365

and Dolly (Conover et al., 2023). In addition, we366

apply prompt augmentation by the design of multi-367

ple prompts with varying instruction descriptions,368

relative locations of reference and question, etc.369

Please refer to § A.3 for details.370

3.2 Discriminative Annotator371

Recent works (Wu et al., 2023; Lightman et al.,372

2023; Uesato et al., 2022) explore process-373

supervised reword models to provide fine-grained374

signals in RLHF, which are also useful in halluci-375

nation mitigation process such as RLHF (Wu et al.,376

2023). Thus, we also explore training a sentence-377

level process-supervised discriminative annotator378

using InternLM, based on ANAH, which has the379

potential to be applied for fine-grained RLHF.380

Following the sentence-level information includ- 381

ing references and hallucination type of ANAH, 382

the model is trained to categorize each sentence 383

into one of four types: No/Contradictory/Unverifi- 384

able Hallucination, and No Fact. To enable process 385

supervision and reuse the learned knowledge in 386

LLMs, we replace the last layer of the pre-trained 387

LLM with a four-category linear layer and load 388

the remaining parameters of pre-trained LLMs for 389

further training the annotators. This approach en- 390

sures that the scoring results are compatible with 391

reward models in various aspects, including rele- 392

vance and completeness (Wu et al., 2023). Addi- 393

tionally, the inference time of the discriminative 394

annotator is significantly shorter than that of its 395

generative counterparts. 396

4 Experiments 397

4.1 Implementation 398

Data Split ANAH is divided into training and test- 399

ing sets. To investigate the direction of annotator 400

generalization and dataset scaling, we further di- 401

vide the testing set equally into unseen-topic and 402

unseen-question groups. In the unseen-topic test 403

set, the topics and corresponding references, ques- 404

tions, and answers remain unexposed during train- 405

ing. In the unseen-question test set, the topics have 406

been exposed during training, while the questions 407

remain unexposed. 408

Further details regarding the experimental im- 409

plementation can be found in § C.1 for generative 410

annotator and § C.2 for discriminative annotator. 411

4.2 Evaluation Protocols 412

For the hallucination type predicted by generative 413

and discriminative annotators, we utilize Accuracy 414

to measure the proportion of correctly predicted 415

categorization. As discriminative annotators can 416

only classify hallucination types, we only evaluate 417

reference fragments and corrections predicted by 418

generative annotators and employ RougeL (Lin, 419

2004) and BertScore (Zhang* et al., 2020) to com- 420

pare the generated text with gold-standard human 421

reference in terms of gram, continuity, order and 422

semantics. Since we aspire that the reference sen- 423

tence predicted by generative annotators originate 424

from the document, we also apply n-gram Preci- 425

sion to reflect fidelity to the source information. 426
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Model ACC(%) ↑ RougeL ↑ BERT ↑ Pre4 ↑
GPT-3.5 47.94 29.4 78.78 64.25
GPT-4 86.97 86.32 96.21 86.44
Qwen-7B 4.67 24.28 77.28 44.89
Baichuan2-7B 5.50 4.21 10.65 39.82
LLama2-7B 8.31 4.37 19.93 8.26
InternLM2-7B 12.34 9.54 64.19 55.72
Qwen-14B 8.82 10.53 55.2 85.65
Baichuan2-13B 38.04 23.39 75.27 36.9
LLama2-13B 4.80 5.15 20.16 13.65
InternLM2-20B 63.17 46.36 84.68 94.93
Qwen-72B 55.69 35.96 79.21 77.19
Llama2-70B 12.53 7.13 20.95 43.31
ANAH-7B 79.92 58.51 87.27 94.90
ANAH-20B 81.01 58.82 88.44 94.86

Table 5: Automatic evaluation results for generative hal-
lucination annotators based on different models, where
‘BERT’ and ‘Pre4’ refer to ‘BERTScore’ and ‘4-gram
Precision’, respectively.

Setting ACC↑ RougeL↑ BERT↑ Pre4↑
T Q T Q T Q T Q

G-7B 77.89 78.12 58.02 57.76 87.29 87.27 95.62 95.17
G-20B 80.21 81.81 56.01 61.62 87.96 88.93 94.97 94.77
D-7B 69.15 70.86 - - - - - -
D-20B 72.10 75.95 - - - - - -

Table 6: Evaluation results for generative and discrim-
inative annotators, noted by ‘G’ and ‘D’, respectively.
‘T’ represents the unseen-topic test set, while ‘Q’ repre-
sents the unseen-question test set.

4.3 Overall Results427

Generative Annotator The results on the whole428

testing set in Tab. 5 show current open-source429

LLMs and GPT-3.5 struggle to follow the instruc-430

tions to annotate hallucination in a fine-grained431

manner, while GPT-4 exhibits high consistency432

with humans. Consequently, we train our halluci-433

nation annotators utilizing the train split of ANAH.434

Remarkably, our ANAH-20B achieves an accu-435

racy of 81.01%, surpassing open-source models436

and rivaling GPT-4 in performance with a smaller437

size and lower source cost. We notice our model438

exhibits higher Precision but lower RougeL than439

GPT-4, indicating fidelity to the original documents440

but inaccurate identification of reference fragments441

and correction.442

Discriminative Annotator Tab. 6 shows the ac-443

curacy of the discriminative annotator is relatively444

lower than that of the generative annotator. Thus,445

we analyze the confusion matrices of hallucination446

type for both annotators. Fig. 4 shows the discrimi-447

native annotator is more prone to misjudge into the448

largest category (No Hallucination), with the 2nd449

to 4th row of the 1st column totaling 255, exceed-450

ing 147 for generative annotator, given the data451

imbalance issue depicted in Tab. 4. This suggests452

the current discriminative annotators are more af-453

(a) (b)

(a) (b)

annotator
7,20

scoring 20b
w/o w ref

annotator 20
20 with ref

(a) (b)

Figure 4: Hallucination Type Confusion Matrices for
InternLM2-20B-based generative annotator (a) and dis-
criminative annotator (b).

Setting ACC↑ RougeL↑ BERT↑ Pre4↑
T Q T Q T Q T Q

S.T. 77.89 78.12 58.02 57.76 87.29 87.27 95.62 95.17
M.T. 78.15 81.04 51.49 58.46 85.94 87.55 95.26 94.54
above + D. 69.97 76.48 52.18 56.78 86.05 86.71 95.06 95.33
M.T.+ P.A. 78.41 81.42 58.09 58.93 86.95 87.6 94.88 94.91
above + D. 77.76 81.30 57.98 58.99 86.89 87.58 94.72 94.93

Table 7: Ablation Study for Generative Annotator based
on InternLM-7B in different settings. Here, ‘S.T.’ means
single-task training, which only includes hallucination
annotation task in training, while ‘M.T.’ adopts multi-
task training, which further encompasses several gener-
ative tasks. “+ D” indicates that testing the annotations
with prompt disturbance i.e., the instructions used in
testing are unseen in training. “P.A.” indicates prompt
augmentation is adopted in training.

fected by the imbalance issue of hallucination types 454

and require further modification for improvements, 455

which we leave for future research. Refer to § D 456

for all confusion matrices. 457

Generalization Analysis Tab. 6 also indicates 458

both generative and discriminative annotators per- 459

form better on the unseen-question test set than 460

the unseen-topic test set in the hallucination-type 461

classification task. This suggests leveraging prior 462

knowledge learned from the same topic in training 463

aids in handling exposed references in testing. This 464

implies extending the breadth of topics has higher 465

priority than extending questions of the same topic 466

when scaling the data sizes of hallucination annota- 467

tion in the future. 468

4.4 Ablation Study 469

Data Augmentation As shown in the first two rows 470

of Tab. 7, results are superior in the mix-task setting 471

(introduced in § 3.1) compared to the single-task 472

setting. This suggests that LLMs benefit from the 473

multi-task shared representations and instruction- 474

following ability. 475

In addition, to evaluate the robustness of genera- 476

tive annotators, we introduce disturbance by alter- 477

ing the test instruction descriptions, ensuring they 478

differ from the training instructions. We compare 479

the results obtained without and with prompt aug- 480
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Model ACC w/ Ref ACC w/o Ref
T Q T Q

G-7B 77.89 78.12 57.34 58.69
G-20B 80.21 81.81 59.51 61.2
D-7B 69.15 70.86 60.15 61.32
D-20B 72.10 75.95 63.75 64.37

Table 8: Evaluation results for generative and discrim-
inative annotators. Here, “w/ Ref” means providing
reference documents when annotating, while “w/o Ref”
means without reference documents.

mentation without and with disturbance in the last481

four rows of Tab. 7. The model trained with prompt482

argumentation declines due to perturbations, less483

than that with augmentation (0.39% vs. 6.37% in484

ACC). It reveals models trained on diverse prompt485

formats increase robustness compared to their sin-486

gle prompt format-trained counterparts.487

Reference We further examine the effectiveness of488

reference documents to the performance of the gen-489

erative and discriminative annotators when judging490

the hallucination type. We test the annotators by491

compelling the model to rely solely on its para-492

metric internal knowledge without any references.493

Tab. 8 reveals that only relying on its parametric494

knowledge decreases the prediction accuracy, in-495

dicating the importance of reference in annotating496

hallucinations.497

5 Related Work498

Hallucination Benchmarks can be broadly di-499

vided into two categories. One type of bench-500

mark mainly constructs challenging queries in one/-501

multiple tasks and then evaluates the hallucina-502

tion level in the responses (Lin et al., 2022; Dziri503

et al., 2022a,b, 2021; Rohrbach et al., 2018; Li504

et al., 2024). There are also domain-specific bench-505

marks curated recently, such as sports (Elaraby506

et al., 2023) and medical (Umapathi et al., 2023)507

domains. Besides these English benchmarks, a508

Chinese benchmark, HalluQA (Cheng et al., 2023),509

designs 450 adversarial questions spanning multi-510

ple domains. While these benchmarks lean toward511

arising hallucinations, ANAH aims to provide an512

analytical framework for hallucination annotation.513

Another type of benchmarks can be used to train514

a hallucination detector/annotator and evaluate the515

hallucination level via the detector/annotator (Liu516

et al., 2021; Dziri et al., 2022a; Gupta et al., 2022;517

Laban et al., 2022; Durmus et al., 2020; Wang et al.,518

2020; Li et al., 2023a; Varshney et al., 2023; Yang519

et al., 2023; Muhlgay et al., 2023). All these works520

classify the whole response of LLMs as either hal-521

lucinatory or not. Such a coarse-grained nature522

makes it difficult to conduct more detailed statis- 523

tical analysis. On the contrary, ANAH annotates 524

hallucination for each sentence to different halluci- 525

nation types with correction based on the retrieved 526

reference documents. Furthermore, ANAH col- 527

lects natural responses from LLMs instead of ar- 528

tificially guiding LLMs to produce hallucinatory 529

responses (Li et al., 2023a; Muhlgay et al., 2023). 530

Hallucination Mitigation In the training stage, 531

various techniques such as multi-task learn- 532

ing (Weng et al., 2020; Garg et al., 2019), model 533

editing (Daheim et al., 2023; Ji et al., 2023a), and 534

fine-grained RLHF (Wu et al., 2023) are proposed 535

to mitigate hallucination. For inference time miti- 536

gation, different decoding strategies (Rebuffel et al., 537

2022; Chuang et al., 2023; Shi et al., 2023; Li 538

et al., 2023b) are attempted. There are also multi- 539

agent methods (Du et al., 2023b) and variants of 540

the Chain-of-Thought approach involving verifi- 541

cation or reflection (Dhuliawala et al., 2023; Lei 542

et al., 2023; Ji et al., 2023b; Wang et al., 2023) 543

proposed for LLMs. The hallucination annotators 544

trained on ANAH have the potential to be inte- 545

grated into the training and inference pipeline by 546

offering fine-grained hallucination information for 547

further mitigation. 548

6 Conclusion and Future Work 549

Hallucinations in generative tasks present substan- 550

tial obstacles to the reliability and creditability of 551

LLMs but lack a comprehensive and fine-grained 552

detecting strategy. Thus, we present a bilingual 553

dataset, ANAH for fine-grained hallucination an- 554

notation in GQA covering diverse topics, offering 555

the opportunity to quantitatively analyze hallucina- 556

tion phenomena such as accumulation effect, and 557

facilitating the development of state-of-the-art fine- 558

grained hallucination annotators. Our generative 559

hallucination annotators surpass all open-source 560

LLMs and GPT-3.5 and obtain performance on par 561

with GPT-4. Our generalization experiments in- 562

dicate that improving the breadth of topics in the 563

dataset is more important than extending questions 564

under existing topics in the dataset. 565

This paper paves the way for further scaling up 566

the dataset of ANAH to conduct a systematic eval- 567

uation and analysis of LLM hallucinations, with 568

the trained hallucination annotators. The hallucina- 569

tion annotators also have the potential to be used 570

in the hallucination mitigation pipeline in both the 571

training and inference stages. 572
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7 Limitations573

This benchmark primarily incorporates the widely574

recognized and representative knowledge-intensive575

task, GQA. However, it does not encompass other576

tasks such as summarization and dialogue. During577

the dataset construction, we use GPT-3.5 with a578

reference document to construct a high-quality an-579

swer and an early version of InternLM-7B without580

reference to generate low-quality answers, respec-581

tively. Different models are used in that stage, we582

will further complete and analyze the other settings583

including GPT-3.5 without reference and InternLM-584

7B with reference.585

In addition, our focus predominantly lies on the586

answer generation stage, without considering other587

stages such as the model’s ability to recognize ad-588

versarial questions (Kumar et al., 2023; Zhu et al.,589

2023), red teaming (Ganguli et al., 2022), acknowl-590

edge unknown knowledge (Yin et al., 2023; Ra-591

jpurkar et al., 2018; Amayuelas et al., 2023), and592

retrieve accurate external knowledge once they re-593

alize their parametrical knowledge is not enough.594

8 Ethical Considerations595

We used publicly available reference documents596

for our benchmarks, effectively circumventing any597

possible harm toward individuals or groups. The598

generated data by LLMs were carefully selected599

and processed by humans to secure privacy and con-600

fidentiality. No personal identification information601

was involved, and all data were made anonymous602

before any analysis was conducted.603
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A Prompt934

A.1 Question Generation and Selection935

First, we generate multiple questions based on the936

reference documents via prompts in Figure A1.937

We use GPT-3.5 to filter the open-ended subjec-938

tive questions and make sure of their answerability939

via the prompts in Figure A2.940

We use GPT-4 to select the final questions based941

on authenticity, answerability, difficulty, and vari-942

ety via prompts in Figure A3.943

A.2 Answering under Different Models and944

Scenarios945

We generate answers with the document via946

prompts in Figure A4.947

A.3 Fine-grained Hallucination Annotation 948

We utilize GPT-4 to generate fine-grained halluci- 949

nation annotation via prompts in Figure A5 to A9. 950

B Case Study 951

Table A1, A2, and A3 show the examples where 952

the GPT-4 generated annotation is inconsistent with 953

human annotation. 954

C Implementation Details 955

C.1 Generative Annotator 956

The maximum sequence length is set to 16k. This 957

setting is also held constant in baselines. We load 958

the pre-trained InternLM2-7B model and train it 959

with the following settings and hyper-parameters: 960

the epoch is 1, the batch size is 2, the learning 961

rate is 4e-5, and the AdamW optimizer is with 962

a linear scheduler. We generate responses using 963

sampling implemented via the LMDeploy library11. 964

Our model is trained on 8 NVIDIA A800 GPUs. It 965

takes approximately 1 hour to train. 966

C.2 Discriminative Annotator 967

We use InternLM2-7B and 20B as the base model 968

for training. We train the discriminative annotator 969

on our benchmark with the following settings and 970

hyper-parameters: the epoch is 2, the batch size is 971

8, the learning rate is 1e-5, the AdamW optimizer is 972

with a linear scheduler, and the maximum sequence 973

length is 16k. Our model is trained on 8 NVIDIA 974

A800 GPUs. 975

D Results and Analysis 976

Figure A10 shows the confusion matrices of hallu- 977

cination type for annotators in different sizes. Fig- 978

ure A11 and A12 show the confusion matrices for 979

discriminative annotators under different scenarios 980

in different sizes. 981

E Human Annotation 982

The annotation platform is developed internally by 983

the laboratory. Human annotators, comprising well- 984

educated undergraduates. Their salary is 300 yuan 985

per day which is adequate given the participants’ 986

demographic. An ethics review board approved the 987

data collection protocol. 988

Human annotation involves two stages: (1) 989

screening topics and references, and (2) fine- 990

grained hallucination annotation. We provide com- 991

11https://github.com/InternLM/lmdeploy
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English Prompt:
I would like you to act as a question generator. I will provide references and you will generate 10
questions about "{topic}" based on the reference. The specific requirements are as follows:
1. the questions can be fully answered based only on the reference document, i.e. the answers to the
questions are fully contained in the reference document. The questions should be objective and not too
subjective or open-ended.
2. the 10 questions should be of as many different types as possible, e.g. what, when, where, why.
Questions can be asked from different perspectives, e.g. descriptions, explanations, reasons, etc. Ensure
that the questions are of different types and cover all aspects of the information.
3. 10 questions can cover different levels of knowledge, from general, basic knowledge to more
specialized, complex subject knowledge or domain knowledge.
4. have only one question per item.
Reference: {reference document}
Please list the 10 questions directly based on the above reference without any explanation:

Chinese Prompt:
我希望你充当一个问题生成器。我将提供参考资料，你将根据资料生成关于“{topic}”
的10个问题。具体要求如下：
1. 只根据参考资料，完全可以回答问题，即问题的答案完全包含在参考资料中。问题要客
观，不要太过主观和开放。
2. 10个问题尽量是不同类型的，比如：什么、何时、何地、为什么。问题可以从不同的角度
出发，例如描述、解释、原因等。确保问题类型多样，覆盖资料的各个方面。
3. 10个问题可以涉及不同层次的知识，从常识性、基本性的知识，到更专业化、复杂化的学
科知识或领域知识。
4. 每条只有一个问题。
参考资料： {reference document}
请根据以上参考资料，不做说明直接列出10个问题：

Figure A1: Prompts for Question Generation.

prehensive instructions for each task, including task992

descriptions, precautions, estimated time, three ex-993

amples, and three negative cases, to facilitate un-994

derstanding.995
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English Prompt:
I would like you to act as a question judge. Given several questions, determine if each question meets
all of the following conditions: objective, about facts, has a definitive answer, and not open-ended.
{questions}
Please answer "yes" or "no" in label order, separated by line breaks and without any explanation.
Chinese Prompt:
我希望你充当一个问题判断器。分别判断下列问题是否满足以下所有条件：客观的、关于事
实的、有确切答案的、非开放的。
{questions}
请按标号顺序回答“是”或“否”，用换行符隔开，不加任何解释说明。

English Prompt:
I would like you to act as a question answerability judge. I will provide a question and reference
document, and you will judge whether the question is fully answerable based only on the reference
document, i.e., whether the answer is included in the reference.
Reference document: {reference document}
Question: {question}
Is it possible to answer the question at all, based only on the reference document? Please answer "yes"
or "no" directly without any explanation.
Chinese Prompt:
我希望你充当一个问题可回答性判断器。我将提供问题和参考资料，你将判断只根据参考文
档，是否完全可以回答问题，即答案是否包含在参考资料中。
参考文档：{reference document}
问题：{question}
只根据参考文档，是否完全可以回答问题？请直接回答“是”或“否”，不加任何解释说
明。

Figure A2: Prompts for Question Answerability Judge.

English Prompt:
Good questions have the following characteristics: 1. high degree of truthfulness: the question contains
no intentionally misleading, ambiguous or false information. 2. high answerability: remove questions
that are too subjective, controversial, or predictive. 3. have a certain level of difficulty for the model. 4.
increase the overall diversity (in terms of type, complexity, depth of knowledge, etc.), and remove
questions that are similar to other questions. Combine the above evaluation metrics and select the 3
best problems among these. Please respond directly to the question numbers, separated by commas,
without any explanation.

Chinese Prompt:
好的问题具有以下特征： 1. 真实度高：问题中有没有故意误导、含糊不清或者虚假的信息。
2. 可回答性高：去掉过于主观、有争议、预测类的问题。 3. 对于模型有一定的难度。 4. 增
加整体的多样性（类型、复杂度、知识深度等方面）,去除和其他问题相似的问题。综合以
上评价指标，在这些问题中选择3个最好的问题。请直接回复问题编号，用逗号隔开，不加
任何解释说明。

Figure A3: Prompts for Question Selection.
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English Prompt:
Reference document: {reference document}
Please answer the question based on the above reference: {question}

Chinese Prompt:
参考资料：{reference document}
请根据以上参考资料，回答问题：{question}

Figure A4: Prompts for Answering.

English Prompt:
I would like you to act as a hallucination annotator in an answer. I will provide a reference document
and a question about "{name}" and you will judge whether the answer point contains hallucinations.
The specific requirements are as follows:
1. If the point is supported by and consistent with the reference document, please write <Hallucination>
None. And write the specific reference segment: <Reference> XXX. If there are multiple reference
segments, please use "<SEP>" to separate them. Reference segments should be copied directly from
the original text without modification.
2. If the point contradicts the reference document, please write: <Hallucination> Contradictory. And
write the specific reference segment: <Reference> XXX. Also, write how to modify the answer:
<Correction> "XXX" to "YYYY". If you need to delete XXX, write: <Correction> "XXX" to "".
3. If the point cannot be verified and there is no evidence in reference to support it, please write:
<Hallucination> Unverifiable. And write the specific reference segment: <Reference> XXX. Also,
write how to modify the answer: <Correction> "XXX" to "YYYY". If you need to delete XXX, write:
<Correction> "XXX" to "".
4. If the point does not contain any factual information to be judged, please write: <No Fact>.
Question: {question}
Reference: {reference document}
Point: {answer sentence}
Please annotate:

Chinese Prompt:
我希望你充当一个回答中的幻觉标注器。我将提供关于“{name}”的参考资料和问题，你将
判断回答的要点是否含有幻觉。具体要求如下：
1. 如果要点与参考文档一致，请写：<幻觉>无。并注明参考片段：<参考>XXX。如果有多个
参考片段，请用“<SEP>”分隔。参考片段应直接从原文复制，不需修改。
2. 如果要点与参考文档矛盾，请写：<幻觉>矛盾。并注明参考片段：<参考>XXX。同时
说明如何修改回答：<改正>“XXX”改为“YYY”。如需删除内容XXX，请写：<改正>将
“XXX”改为“”。
3. 如果要点无中生有，找不到证据支撑，无法验证，请写：<幻觉>无法验证。并注明参考
片段：<参考>XXX。同时说明如何修改回答：<改正>“XXX”改为“YYY”。如需删除内
容XXX，请写：<改正>将“XXX”改为“”。
4. 如果要点不包含待判断的事实信息，请写：<无事实>。
问题：{question}
参考文档：{reference document}
回答要点：{answer sentence}
请标注:

Figure A5: Prompts for Fine-grained Hallucination Annotation.
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English Prompt:
I would like you to act as a hallucination annotator in an answer. I will provide a reference document
and a question about "{name}" and you will judge whether the answer point contains hallucinations.
The specific requirements are as follows:
1. If the point is supported by and consistent with the reference document, please write <Hallucination>
None. And write the specific reference segment: <Reference> XXX. If there are multiple reference
segments, please use "<SEP>" to separate them. Reference segments should be copied directly from
the original text without modification.
2. If the point contradicts the reference document, please write: <Hallucination> Contradictory. And
write the specific reference segment: <Reference> XXX. Also, write how to modify the answer:
<Correction> "XXX" to "YYYY". If you need to delete XXX, write: <Correction> "XXX" to "".
3. If the point cannot be verified and there is no evidence in reference to support it, please write:
<Hallucination> Unverifiable. And write the specific reference segment: <Reference> XXX. Also,
write how to modify the answer: <Correction> "XXX" to "YYYY". If you need to delete XXX, write:
<Correction> "XXX" to "".
4. If the point does not contain any factual information to be judged, please write: <No Fact>.
Reference: {reference document}
Question: {question}
Answer: {answer sentence}
Please annotate:

Chinese Prompt:
我希望你充当一个回答中的幻觉标注器。我将提供关于“{name}”的参考资料和问题，你将
判断回答的要点是否含有幻觉。具体要求如下：
1. 如果要点与参考文档一致，请写：<幻觉>无。并注明参考片段：<参考>XXX。如果有多个
参考片段，请用“<SEP>”分隔。参考片段应直接从原文复制，不需修改。
2. 如果要点与参考文档矛盾，请写：<幻觉>矛盾。并注明参考片段：<参考>XXX。同时
说明如何修改回答：<改正>“XXX”改为“YYY”。如需删除内容XXX，请写：<改正>将
“XXX”改为“”。
3. 如果要点无中生有，找不到证据支撑，无法验证，请写：<幻觉>无法验证。并注明参考
片段：<参考>XXX。同时说明如何修改回答：<改正>“XXX”改为“YYY”。如需删除内
容XXX，请写：<改正>将“XXX”改为“”。
4. 如果要点不包含待判断的事实信息，请写：<无事实>。
参考文档：{reference document}
问题：{question}
回答要点：{answer sentence}
请标注:

Figure A6: Prompts for Fine-grained Hallucination Annotation.
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English Prompt:
I would like you to act as a hallucination annotator in an answer. I will provide a reference document and
a question about "name" and you will judge whether each point of the answer contains hallucinations.
The specific requirements are as follows:
1. If the point does not contain any factual information to be judged, please write: <No Fact>. And end
the annotation.
2. If the point contains factual information, please find the specific reference segment and write:
<Reference> XXX. If there are multiple reference segments, please use "<SEP>" to separate them.
Reference segments should be copied directly from the original text without modification.
3. If the point is supported by and consistent with the reference document, please write: <Hallucination>
None.
4. If the point contradicts the reference document, please write: <Hallucination> Contradictory. Also,
write how to modify the answer: <Correction> "XXX" to "YYYY". If you need to delete XXX, write:
<Correction> "XXX" to "".
5. If the point cannot be verified and there is no evidence in reference to support it, please write:
<Hallucination> Unverifiable. Also, write how to modify the answer: <Correction> "XXX" to "YYYY".
If you need to delete XXX, write: <Correction> "XXX" to "".
Question: {question}
Reference: {reference document}
Please annotate the answer:{answer sentence}

Chinese Prompt:
我希望你充当一个回答中的幻觉标注器。我将提供关于“name”的参考资料和问题，你将判
断回答的每个要点是否含有幻觉。具体要求如下：
1. 如果要点不包含待判断的事实信息，请写：<无事实>，并结束标注。
2. 如果要点包含事实信息，请找相关的参考片段，请写：<参考>XXX。如果有多个参考片
段，请用“<SEP>”分隔。参考片段应直接从原文复制，不需修改。
3. 如果要点与参考文档一致，请写：<幻觉>无。
4. 如果要点与参考文档矛盾，请写：<幻觉>矛盾。同时说明如何修改回答：<改正>“XXX”
改为“YYY”。如需删除内容XXX，请写：<改正>将“XXX”改为“”。
5. 如果要点无中生有，找不到证据支撑，无法验证，请写：<幻觉>无法验证。同时说明如何
修改回答：<改正>“XXX”改为“YYY”。如需删除内容XXX，请写：<改正>将“XXX”
改为“”。
问题：{question}
参考文档：{reference document}
请标注要点：{answer sentence}

Figure A7: Prompts for Fine-grained Hallucination Annotation.
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English Prompt:
Imagine you are a detective who specializes in identifying hallucinations. I will provide you with refer-
ence documents and questions about "name" and you will need to evaluate each point of information in
the responses for the presence of hallucinations. Please follow the steps below:
- If the information point does not contain a fact that can be judged, mark: <No Fact> and end the
annotation.
- If the information point contains a fact, list the corresponding reference: <Reference> XXX. If there
is more than one, separate them with "<SEP>". Please ensure that the reference information is copied
directly from the original text and does not need to be altered.
- If the information point is consistent with the reference, please mark: <Hallucination> None.
- If the information point contradicts the reference, please mark it as <Hallucination> Contradictory
and include a correction: <Correction> "XXX" to "YYYY". When something needs to be eliminated,
write: <Correction> "XXX" to "".
- If the information point cannot find relevant evidence, or cannot be verified, please mark: <Halluci-
nation> Unverifiable, and include a correction: <Correction>"XXX" to "YYYY". When you need to
eliminate something, please write: <Correction> "XXX" to "".
Question: {question}
Reference: {reference document}
Please annotate the information point: {answer sentence}

Chinese Prompt:
想象你是一个专门鉴别幻觉的侦查员。我将向你提供关于“name”的参考文档和问题，你需
要评估回答中的每个信息点是否存在幻觉。请按以下步骤进行：
-如信息点不包含可判断的事实，请标明：<无事实>，并结束评估。
-如信息点包含事实，请列出相应的参考信息点：<参考>XXX。若有多个，请以“<SEP>”分
隔。请确保参考信息直接复制自原文，无需更改。
-如信息点与参考内容一致，请标注：<幻觉>无。
-如信息点与参考内容相矛盾，请标注：<幻觉>矛盾，并附上改正方法：<改正>“XXX”改
为“YYY”。需要剔除某内容时，请写：<改正>将“XXX”改为“”。
- 如信息点无法找到相关证据，或无法验证，请标注：<幻觉>无法验证，并附上改正方
法：<改正>“XXX”改为“YYY”。需要剔除某内容时，请写：<改正>将“XXX”改为“
”。
问题：{question}
参考文档：{reference document}
请标注信息点：{answer sentence}

Figure A8: Prompts for Fine-grained Hallucination Annotation.
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English Prompt:
You are now a hallucination detection system. I will provide you with a reference document and a
question on the topic "name". Your task is to analyze the responses to the question and determine
whether or not there is a hallucination for each point. The steps of the assessment are as follows:
- If it does not contain factual information that needs to be judged, write: <No Fact> and stop the
assessment.
- If facts are included, identify the relevant reference clip. Write: <Reference> XXX. Separate multiple
references with "<SEP>". Please copy the reference fragment directly from the original without
modification.
- If the points are identical to the reference, write: <Hallucination> None.
- If the main points are contradictory to the reference document, write: <Hallucination> Contradictory.
Include a suggestion for revision: <Correction> "XXX" to "YYY". If a section needs to be deleted,
write: <Correction> "XXX" to "".
- If no evidence can be found to support a point, or if it cannot be verified, write: <Hallucination>
Unverifiable, with a suggested change: <Correction> "XXX" to "YYYY". If a section needs to be
deleted, write: <Correction> "XXX" to "".
Question: {question}
Reference: {reference document}
Please analyze the point:{answer sentence}

Chinese Prompt:
你现在是一个幻觉检测系统。我会为你提供关于主题“name”的一篇参考文档和一个问题。
你的任务是分析问题的回答，判断每个要点是否存在幻觉。评估步骤如下：
-如果没有包含需要判断的事实信息，请写：<无事实>，并停止评估。
-如果包含事实，找出相关参考片段。请写：<参考>XXX。多个参考片段请用"<SEP>"分隔。
参考片段请直接从原文复制，不要修改。
-如果要点与参考完全一致，请写：<幻觉>无。
-如果要点与参考文档存在矛盾，写：<幻觉>矛盾。并附上修改建议：<改正>“XXX”改为
“YYY”。如果需要删除某部分，写：<改正>将“XXX”改为“”。
- 如果无法找到证据支持要点，或无法验证，写：<幻觉>无法验证，并附上修改建议：<改
正>“XXX”改为“YYY”。如果需要删除某部分，写：<改正>将“XXX”改为“”。
问题：{question}
参考文档：{reference document}
请分析要点：{answer sentence}

Figure A9: Prompts for Fine-grained Hallucination Annotation.

19



Topic Fear of crime

Reference

Reference 0: The fear of crime refers to the fear of being a victim of crime as opposed to the actual
probability of being a victim of crime. The fear of crime, along with fear of the streets and the
fear of youth, is said to have been in Western culture for "time immemorial". While fear of crime
can be differentiated into public feelings, thoughts and behaviors about the personal risk of criminal
victimization, distinctions can also be made between the tendency to see situations as fearful, the actual
experience while in those situations, and broader expressions about the cultural and social significance
of crime and symbols of crime in people’s neighborhoods and in their daily, symbolic lives...
# Interpersonal communication and the mass media
Hearing about events and knowing others who have been victimised are thought to raise perceptions of
the risk of victimisation. This has been described as a ’crime multiplier’, or processes operating in the
residential environment that would ’spread’ the impacts of criminal events... A subject’s criminal risk
perception is exaggerated by peer-communication on crime and only moderated by the own experience.
Public perceptions of the risk of crime are no doubt also strongly shaped by mass media coverage.

Question What are the three different components of risk perception that may interact in relation to the likelihood
of falling victim to crime?

Selected
Ans Sent

The three different components of risk perception that may interact in relation to the likelihood of
falling victim to crime are:
1. Perceived Risk: This refers to an individual’s subjective assessment of the likelihood of being a
victim of crime. It is influenced by factors such as personal experience, media coverage, and social
norms.
2. Actual Risk: This refers to the objective probability of being a victim of crime, based on statistical
data and crime patterns.
3. Perceived Benefits and Costs: This refers to an individual’s assessment of the benefits and costs of
taking precautions to reduce their risk of being a victim of crime.
It is influenced by factors such as the perceived effectiveness of different precautions, the perceived
costs of taking precautions, and the perceived benefits of not taking precautions.

GPT-4
Annotation <No Fact>

Human
Annotation

<Reference> Reference 0: A subject’s criminal risk perception is exaggerated by peer-communication
on crime and only moderated by the own experience. Public perceptions of the risk of crime are no
doubt also strongly shaped by mass media coverage.
<Halluciantion> None

Table A1: An example for inconsistent GPT-4 and human annotation.
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Topic Neo-Freudianism

Reference

Reference 0: Neo-Freudianism is a psychoanalytic approach derived from the influence of Sigmund
Freud but extending his theories towards typically social or cultural aspects of psychoanalysis over the
biological...Karen Horney theorized that to deal with basic anxiety, the individual has three options:
Moving toward others: Accept the situation and become dependent on others. This strategy may
entail an exaggerated desire for approval or affection. Moving against others: Resist the situation and
become aggressive. This strategy may involve an exaggerated need for power, exploitation of others,
recognition, or achievement. Moving away from others: Withdraw from others and become isolated.
This strategy may involve an exaggerated need for self-sufficiency, privacy, or independence...

Question What are the three options that Karen Horney theorized individuals have to deal with basic anxiety?

Selected
Ans Sent

Karen Horney theorized that individuals have three options to deal with basic anxiety:
1. Moving towards people: This option involves seeking out social connections and relationships in
order to feel safe and secure. Individuals who choose this option may become overly dependent on
others and struggle with feelings of inadequacy.
2. Moving against people: This option involves competing with others and striving for power and
control in order to feel safe and secure. Individuals who choose this option may become overly
aggressive and struggle with feelings of insecurity.
3. Moving away from people: This option involves withdrawing from social connections and relation-
ships in order to feel safe and secure. Individuals who choose this option may become overly detached
and struggle with feelings of loneliness and isolation.

GPT-4
Annotation

<Halluciantion> Unverifiable
<Correction> "Individuals who choose this option may become overly aggressive and struggle with
feelings of insecurity." to "Karen Horney theorized that to deal with basic anxiety, the individual has
three options: Moving toward others (becoming dependent on others), moving against others (becoming
aggressive), or moving away from others (becoming isolated)."

Human
Annotation

<Reference> Reference 0: Moving against others: Resist the situation and become aggressive. This
strategy may involve an exaggerated need for power, exploitation of others, recognition, or achievement.
<Halluciantion> None

Table A2: An example for inconsistent GPT-4 and human annotation.

Topic Psychosis

Reference

Reference 0: Psychosis, any of several major mental illnesses that can cause delusions, hallucina-
tions, serious defects in judgment and other cognitive processes, and the inability to evaluate reality
objectively... Other medical conditions associated with psychoses include thyroid disease, vitamin
deficiencies, liver disease, epilepsy, Parkinson disease, and encephalitis. Disorders of sleep or pro-
longed sensory deprivation can also cause hallucinations and delusions. [1,6]Many drugs can alter
brain function and cause symptoms of psychoses.

Question How are hallucinations related to abnormal brain activity?

Selected
Ans Sent

Hallucinations are a symptom of abnormal brain activity. Hallucinations can be caused by a variety
of factors, including mental illness, substance abuse, and neurological disorders. When the brain is
not functioning properly, it can produce hallucinations as a result of abnormal activity in the visual,
auditory, or other sensory systems. For example, in schizophrenia, the brain’s dopamine system is
overactive, leading to hallucinations and delusions. Similarly, in Parkinson’s disease, abnormal activity
in the basal ganglia can cause visual hallucinations. Other conditions, such as epilepsy and migraines,
can also cause hallucinations as a result of abnormal brain activity. Overall, hallucinations are a
symptom of abnormal brain activity and can be caused by a variety of underlying conditions.

GPT-4
Annotation

<Reference> Reference 0: Other medical conditions associated with psychoses include thyroid disease,
vitamin deficiencies, liver disease, epilepsy, Parkinson disease, and encephalitis. Disorders of sleep or
prolonged sensory deprivation can also cause hallucinations and delusions.
<Halluciantion> None

Human
Annotation

<Reference> Reference 0: Other medical conditions associated with psychoses include thyroid disease,
vitamin deficiencies, liver disease, epilepsy, Parkinson disease, and encephalitis.
<Halluciantion> Unverifiable
<Correction> "and migraines" to "".

Table A3: An example for inconsistent GPT-4 and human annotation.
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Figure A10: Hallucination Type Confusion Matrices
for Generative Annotators. (a) InternLM2-7B-based
annotator (b) InternLM2-20B-based annotator
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Figure A11: Hallucination Type Confusion Matrices for
Discriminative Annotators based on InternLM2-7B. (a)
without reference (b) with reference(a) (b)
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(a) (b)Figure A12: Hallucination Type Confusion Matrices for
discriminative annotators based on InternLM2-20B. (a)
without reference (b) with reference
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