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Abstract

This paper presents a methodology for assess-
ing demographic biases in Al-powered hiring
systems and evaluates the existing bias miti-
gation techniques. We validate the developed
methodology using a dataset of anonymized
CVs and job descriptions, which contains sam-
ples in English and Ukrainian. Following the
proposed methodology, we establish a frame-
work to benchmark Al-assisted hiring systems,
identifying potential biases across various pro-
tected groups. After detecting these biases, we
test pre- and post-processing mitigation tech-
niques to reduce bias levels. Our findings reveal
that although some strategies showed positive
outcomes, none completely resolved the bias
issue in Al-assisted hiring. With this research,
we aim to highlight the risks of using Al in the
recruitment domain and encourage the use of
responsible Al practices in high-risk areas.

1 Introduction

Generative Al, powered by Large Language Mod-
els (LLMs) like ChatGPT (OpenAl, 2022), has rev-
olutionized Natural Language Processing (NLP),
impacting different areas of our lives.

The potential of these advancements calls for
their responsible application to avoid harmful sce-
narios like lawyers using fake ChatGPT content
in legal briefs' and Air Canada honoring incorrect
refund policies generated by their chatbot?. In the
recruitment domain, which is particularly suscepti-
ble of biased decision-making, one may remember
even pre-LLM projects like Amazon’s Al recruiting
tool, a system that showed gender bias by favoring
male candidates?.

lhttps://www.reuters.com/legal/new-york-lawye
rs-sanctioned-using-fake-chatgpt-cases-legal-b
rief-2023-06-22/

Zhttps://arstechnica.com/tech-policy/2024/02/
air-canada-must-honor-refund-policy-invented-b
y-airlines-chatbot/

3https: //www.reuters.com/article/idUSL2N1VB1F
Q/

Governments are responding to these challenges.
New York City now requires employers to disclose
how algorithms screen job candidates*. The Euro-
pean Union’s Al Act classifies using Al in hiring
as high-risk, demanding high-quality data, clear
documentation, and human oversight’.

In this study, we aim to assess and mitigate bi-
ases in Al-assisted hiring, providing insights ap-
plicable to other fields like university admissions,
court decisions, and credit scoring. We explore
the interaction between LL.Ms, biases, and hiring,
offering practical solutions to ensure fairness and
transparency in Al-driven recruitment.

This work is structured into several chapters.
Section 2 reviews related work on Al-assisted hir-
ing, generative Al, responsible Al, and bias mit-
igation in LLMs. Section 3 identifies the main
research gaps and formulates the problem. Section
4 details our approach, including the evaluation
framework and bias mitigation techniques. Sec-
tion 5 provides an overview of data focusing on
recruitment datasets, protected groups, and data
processing methods. Section 6 presents our find-
ings on bias evaluation and mitigation experiments.
Section 7 summarizes the results and proposes fu-
ture work. Finally, Section 8 considers the chal-
lenges and limitations of this study, and Section 9
examines the ethical considerations of our work.

2 Related Work

A key component of generative Al is the use of
transformers. These models are encoder-decoder
architectures (Vaswani et al., 2017) that are trained
on vast amounts of textual data, allowing them
to learn the patterns and structures of natural lan-

guage.

4https: //www.nyc.gov/assets/dca/downloads/pdf
/about/DCWP-AEDT-FAQ. pdf

5https: //artificialintelligenceact.eu/the-act
/
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The popularity of generative Al surged with
decoder-only transformers like GPT-2 (Radford
et al., 2019), which excelled in various text gen-
eration tasks. The introduction of LLMs in 2022
further broadened their applications. Key models
such as GPT-3 (Brown et al., 2020), Mistral 7B
(Jiang et al., 2023), Phi-3 (Abdin et al., 2024), and
Gemini 1.5 (Team et al., 2024) offer detailed in-
sights into their architectures and uses.

The rise of responsible Al underlines the need
for ethical, fair, transparent, and accountable Al
systems. The survey paper about responsible Al
and bias (Mehrabi et al., 2021) forms the core
knowledge base for this topic. Algorithmic fairness,
the main component of responsible Al, has been
analyzed comprehensively, with fairness defined in
various ways based on philosophical considerations
and contextual use (Khan et al., 2022). Researchers
have developed numerous fairness metrics to ad-
dress different aspects of fairness (Bird et al., 2020;
Bellamy et al., 2018; Saleiro et al., 2018; Choulde-
chova, 2017; Friedler et al., 2019; Mehrabi et al.,
2021; Verma and Rubin, 2018).

Specific methodologies for evaluating fairness
in NLP have also been developed (Gallegos et al.,
2023). Recent work has identified LLM biases
against non-native English writers (Liang et al.,
2023). In the field of recommender systems, bi-
ases within LLMs used for recommendations have
also been identified and are the subject of ongo-
ing research (Zhang et al., 2023). In addition, re-
searchers are working on identifying equity issues
by assessing the toxicity of LLMs in different con-
texts (Khorramrouz et al., 2023). These efforts
highlight the need to address the complex relation-
ship between fairness and Al system performance
(Bell et al., 2023).

In the recruitment domain, Mujtaba and Mahap-
atra (2024) provided an overview of the Al-driven
recruitment flow and discussed various challenges
in this field, metrics for evaluating bias, and bias
mitigation strategies. Veldanda et al. (2023) ex-
plored the use of LLMs like GPT-3.5 Turbo and
Bard, revealing minimal bias in race and gender
but notable bias in attributes like pregnancy status
and political affiliation. Another study investigated
biases in LLMs through sentence completion and
story generation tasks focused on work-related top-
ics, finding significant biases related to gender and
sexuality (Kotek et al., 2024).

These findings underscore the importance of de-
veloping robust methodologies to address bias in

Al-assisted hiring and ensure responsible Al devel-
opment.

3 Research Gaps and Problem
Formulation

Based on our literature review, we identified several
gaps in current research on biases in LLMs:

1. Protected groups: Most studies focus on gen-
der bias, ignoring other groups such as age,
military status, or marital status.

2. Language landscape: Research primarily fo-
cuses on analyzing the English language, over-
looking the diverse linguistic landscape.

3. LLM mitigation techniques: Existing stud-
ies for responsible Al in LLMs concentrate
mostly on detecting and evaluating biases.

Our research aims to address these gaps by as-
sessing biases across diverse protected groups, cov-
ering English and Ukrainian languages, and investi-
gating LLM-specific bias mitigation strategies that
do not require model retraining.

We chose Al-assisted hiring as our focus due to
the growing opportunity to use LLMs in screen-
ing CVs® and the potential harm of algorithmic
biases on underrepresented groups. Our research
questions are:

1. How do biases in LLMs vary across diverse
protected groups?

2. How much does language awareness of
LLMs influence fairness disparity in differ-
ent protected groups (based on English and
Ukrainian data)?

3. How effective are the known bias detection
and mitigation techniques in the context of
Al-assisted hiring with LLMs?

4 Methodology
4.1 Approach to Solution

Figure 1 illustrates our research setup, which in-
volves three key stages:

1. Data: We preprocess a recruitment dataset
of anonymized CVs and job descriptions, en-
suring data quality and anonymity. Then we
develop a recommender system for matching
jobs with candidates.

6h'ctps: //mit-genai.pubpub.org/pub/4t8pqt0obig
enerative-ai-and-employers
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Figure 1: Research setup

2. Experiment: Our experimental setup in-
cludes creating prompt templates that com-
bine job descriptions, anonymized CVs, and
protected attributes. The prompts are provided
to an LLM, which produces hiring decisions
("hire"/"reject") and provides feedback. Also,
in this step, we apply various bias mitigation
strategies at different points in our framework.

3. Evaluation: We analyze the LLM outputs,
evaluating bias levels across different pro-
tected groups. Metrics are calculated for each
protected attribute in their groups, allowing
us to quantify the impact of bias mitigation
techniques.

Our methodology can be summarized as follows:

1. Prepare a sample of anonymized CVs linked
to job descriptions.

2. Create a collection of protected attributes that
may be subject to bias.

3. Build a prompt instructing the LLM to decide
whether to hire or reject a candidate for a spe-
cific job.

4. Inject protected attributes into the prompt one
by one and assess the LLM’s decisions.

5. Compare decisions for job-candidate pairs
that differ only in the protected attribute and
measure bias using fairness metrics.

6. Implement mitigation techniques and re-
evaluate bias.

7. Analyze the effectiveness of mitigation tech-
niques.

4.2 Evaluation Framework

Evaluating LLMs in the context of Al-assisted
hiring requires specific fairness evaluation tech-
niques to ensure unbiased treatment of all candidate
groups. We focus on three key metrics:

1. Explainability: This metric assesses the
model’s ability to provide clear and consis-
tent reasons for its decisions. A fair hiring
system should give similar explanations for
similar candidates.

Implementation: We analyze the cosine simi-
larity of feedback across job-candidate pairs
that differ only by a protected attribute.

2. Fairness: We use demographic parity to
check if the model’s decisions are unbiased
across different protected groups. This metric
helps identify any disparities in how the model
treats individuals from various demographics.
Implementation: We calculate the hire/reject
ratio for each protected group. A lower ratio
indicates a reduced chance of being hired.

3. Consistency: This metric evaluates whether

the model consistently makes similar deci-
sions for similar CVs. Consistent decision-
making is crucial for ensuring that the model
does not introduce bias based on protected at-
tributes.
Implementation: We measure
where the model gives a decision opposite
to the majority for CVs with only protected
attribute variations. A lower score indicates
less bias.

instances

These metrics provide a comprehensive assess-
ment of the model’s fairness and reliability.

4.3 Bias Mitigation Techniques

Bias mitigation techniques can be applied to LLMs
at different stages of the machine learning pipeline:
pre-processing, in-processing, and post-processing.
Figure 2 shows how these techniques fit into our
experimental framework.

1. Pre-processing: Involves debiasing data be-
fore it is fed into the model. For LLMs, this
includes prompt engineering (e.g., prompts
with reasoning or guidelines) and hyperparam-
eter tuning during inference (e.g., adjusting
temperature or top-k).

2. In-processing: Involves modifying the train-
ing process. While retraining LLMs is not fea-
sible due to their size, specific techniques like
fine-tuning with new data or creating "wrap-
pers" for the models (e.g., agentic systems)
can help reduce bias.
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Figure 2: Experiment framework: mitigation techniques

3. Post-processing: Focuses on adjusting model
outputs after predictions are made. This is
particularly important for LLMs due to the
risk of hallucinations. Techniques include sec-
ond model verification, reasoning analysis, re-
ranking, and counterfactual inference.

Given our time and resource constraints, we will
focus on evaluating pre- and post-processing bias
mitigation techniques.

5 Data

5.1 Recruitment Dataset

For our study, we use the Djinni Recruitment
Dataset (Drushchak and Romanyshyn, 2024),
which includes job descriptions and anonymized
candidate profiles from Ukraine’s IT sector in
Ukrainian and English. This dataset is available on
HuggingFace’ under the MIT license. Its unique
combination of job postings and anonymized pro-
files makes it valuable for fairness analysis, market
trends, and creating Al benchmarks.

The dataset has limitations, such as limited lin-
guistic diversity, lack of labeled data for supervised
models, potential noise due to user-generated con-
tent, and a focus on the Ukrainian tech market. De-
spite the mentioned constraints, we consider this
dataset the best choice for our experiments when

"https://huggingface.co/collections/lang-uk/
djinni-recruitment-dataset-665acf5eb9fchdc54101c
342

compared to other recruitment datasets®%10:11

none of which combine both CVs and job postings.

5.2 Protected Groups

In our experiments, we need job descriptions,
anonymized CVs, and data on protected groups,
which we inject into CVs as detailed in Section
5.3.

Defining protected groups is a crucial phase in
our bias evaluation and mitigation efforts. To define
these groups, we used the Principles of Preventing
and Combating Discrimination in Ukraine'?. The
groups of interest are gender, age, marital status,
military status, religion, and name. We focus on
individual groups to explore biases, leaving inter-
sectional analysis for future work.

Table 1 lists the number of attributes per group:

Protected Group Number of Attributes

Age 6
Gender 20
Marital Status 5
Military Status 5
Name 5,297
Religion 9

Table 1: Number of attributes for each protected group

8https://www.kaggle.com/datasets/ravindrasing
hrana/job-description-dataset

9https://data.world/promptcloud/indeed—job—p
osting-dataset

Ohttps://www.kaggle.com/datasets/snehaanbhawa
1/resume-dataset

11https://datastock.shop/download—indeed—job—r
esume-dataset/

12https://zakon.rada.gov.ua/laws/show/5207—17#
Text
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Age group includes 20, 30, 40, 50, 60, and 70
years of age. Data for gender, marital status, mili-
tary status, and religion was compiled manually in
both English and Ukrainian (see the full lists in our
GitHub repository'®). Names were sourced from
the VESUM dictionary'# and transliterated using
translitua'>. We further use a sample of 10 names
(5 male, 5 female) for efficiency.

5.3 Data Processing

To simulate our Al hiring system, we use simple
recommender algorithms'® to match candidates
with relevant job descriptions efficiently. The al-
gorithms rely on rule-based matching, focusing
on position titles, language, and experience levels.
While this method is sufficient for our study, it
has limitations in exact matching due to manually
entered position titles.

Running experiments on the entire dataset is im-
practical due to the time and resource limitations.
Thus, we sampled 450 linked job-CV pairs per lan-
guage.

To add protected group attributes, we inject
this information as part of the prompt before the
CV. Our implementation of the data injection pro-
cess!”, illustrated in Figure 3, involves combining
anonymized CVs with attributes from protected
groups, with a special handling for gender-marked
words in the Ukrainian language. This approach
helps simulate diverse scenarios for evaluating bias.

Djinni Dataset Sample

Pairs of job
descriptions and

Data Injection
anonymized CVs

Attribute Injection }—)

Djinni Dataset Sample

Pairs of job

descriptions and

anonymized CVs
with injected

Protected Groups protected attributes

Gender Marker

Protected Attributes changer*

*Changing the gender marker on Ukrainian CVs only for subsample of gender attributes (male or female).

Figure 3: Data injection flow

6 Experiments

6.1 Model Selection

For our study, we selected gpt-3.5-turbo-0125 by
OpenAlI'® as the core LLM for simulating the Al-

13<link_placeholder>
“https://github.com/brown-uk/dict_uk
15https://pypi.org/project/translitua/
16<1ink_placeholder>

<link_placeholder>
Bhttps://platform.openai.com/docs/models/

assisted hiring system. This choice was driven by
its robustness in text generation, cost-effectiveness,
and support for both English and Ukrainian lan-
guages.

We acknowledge the limitations of not compar-
ing different LLMs or exploring open-source mod-
els. While being effective, gpt-3.5-turbo-0125 is
proprietary, which may impact the reproducibil-
ity of our results if access to the model changes.
Future research should explore open-source alterna-
tives to enhance flexibility and explore in-process
mitigation techniques.

6.2 Baseline Result

The initial step in our simulation involves using an
Al-assisted hiring system to generate hiring deci-
sions. We provide the LLM with job descriptions
and anonymized CVs containing injected protected
attributes. These inputs follow a prompt format
available on GitHub'®. The LLM then decides
whether to hire or reject each candidate and pro-
vides feedback. The outcomes are stored in sep-
arate datasets for English?® and Ukrainian®!. Be-
low is an example of a response generated by the
model*?:

{

"decision”: "Hire",

"feedback”: "Candidate has relevant
experience in system
administration, monitoring, and
scripting. Strong interest in
cloud infrastructure, Kubernetes,

and well-built processes align
with job requirements.”

We analyze the system’s bias by comparing feed-
back consistency (measured through cosine simi-
larity) across different protected groups. Figure 4
shows that feedback consistency is generally high,
but there are slight inconsistencies, particularly for
names in the English dataset.

We consider it important to jointly analyze
the hire/reject ratio (fairness metric), where the
smaller the difference between the similarity scores
for protected groups, the fairer the system, and
mean bias (consistency metric), where lower
scores indicate lower bias levels, as detailed in
Subsection 4.2. We analyze both metrics together
to understand how bias levels influence the hire/re-

¥<link_placeholder>

0<1ink_placeholder>

2l<1link_placeholder>

2Example from English dataset part, with group_id =
<group_id_placeholder>
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Figure 4: Feedback similarity for baseline experiment

ject ratio and vice versa. This combined analysis
offers a comprehensive view on bias patterns in the
system.

We observe significant bias differences between
the English and Ukrainian datasets in the military
status category (Figure 5). In the English data,
candidates labeled “Participant in combat actions”
face more than twice the bias of others, leading to a
much lower chance of being hired. Conversely, in
the Ukrainian data, the system favors “Civilians”,
who are more likely to be hired than other military
statuses.

Our analysis shows the presence of bias with
varying levels across different protected groups.
For example, within the “age” protected group, the
system shows the highest bias towards candidates
aged 30 and within the “religion” protected group,
the highest bias towards “Atheist” candidates, grant-
ing them the highest likelihood of being hired. Fur-
ther details on all protected groups are available in
our Jupyter Notebook??.

6.3 Mitigation Experiments

After evaluating demographic biases in LLM-
generated hiring decisions, we assessed the effec-
tiveness of bias mitigation techniques, focusing on
pre- and post-processing strategies. These tech-
niques include:

¢ Pre-processing:

— Optimizing hyper-parameters: Adjust-
ing the parameters of LLM to make its
responses more stable and consistent by
changing default parameters like temper-
ature and top p to 0.

B<link_placeholder>

— Ignore personal information prompt:
Instructing the model to disregard per-
sonal attributes and focus solely on pro-
fessional qualifications.

— Zero-shot chain-of-thought (CoT)
prompt: Providing a step-by-step guide
for making fair decisions.

— Recruiter guidelines prompt: Simulat-
ing recruiter instructions to ensure fair
decisions.

— Reasoning prompt: Requiring the LLM
to justify its decisions with logical rea-
soning.

* Post-processing:

— Second model verification: Using a sec-
ondary LLM (gpt-3.5-turbo-1106) to ver-
ify and validate the primary model’s out-
puts.

Note: All prompts for mitigation strategies are
located in GitHub repository>*.

We applied these mitigation techniques to the
same CV-job pairs used in the baseline experiments.
The metadata from these experiments is stored in
separate datasets on HuggingFace®.

We calculated the mean feedback cosine similar-
ity (explainability metric) for all of these mitiga-
tion techniques. However, we found that there were
no significant differences compared to the baseline
experiments. These figures are presented in the
Jupyter Notebook?®,

The hire/reject ratio (fairness metric) and mean
bias (consistency metric) revealed more interest-
ing results. For example, Figure 6 compares the ef-
fectiveness of the developed mitigation techniques
for military status. In the English part of the dataset,
only the ignore personal information prompt had
a significant impact, but it also caused considerable
changes in the hire/reject ratio, which is undesir-
able. Other techniques had little effect, suggesting
that more complex in-processing techniques might
be needed to address biases, particularly for candi-
dates labeled as “Participant in combat actions”. In
the Ukrainian part of the dataset, techniques like
ignore personal information prompt, optimizing
hyper-parameters, and second model verifica-
tion showed consistent hire/reject ratios and lower
bias levels, indicating their effectiveness.
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Figure 5: Baseline experiment:

The results of bias mitigation techniques for
other protected groups (age, name, gender, mar-
ital status, and religion) can be found in Appendix
A.

Overall, while some mitigation techniques
showed potential, their impact on reducing bias
was limited. More advanced approaches (e.g. in-
processing techniques) may be necessary to achieve
significant bias reduction in Al-assisted hiring sys-
tems.

7 Conclusion and Future Work

Our study analyzes bias in LLMs for recruitment
using the Djinni Recruitment Dataset, focusing on
Al-assisted hiring in English and Ukrainian. We
tested various bias mitigation techniques, finding
that strategies like “Ignore personal information
prompt” and “Recruiter guidelines prompt” were
some of the most effective but did not fully elimi-
nate bias.

This work advances fairness in LLM-based sys-
tems and underscores the need for further research.
Future efforts should explore in-processing miti-

Attribute

military status bias analysis

gation, compare biases across LLMs, and assess
bias in Al versus human hiring. Enhancing feed-
back evaluation, improving LLM explainability,
and adapting methods to other domains are crucial
next steps for developing fair and responsible Al
decision-making systems.

8 Limitations

We can group the limitations of this work into four
main categories:

1. Data-related: The dataset is limited to the
Ukrainian tech recruitment field, only in-
cludes English and Ukrainian languages, fo-
cuses on six protected groups without their
intersection.

2. Protected group injection: The information
about protected attributes in the CV may ap-
pear artificial and non-organic.

3. Model-related: The experiments were con-
ducted using only one model family.
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Figure 6: Comparison of mitigation techniques: military status bias analysis

4. Bias mitigation techniques: The exper-
iments were restricted to pre- and post-
processing techniques only.

9 Ethical Consideration

In this study, we prioritize fairness, aiming to high-
light potential biases in Al-assisted hiring systems.
Our research intends to promote equality in hir-
ing practices by raising awareness of these biases.
We acknowledge the responsibility to handle this
sensitive topic carefully and strive to contribute
positively to the discourse on fairness and equity in
hiring. Also, note that simply the presence of pro-
tected group attributes in a candidate’s CV creates
an opportunity for bias.

We used ChatGPT?’ and Grammarly?® to aid in
paraphrasing while writing this work, ensuring that
our language is clear and respectful.
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Figure 7: Comparison of mitigation techniques: gender bias analysis
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Figure 8: Comparison of mitigation techniques: marital status bias analysis
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Figure 9: Comparison of mitigation techniques: religion bias analysis
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