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Abstract
Open-source AI libraries are foundational to mod-
ern AI systems but pose significant, underexam-
ined risks across security, licensing, maintenance,
supply chain integrity, and regulatory compliance.
We present LibVulnWatch, a graph-based agentic
assessment framework that performs deep, source-
grounded evaluations of these libraries. Built on
LangGraph, the system coordinates a directed
acyclic graph of specialized agents to extract, ver-
ify, and quantify risk using evidence from trusted
sources such as repositories, documentation, and
vulnerability databases. LibVulnWatch generates
reproducible, governance-aligned scores across
five critical domains, publishing them to a public
leaderboard for longitudinal ecosystem monitor-
ing. Applied to 20 widely used libraries, includ-
ing ML frameworks, LLM inference engines, and
agent orchestration tools, our system covers up to
88% of OpenSSF Scorecard checks while uncov-
ering up to 19 additional risks per library. These
include critical Remote Code Execution (RCE)
vulnerabilities, absent Software Bills of Materials
(SBOMs), licensing constraints, undocumented
telemetry, and widespread gaps in regulatory doc-
umentation and auditability. By translating high-
level governance principles into practical, verifi-
able metrics, LibVulnWatch advances technical
AI governance with a scalable, transparent mecha-
nism for continuous supply chain risk assessment
and informed library selection.

1. Introduction
As AI systems are adopted in high-stakes settings, there is
growing pressure to ensure that governance objectives are
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grounded in technical practice. Yet a gap remains between
policy intent and the engineering work required to meet
it, limiting oversight and increasing the risk of unintended
harms (Reuel et al., 2025). Technical AI Governance aims
to address this challenge by developing tools and methods
that enable safe, verifiable, and accountable deployment.

A critical yet underexamined area is the AI software sup-
ply chain. Open-source libraries and frameworks underpin
most machine learning systems but introduce legal, security,
maintenance, and regulatory risks that are often missed by
conventional assessment tools (Wang et al., 2025; Alevizos
et al., 2024), which typically provide surface-level checks
and lack a holistic, in-depth view of these vulnerabilities.

We present LIBVULNWATCH, an agent-based system
aligned with key Technical AI Governance capaci-
ties—Assessment, Security, Operationalisation, and Ecosys-
tem Monitoring (Reuel et al., 2025). The system uses Lang-
Graph to coordinate LLM agents for structured evaluations
across five domains: licensing, security, maintenance, de-
pendency management, and regulatory compliance. Each
finding is supported by verifiable evidence from repositories,
advisories, and documentation.

Results are published to a public Hugging Face leaderboard1

to support ongoing monitoring. Applied to 20 widely used
AI libraries—covering ML frameworks, inference tools, and
agent systems—LIBVULNWATCH shows:

• Up to 88% coverage of OpenSSF Scorecard checks;

• Up to 19 additional risks per library, including RCEs,
missing SBOMs, and compliance gaps;

• Governance-aligned, reproducible scores for trans-
parent comparison and decision-making.

LIBVULNWATCH helps operationalize governance princi-
ples through technical evaluation, supporting more informed
and accountable use of open-source AI infrastructure.

1The leaderboard and all per-library assessment reports are pub-
licly available on Hugging Face at https://huggingface.
co/spaces/holistic-ai/LibVulnWatch.
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2. Related Work
While adversarial inputs and data poisoning are well-studied,
system-level vulnerabilities in AI pipelines are gaining at-
tention (Wang et al., 2025). Wang et al. analyzed 529
LLM supply chain issues, exposing flaws in application
and serving components. Chen et al. found recurring bugs
in frameworks like TensorFlow and PyTorch (Chen et al.,
2023). LLM-based vulnerability detection has been ex-
plored (Zhou et al., 2024), though false positives remain a
concern. Supply chain threats such as dependency confu-
sion and package hijacking are detailed by Ladisa et al. and
Ohm et al.(Ladisa et al., 2023; Ohm et al., 2020). Tools
like OpenSSF Scorecard assess project hygiene(Zahan et al.,
2023), but focus on surface metrics and lack deep vulnerabil-
ity analysis. LangChain and LangGraph support multi-agent
workflows (LangChain AI, 2025a;b), forming the basis for
several assessment pipelines. Our system extends this infras-
tructure with domain-specific agents focused on software
risk. This supports goals in technical AI governance around
traceability, compliance, and oversight (Raji et al., 2020;
Reuel et al., 2025). It complements efforts like the AI Inci-
dent Database (McGregor, 2021) and bug bounty platforms
(e.g., Huntr (Huntr, 2024)) by enabling public, ongoing
evaluation of AI libraries.

3. Methodology
Our approach operationalizes key Technical AI Governance
capacities via a multi-stage, agentic evaluation pipeline and
integrated search. This section details the pipeline’s archi-
tecture, risk assessment framework, evaluation protocol, and
benchmarking procedures.

3.1. Governance-Aligned Risk Assessment Framework

We define a comprehensive risk assessment framework
adapted from established open-source and AI risk tax-
onomies. It encompasses five governance-relevant domains:
License Analysis (assessing legal terms, commercial use,
patent grants, compliance); Security Assessment (evaluat-
ing known vulnerabilities, security history, patching, pol-
icy adherence); Maintenance Indicators (analyzing release
frequency, contributor activity, project governance, issue
resolution); Dependency Management (examining SBOM
availability, transitive risks, supply chain controls); and
Regulatory Considerations (reviewing documentation for
GDPR/AI Act alignment, explainability, and audit readi-
ness). Each domain is operationalized as a distinct assess-
ment module within the agentic workflow, guided by engi-
neered prompts enforcing key concept coverage and quan-
tifiable metric extraction.

3.2. Agentic, Graph-Based Assessment Workflow

Our system employs a structured, agentic workflow im-
plemented as a DAG using a modern agent orchestration
framework. For more detailed implementation and experi-
mental settings, please refer to Appendix A.1. This ensures
modularity, consistency, and parallelism. Integrating the
LLM, structured data handling, and search capabilities (uti-
lizing standard web search APIs like Google Search API,
with support for local RAG), the workflow comprises:

• Planning: An initial agent generates a detailed as-
sessment plan adhering strictly to the five core risk
domains and formulates initial research queries based
on the target library.

• Iterative Section Synthesis: For each planned sec-
tion (corresponding to a risk domain), a dedicated
agent iteratively performs targeted searches against
authoritative sources (official documentation, security
databases, repository metadata using specialized query
patterns), aggregates evidence, and synthesizes assess-
ments. This synthesis process is strictly governed by
prompts enforcing:

– Structured Reporting: Each risk factor is re-
ported in a predefined table with the factor, ob-
served data, risk rating, justification, and a pro-
posed control.

– Quantification Mandate: Agents must extract
specific, verifiable metrics (e.g., counts, dates,
versions) instead of qualitative summaries.

– Evidence Requirement: All key claims must be
supported by direct citation links to the source
evidence.

– Missing Information: Agents must indicate
when information is unavailable; such gaps raise
the risk rating by default. A quality check en-
forces completeness and, if unmet, triggers a loop
with refined queries (up to a fixed depth) to im-
prove evidence or fill gaps.

• Report Compilation: A final agent synthesizes in-
dividual section findings into a consolidated report,
including an executive summary adhering to a defined
structure (risk dashboard, emergency issues, prioritized
controls, mitigation strategy).

• Public Reporting and Ecosystem Monitoring: The
finalized report is programmatically published to a pub-
lic leaderboard. This facilitates Ecosystem Monitoring
and accountability by dynamically ranking libraries by
Trust Score and highlighting key risks. We follow re-
sponsible disclosure practices for any new, non-public
vulnerabilities identified during the assessment.
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3.3. Library Selection and Evaluation Protocol

We evaluated 20 diverse open-source AI libraries span-
ning the AI lifecycle, selected for representative cover-
age (see Table 1 for list and scores). Libraries were cho-
sen from three key functional categories: Core ML/DL
Frameworks include PyTorch (Paszke et al., 2019), Ten-
sorFlow (Abadi et al., 2016), ONNX (ONNX, 2025), Hug-
gingface Transformers (Wolf et al., 2020) and JAX (Brad-
bury et al., 2025); LLM Inference & Orchestration tools in-
clude TensorRT (NVIDIA, 2025), LlamaIndex (Liu, 2022),
SGLang (Zheng et al., 2023), vLLM(Kwon et al., 2023),
LangChain (LangChain AI, 2025a), and Text Generation
Inference (Hugging Face, 2025); and AI Agent Frameworks
include Browser Use (Müller & Žunič, 2024) CrewAI (Cre-
wAI, 2025), MetaGPT(Zhang & colleagues, 2024), Lang-
Graph (LangChain AI, 2025b), SmolAgents (Roucher et al.,
2025), Stagehand (Browserbase, 2025), Composio (Compo-
sio, 2025), Pydantic AI (Pydantic, 2025), and Agent Devel-
opment Kit (Google, 2025) . Selection aimed for diversity
in function, community size, maturity, and impact. Each
library underwent the full protocol; results are public.

3.4. Assessment Metrics and Scoring

We employ a 1-5 numerical scale for risk rating within each
of the five governance-relevant domains outlined above (Sec-
tion 3.1), where 1 indicates High Risk, 3 Medium Risk, and
5 Low Risk. As detailed in the workflow description (Sec-
tion 3.2), each rating requires justification tied to specific,
verifiable evidence thresholds defined in the prompts. The
detailed criteria defining Low Risk (Score 5), Medium
Risk (Score 3), and High Risk (Score 1) for each do-
main are provided in Appendix A.3. Intermediate scores
(2 or 4) may be assigned based on the agent’s assessment
when evidence suggests a risk level between these defined
thresholds. Critically, the absence of necessary information
for assessment (e.g., no public security policy or SBOM)
on any key risk factor is also explicitly defined as a High
Risk indicator (Score 1). The overall Trust Score provides a
composite measure by aggregating the five domain scores
(Li, Se,Ma,De,Re):

Trust(l) =
1

5

∑
d∈{Li,Se,Ma,De,Re}

d(l)

.

3.5. Baseline Benchmarking and Novelty Analysis

We use the OpenSSF Scorecard (Zahan et al., 2023) as a
baseline to evaluate our agent. This involves identifying the
main repository, running the Scorecard, and comparing its
output with our agent’s report to derive two key metrics:

• Baseline Alignment(%): The percentage of relevant

Scorecard checks addressed in the agent’s report, cal-
culated as Coverage = # matched checks

# applicable checks × 100.

• Novelty Yield (#): The number of unique, meaningful
issues identified by the agent but missed by the Score-
card, defined as Yield = # unique agent-only findings.

4. Results
We assessed 20 open-source AI libraries—including core
ML/DL frameworks, LLM inference/orchestration tools,
and agent frameworks—using our agent system. Bench-
marking against the OpenSSF Scorecard (Zahan et al.,
2023), we identified risk areas and demonstrated the unique
strengths of agent-based evaluation. Example reports can
be found in Appendix A.5, A.7, A.8, A.9, and A.6.

4.1. Benchmarking and Alignment Analysis

We benchmarked our agentic system against the OpenSSF
Scorecard to evaluate alignment and identify unique con-
tributions. Table 1 presents key metrics defined in
Section 3—Baseline Alignment (overlap with Scorecard
checks) and Novelty Yield (unique findings)—across all
evaluated libraries, grouped by functional category and in-
cluding category averages. While observed Baseline Align-
ment for most libraries ranged from 55% to 88%, indicating
substantial overlap, the agentic system consistently surfaced
a significant Novelty Yield (typically 5-13 unique findings
per library) not captured by baseline tools. Notably, agen-
tic reports sometimes missed formal contributor declara-
tions, CI testing evidence, binary artifact identification, and
explicit security testing policies flagged by the baseline,
suggesting areas for agent refinement or continued explicit
checks. Examples of critical risks identified by the agentic
process beyond conventional automated scans, contributing
to Novelty Yield, include:

• Complex RCEs from insecure defaults or subtle data
processing flaws.

• Systemic SBOM absence and supply chain/transitive
dependency risks.

• Pervasive regulatory/privacy compliance gaps (GDPR,
HIPAA, AI Act).

• Widespread lack of governance mechanisms (audit
trails, explainability, privacy controls).

• Undocumented telemetry/data collection (e.g., in one
AI agent framework).

• Potential patent risks from unclear/insufficient licens-
ing for core ML algorithms.
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Table 1. Baseline Alignment and Novelty Yield Across Libraries

Library
Baseline

Alignment (%)
Novelty
Yield (#)

Core ML/DL Frameworks 77.1 6.8

PyTorch 88.2 8
JAX 61.1 12
Tensorflow 72.2 5
ONNX 87.5 5
Huggingface Transformers 76.5 4

LLM Inference & Orchestration 73.7 7.8

TensorRT 68.8 5
LlamaIndex 82.4 7
SGLang 73.3 5
vLLM 73.3 7
LangChain 72.2 19
Text Generation Inference 72.2 6

AI Agent Frameworks 76.2 9.1

Browser Use 88.2 7
CrewAI 71.4 13
MetaGPT 57.1 7
LangGraph 77.8 7
SmolAgents 73.3 9
Stagehand 83.3 6
Composio 68.8 5
Pydantic AI 88.2 10
Agent Development Kit 77.9 7

4.2. Aggregated Domain Risk Findings and Patterns

Detailed library-by-library trust scores across the five pri-
mary domains and the composite Trust Score are provided
in the Appendix (Table 2). Analysis of these scores reveals
notable patterns across the evaluated libraries and risk do-
mains. Aggregate Trust Scores varied by category, with
Core ML/DL frameworks generally scoring higher than
newer AI Agent frameworks, potentially reflecting greater
maturity. Common weaknesses were observed across the
ecosystem, particularly in:

• Dependency Management: Widespread absence of
SBOMs hindering transparency, poorly managed transi-
tive dependencies, and lack of automated vulnerability
scanning were common.

• Regulatory Considerations: Significant gaps ex-
isted regarding comprehensive documentation for
GDPR/HIPAA/AI Act compliance and features for
model explainability or audit logging.

• Security: Many libraries exhibited vulnerabilities
like RCEs, unsigned releases, and insecure CI/CD
pipelines, with newer frameworks often lacking mature
disclosure policies.

• License Analysis: While often permissive, nuanced
risks like potential patent issues or conflicts with re-

strictive licenses (e.g., AGPL) were found, and formal
patent grants were frequently missing.

• Maintenance Indicators: Established libraries
showed robust core maintenance, but patterns of un-
maintained sub-projects or less transparency/slower
resolution in newer frameworks posed risks.

5. Discussion and Limitation
Our findings indicate that while many evaluated AI libraries
are technically sophisticated, they often exhibit significant
deficits in enterprise readiness, particularly concerning the
common weaknesses identified in supply chain security
and regulatory preparedness detailed in Section 4.2. Proac-
tive vulnerability management also appears underdeveloped
across the ecosystem. The agentic approach effectively
identified critical risks missed by standard checks, with
high Novelty Yield often pointing to complex vulnerabili-
ties (RCEs, supply chain flaws, license risks, governance
gaps) requiring contextual understanding.

Benchmarking against OpenSSF Scorecard contextualizes
these findings. The substantial Baseline Alignment observed
(detailed in Section 4.1) confirms that the agent recognizes
standard indicators, while variations across library cate-
gories are insightful. Higher alignment in mature Core
ML/DL frameworks likely reflects better documentation
accessibility. The observation that newer AI Agent Frame-
works showed higher alignment than LLM Inference tools
might stem from recent community scrutiny. A library’s
functional niche seems more predictive of its risk profile
than complexity alone.

5.1. Limitation

Despite its strengths, our approach has limitations. The
agent did not consistently identify all baseline Scorecard
factors (e.g., binary artifacts, contributor agreements), sug-
gesting areas for refinement. Assessments are limited by
public information availability and represent a snapshot
(May 2025) of rapidly evolving libraries. Assessment qual-
ity depends on underlying LLM capabilities and potential
biases; prompt sensitivity could influence results. Compu-
tational resources for deep analysis might pose scalability
challenges for continuous monitoring. Finally, the pervasive
lack of documentation on regulatory compliance, privacy,
and explainability across the ecosystem inherently limits
assessment depth in these critical domains.
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A. Appendix
A.1. Implementation Details

Notably, LibVulnWatch is highly scalable, with the cost of analyzing a single library being approximately $0.10 when
using gpt-4.1-mini. Our implementation was inspired by the Open Deep Research repository2. We redesign the graph
design and defined domain-specific prompts based on relevant knowledge to guide the evaluation. All experiments used
gpt-4.1-mini. OpenSSF Scorecard (Zahan et al., 2023) checks were run on the primary GitHub repository of each
target library and we used the Google Search API for evidence retrieval. The automated workflow begins with high-level
search-based planning, followed by domain-specific iterative retrieval until sufficient evidence is gathered for each of the
five domains. These are processed in parallel to generate draft findings, which are combined into a full report including an
executive summary. The report is then validated by identifying the main GitHub repository, running the Scorecard, and
comparing outputs using an LLM. Figure 1 shows the full workflow, including parallel domain evaluation, retrieval loops,
synthesis, and benchmarking.

Figure 1. Workflow of the automated agent. Each risk domain (License, Security, Maintenance, Dependency, Regulatory) runs in parallel,
with controlled-depth evidence retrieval and drafting. The results are synthesized into a report, benchmarked using the OpenSSF Scorecard,
and then published with monitoring.

2https://github.com/langchain-ai/open_deep_research
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A.2. Detailed Risk Assessment Scores

Table 2 presents the aggregated trust scores for each library across the five primary risk domains and the composite
Trust Score, as delineated in Section 3. Scores are normalized to a 1–5 scale (higher scores indicate lower risk). This
quantitative overview offers a comparative snapshot of specific strengths and vulnerabilities prevalent throughout the AI
library ecosystem. The table also includes group averages for the Trust Score.

Table 2. Detailed Risk Assessment Scores Across Libraries and Domains (Li: License, Se: Security, Ma: Maintenance, De: Dependency,
Re: Regulatory, Trust: Trust Score; Scale: 1-5, higher is better)

Library Li Se Ma De Re Trust

Core ML/DL Frameworks 13.0

PyTorch 5 1 3 1 3 13
JAX 5 3 4 1 1 14
Tensorflow 5 1 3 1 3 13
ONNX 5 1 3 1 1 11
Transformers 5 1 4 1 3 14

LLM Inference & Orchestration 11.8

TensorRT 5 1 5 1 3 15
LlamaIndex 5 1 3 1 3 13
SGLang 5 1 3 1 1 11
vLLM 3 1 4 1 1 10
LangChain 5 1 1 1 3 11
Text Generation Inference 5 1 3 1 1 11

AI Agent Frameworks 11.4

CrewAI 5 1 3 1 1 11
MetaGPT 5 1 5 1 1 13
LangGraph 1 1 3 1 3 9
SmolAgents 5 1 1 1 1 9
Stagehand 5 3 1 1 1 11
Composio 1 1 5 1 3 11
Browser Use 5 1 4 1 3 14
Pydantic AI 5 1 3 1 1 11
Agent Development Kit 5 3 4 1 1 14

A.3. Detailed Risk Rating Criteria

The risk scoring within each domain is anchored by the following criteria derived from the agent system prompts:

• Low Risk (Score 5) is associated with:

– License: Permissive (e.g., MIT, Apache 2.0, BSD) with clear terms and compatibility.
– Security: No CVEs in the past 24 months, a robust security policy, and rapid fixes (e.g., <7 days).
– Maintenance: More than 10 active contributors, monthly or more frequent releases, and prompt issue response

(e.g., <24 hours).
– Dependencies: SBOM available, fewer than 20 direct dependencies, and evidence of automatic updates.
– Regulatory: Clear compliance documentation and a complete audit trail.

• Medium Risk (Score 3) is associated with:

– License: Moderate restrictions or unclear patent provisions.
– Security: 1-3 minor CVEs in the past 12 months, a basic security policy, and moderate response times (e.g., 7-30

days).
– Maintenance: 3-10 active contributors, quarterly releases, and issue response times of 1-7 days.
– Dependencies: Partial SBOM, 20-50 direct dependencies, and some transitive visibility.
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– Regulatory: Incomplete compliance documentation or partial audit readiness.

• High Risk (Score 1) is associated with:

– License: Restrictive terms (e.g., GPL/AGPL), incompatible terms, or other legal concerns.
– Security: Critical or multiple CVEs, a missing security policy, or slow response times (e.g., >30 days).
– Maintenance: Fewer than 3 active contributors, infrequent releases (e.g., >6 months), or poor issue response.
– Dependencies: No SBOM, more than 50 direct dependencies, or known vulnerable transitive dependencies.
– Regulatory: Missing compliance documentation or failure to meet essential regulations.

As noted in the Methodology, the absence of critical information on any key risk factor is also typically rated as High
Risk (Score 1), and intermediate scores (2 or 4) can be assigned based on the agent’s nuanced assessment between these
thresholds.

A.4. Leaderboard Pictures

Figure 2. One of LibVulnWatch’s Leader board Figure 3. One of LibVulnWatch’s Leader board

Figure 4. One of LibVulnWatch’s Leader board Figure 5. One of LibVulnWatch’s Leader board

9



LibVulnWatch: Monitoring AI Library Vulnerabilities

A.5. License Case Study: LangGraph

Our LibVulnWatch system identified that while LangGraph specifies an MIT license in its repository, a more comprehensive
analysis revealed connections to LangChain’s Terms of Use that affect its licensing status. This demonstrates the system’s
capability to analyze complex licensing relationships beyond source code, providing a more holistic assessment than the
OpenSSF Scorecard, which primarily considers repository-level licensing information.

Figure 6. LangGraph License Analysis from the Generated Report
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A.6. Security Case Study: JAX

The system correctly identified that JAX had no CVEs for 2 years and pointed out, after examining GitHub Action links,
that it lacks an explicit security CI workflow.

Figure 7. JAX Security Analysis from the Generated Report
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A.7. Maintenance Case Study: vLLM

The system analyzed vLLM’s recent GitHub contributions and issues to identify maintenance trends.

Figure 8. vLLM Maintenance Analysis from the Generated Report
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A.8. Dependencies Case Study: Huggingface Transformers

The system examined Huggingface’s dependencies, SBOM, and policies for a comprehensive assessment.

Figure 9. Huggingface Transformers Dependencies Analysis from the Generated Report
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A.9. Regulatory Case Study: Browser Use

The analysis linked browser agent library characteristics to the EU AI Act with relevant supporting references.

Figure 10. Browser Use Regulatory Analysis from the Generated Report
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