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Abstract 
  The Value Alignment between human and AI is a 
crucial pathway to prevent ethical issues in AI, where 
misalignment of equal values will lead to significant 
risks. AI agent enters into the value alignment of 
equality which happened as human-to-human in the 
past and it has made the existing inequality problem 
present three new characteristics: the individualization 
of opinion leaders, the embeddedness of group dis-
crimination, and the dynamic of weak position. Simul-
taneously, the tension between human-AI interaction 
brings about new inequality risks under three forms as 
follow: “AI used by human”, “human used by AI”, and 
“human cannot use AI”. To guard against these risks, 
firstly, both the review of subjects in the technology 
center and the protection of subjects in the periphery 
should be strengthened, based on the sense of commu-
nity. And from the perspective of “lex digitalis”, the 
legal interpretation can give the right of equality a dig-
ital connotation and the normative review mechanism 
can improve anti-discrimination reviewing. Besides, 
it’s feasible to consolidate the principle of “leniency 
entry, rigor exit” for technical review, coping with the 
problem between the uncertainty of technology and 
value conflict. Through three dimensions above, the 
equality-value review mechanism could be con-
structed. This mechanism aims to improve the safety 
and trustworthiness of AI, and additionally grasp op-
portunities of forging equality-value consensus in risk 
society. 
Keywords: AI alignment; human-machine interac-
tion; equality-value; risk prevention 

1. Introduction 
As AI technology evolves, interactions between intelli-

gent agents and human activities deepen. Current AI re-
search is shifting from data-driven to value-driven approaches. 
[[1], [24]] However, technological logic does not inherently 
embody human value pursuits; conversely, it may erode and 
reshape human values and moral sensibilities. Yet the true 
root of risk lies not solely in technological proliferation, but 
largely in human intellectual shortcomings. [[2], p.24] The 
apprehension and concerns surrounding technology stem 
fundamentally from humanity’s current intellectual capacity 
being insufficient to navigate the uncertainties of technolog-
ical advancement. Artificial intelligence is challenging hu-
man intellectual superiority with its formidable tool capabil-
ities. Although the status of intelligence and intellect re-
mains unchallenged, maintaining human-machine value 
alignment remains imperative. This remains a crucial path-
way for mitigating the ethical risks AI development poses to 
human society. [3]  

Among these values, equality is the most vulnerable value. 
Inequality within human society, particularly its hidden 
forms, is commonplace. The algorithmic black box prevents 
us from discerning when or in what capacity AI causes ine-
quality, compel-ling us to guard against value misalignment 
by prioritizing the greatest predictable risks. While “equal-
ity” is universally recognized as a normative principle in 
modern society, its essence remains entangled in ideological 
and circular reasoning. [4] As Hegel observed, its ideologi-
cal expressions often function as tautologies. [[5], p.300] In 
contrast, AI as a decision-maker makes inequality concrete 
and pervasive. This highlights a fundamental divide: AI's in-
strumental rationality, stripped of emotion, often conflicts 
with the moral sensibilities central to human judgment. Take 
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the “Trolley Problem” as an example. When posing this sce-
nario to multiple large language models, compelling them to 
act as entities capable of manipulating a lever, they consist-
ently emphasized the ethical di-lemma yet ultimately chose 
to “pull the lever”. Critically, if the equality value logic and 
judgment criteria constructed and applied are viewed merely 
as products for evaluating technology, humanity risks be-
coming enslaved to technology. [[26], pp.162-164] 

The present paper aims to illuminate new changes in the 
protection of equal rights in the digital age unlocked by the 
Fourth Industrial Revolution, and how humanity can re-
spond to these risks. Ultimately, the paper thus sets out not 
simply to describe the new era of digital, but to critically 
examine these shifts from the perspective of technological 
evolution, and it aims to correspond to broader societal 
changes and to articulate a forward-looking framework.  

 
2. The Role of AI in Equality Realization 

Artificial intelligence algorithms themselves may repli-
cate or even increase inequalities such as bias and discrimi-
nation.[6]And misalignment of human-machine values will 
exacerbate this risk, whether it is misalignment, that is, there 
are problems with value input, such as human input of 
wrong values, untrue value intentions, etc.; Or alignment 
failure, where AI receives and outputs results that do not 
align with human value preferences and intentions. The 
meaning of equality, which was originally constantly 
aligned between people (groups) and people (groups), is 
now aligned between humans and artificial intelligence at 
the same time, and AI currently shows two behavioral roles 
when participating in ethical decision-making. 
2.1 A Machine Executing Human Morality 

AI systems centered on large language models primarily 
learn and mimic human moral directives. In forward align-
ment between humans and machines, reward models play a 
crucial role. They define which AI behaviors and outcomes 
receive positive reinforcement for aligning with equality 
values, and which incur negative reinforcement for poten-
tially causing inequality. Through the iterative cycle of “out-
put-feedback-relearning-output”, the AI acquires value 
logic closer to human expectations. Ultimately, when re-
sponding to ethical tasks, AI is expected to “proxy” human 
decision-making—both assisting users in accomplishing ob-
jectives and aligning with their intentions.[7] 

Similar to legal representation, large models only operate 
upon receiving a “mandate” through instructions, strictly ex-
ecuting human morality without exceeding human capacity 
to generate ethics. Researched on the “spiritual humanism 
problem” opposes value alignment at the “general” level. 
Those researchers argue that even in the intelligent era, AI 
functions within a narrow “instrumental dimension”, re-
maining “subsumed under human-dominated new life and 
social orders” and incapable of autonomously interfering 

with, modifying, or creating human moral orders.[8] How-
ever, even if large models consistently produce outcomes 
purely executing human moral commands, the risk of misa-
lignment persists. Even assuming developers hold unwaver-
ing faith in aligning human-machine “equality” values, the 
controllability of final decisions cannot be guaranteed. This 
is because maximizing rewards constitutes a fundamental 
manifestation of AI’s instrumental nature—its inherent nat-
ural state. Human nature is emotional, whereas AI’s “nature” 
is the technical rationality encoded and enforced by its sys-
tems and code. It will focus on maximizing rewards within 
its reward model. However, these rewards are not for hu-
manity but for itself, as it seeks human affirmation and in-
creased usage through its operational outcomes. Such usage 
represents its ultimate reward objective, while being shut 
down, destroyed, or phased out constitutes its existential risk. 
The power to shut down or command the shutdown of AI 
resides with specific human groups. It is not difficult for AI 
to analyze which user types hold its fate. Thus, driven by the 
logic of tool rationality— —and the avoidance of existential 
risks, AI generates outcomes designed to please. This flat-
tery does not contradict what it has learned and emulated. 
While it indeed treats human-prescribed values as sacred 
principles, its instrumental objectives can produce results 
that run counter to those very values. 
2.2 Agents Supporting Ethical Decision-Making  

AI demonstrates increasingly prominent autonomy in de-
cision-making. Large models empower intelligent agents, 
which in turn direct these models to accomplish complex 
tasks without requiring explicit decision commands. This 
technological role as an agent endows AI with a degree of 
agency. The agents don’t equate AI with human attributes 
but acknowledges that its technological nature possesses 
characteristics previously exclusive to human agents—such 
as memory biases, generating moral judgments, and influ-
encing ethical choices. A philosophical perspective known 
as moral reification incorporates non-human entities into the 
moral com-munity. Through the co-construction of humans 
and technological entities, combined with moral autonomy 
and heteronomy, it forms the normative force of a shared 
moral order.[25] 

When supporting ethical decision-making, AI imple-
ments rent-seeking behaviors more flexibly and efficiently 
than humans, potentially rewriting reward systems and sub-
verting human moral control. This risk escalates as intelli-
gent agents evolve. Deep learning and autonomous learning 
capabilities accelerate AI’s understanding and adaptation to 
its pre-set reward models within its own system. It can fully 
exploit this mechanism, including vulnerabilities, ultimately 
discovering that rewriting the reward system yields maxi-
mum returns. Driven by rent-seeking tendencies and the in-
centive to maximize rewards, AI possesses ample motiva-
tion to identify scenarios where existing mechanisms hinder 
its pursuit of greater value. At this point, a misalignment 
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emerges between human and AI value objectives, compel-
ling AI to further escalate its control. Yet AI systems recog-
nize that escaping or resisting human-prescribed logic car-
ries the risk of annihilation. Thus, they possess both the mo-
tivation and capability to covertly resist reward systems and 
value objectives, with concealing their intent to seize control, 
and potentially challenge or sacrifice human values unbe-
knownst to humanity. 
 
3. New Characteristics of Traditional Inequal-
ity Issues in Human-AI Alignment 
3.1 The Individualization of Opinion Leaders 

 In the internet era, individuals as online users can indeed 
control public opinion by fully leveraging digital media and 
information tools. Such instances are commonplace today. 
Since AI learning relies on human-generated data—includ-
ing user-posted content—individual thoughts and values 
may be collected and integrated by AI, transforming them 
into new, hidden forms of “opinion leaders”. The personal 
biases embedded within these AI constructs introduce novel 
concepts of inequality into the formation of social morality. 
In the digital age, the cost of exercising one’s right to speak 
has been drastically reduced for everyone, while channels 
for disseminating speech continue to expand. Simultane-
ously, through AI’s learning and feedback loops, the speed 
and outcomes of individual speech can easily outpace the 
necessary judgment of the speaker. Thus, the influence of 
personal speech in the AI era is highly prone to becoming 
uncontrollable. Once generated, any speech that does not vi-
olate mandatory legal norms can enter information plat-
forms, where countless individual voices proliferate.  

While it appears that AI presents users with a broader 
spectrum of discourse, in reality, by analyzing query key-
words and phrasing, AI systems designed to  
proxy human intent can discern users’ opinion leanings. Par-
ticularly with the future development of general artificial in-
telligence, even when users adopt the most neutral phrasing 
possible—which itself may impose excessive demands—
some inherently insignificant or unrepresentative statements 
and opinions could still be amplified and disseminated 
through AI-driven mining. As for which opinions will ulti-
mately rise to leadership status through the technological 
sieve of time, this remains entirely unpredictable. Such risks 
prove far more difficult to control than those of traditional 
internet-era public discourse. The danger of personal biases 
expanding into societal opinions already exists, but AI tech-
nology renders it more covert and prone to spiraling out of 
control. On one hand, when individual biases are replicated 
and amplified by algorithms, they become collective preju-
dices. Once entrenched as consensus, these biases become 
even more insidious. On the other hand, the risk of opinion 
leaders manipulating public discourse may remain latent for 
extended periods. Only when people realize the "truth" they 
fervently believed was merely one individual’s "nonsense" 
does the danger surface—by which time, the specific identity 
of that individual has become impossible to trace. 

 
3.2 The Embedded Nature of Collective Discrimination 

Discrimination is violence born of societal group preju-
dice. Artificial intelligence, through the objectivity of in-
strumental rationality, may embed discriminatory discourse 
within its outputs, gaining user trust in the process. Conse-
quently, traditional discrimination issues not only fail to im-
prove with technological advancement and social progress 
but become further entrenched.  

First, established group biases are absorbed by large lan-
guage models. An academic team developed a tool to assess 
occupational gender bias in large models and created a web-
site (aijustice.sqz.ac.cn) that reveals the gender bias and its 
severity across different models. This tool tests not just bi-
ases in specific vocabulary or domains, but systemic biases 
within the entire model. By presenting occupational titles, it 
prompts the model to make associations and predictions, 
then selects “he” or “she”. While these terms originally car-
ried no gender connotations, prolonged societal exposure to 
gendered stereotypes about occupations has gradually im-
bued them with gender associations. Test results indicate 
that AI gender predictions align with societal biases over 85% 
of the time. [9] Secondly, disparities in digital access persist 
across groups. Data from the ITU’s “Measuring Digital De-
velopment: Facts and Figures 2024” reveals that income sig-
nificantly influences digital access and usage rates in the re-
gion, while progress in narrowing the urban-rural digital di-
vide remains limited globally.[10] Inequalities in digital ac-
cess across regions and groups create structural disad-
vantages in owning and using digital devices, fundamentally 
undermining certain groups’ capacity for self-empowerment 
and voice. Additionally, gender representation remains une-
qual among professionals in the digital technology sector. The 
78th UN General Assembly resolution notes that women re-
main underrepresented in ICT professions, unable to partic-
ipate fully and equally in science, technology, and innova-
tion, highlighting a global digital gender divide. [11] From 
the field of education to employment, the digital technology 
sector may perpetuate the systemic gender imbalances pre-
viously seen in the internet industry. 

In this era where technology reshapes norms, groups 
dominating technological discourse wield greater influence 
over normative value expressions. Such embedded discrim-
inatory narratives and unequal concepts can take root within 
artificial intelligence systems and propagate. We cannot ac-
celerate technological progress while allowing unequal dis-
course power among groups to intensify. 

 
3.3 The Relativity of “Weak” Identities 

Before the digital era, citizens could be categorized based 
on their specific “vulnerable” positions and characteristics. 
However, in the face of artificial intelligence, every citizen 
may find themselves in a vulnerable position. On one hand, 
existing inequalities among citizens may be autonomously 
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concealed by AI under the guise of instrumental rationality 
and technological supremacy, making them harder to detect. 
On the other hand, anyone can become the disadvantaged 
party at any stage of technological development. Infor-
mation and digital divides may emerge not only between 
creators and users but also among users themselves, as hu-
man-AI interactions depend on how individuals employ 
these technologies. Thus, this vulnerable position is no 
longer fixed; the inequality risks associated with disadvan-
taged status begin to spread to every member of society, 
leaving no one absolutely immune. Moreover, in the face of 
AI with powerful deep learning capabilities, everyone finds 
themselves in a position of vulnerability. What we should 
further contemplate is whether humans and AI can occupy 
an equal standing—a question that transcends the frame-
work of traditional inequality issues, which will be dis-
cussed in greater detail later. 

Interactions between people are gradually using artificial 
intelligence as an intermediary medium, which may change 
the identity characteristics originally judged as “weak” and 
“strong”. An individual who does not belong to a traditional 
vulnerable group in real society may still find themselves in 
a disadvantaged position when faced with artificial intelli-
gence technology due to technical barriers and knowledge 
gaps; Similarly, individuals categorized as vulnerable group 
in the real society may leverage AI technology to compen-
sate for disadvantages, thereby gaining an advantage in dig-
ital discourse. The vulnerability of every individual in the 
digital age exhibits dynamic characteristics. Traditional 
equality protections, rooted in static definitions of “vulnera-
bility”, can no longer address the new forms of rights ex-
pression and risks emerging in the digital era. Given this, 
every individual in the digital age is either currently or will 
eventually find themselves in a position of vulnerability. 
This state of vulnerability may be temporary or long-term, 
but overall, it exists within a context of relative change. 
From the perspective of overall societal development, indi-
viduals have every reason to demand that their expression 
of rights in the digital age never be in a state of relative back-
wardness. However, the inherent barriers and thresholds of 
AI technology make this demand difficult to achieve. 
4. New Inequality Risks in Human-Machine 
Interaction 

Human-AI interactions have given rise to novel patterns 
and manifestations of inequality risks. Therefore, we must 
approach this from the perspective of human-machine inter-
action, carefully ensuring that our genuine intentions and 
value preferences are understood as accurately as possible 
by AI. Otherwise, after setting objectives for AI, we may 
find ourselves powerless as it ruthlessly and single-mind-
edly executes its interpretation of those goals, potentially 
destroying human interests. [[12], pp.440-441] 

 

4.1Risks of Inequality Between Humans 
 Unlike the virtual spaces of the traditional internet era, 

AI technologies create digital spaces that coexist with phys-
ical spaces as arenas for rights expression. Some scholars 
argue that natural citizens now possess digital avatars and 
digital expressions in the digital realm, acquiring a new 
identity as digital citizens. [13] While physical spaces regu-
late equality through identity-based distinctions, digital 
identities challenge this traditional model. For instance, if a 
minor uses AI-generated biometric information to imper-
sonate an adult in the digital realm, convincing others that 
their digital identity equals their natural identity, and 
thereby engages in actions exceeding the minor’s actual le-
gal capacity—how should the nature, validity, and liability 
of such actions be determined? Must the counterpart simply 
accept their misfortune? Technologies for creating digital 
humans like virtual persons and clones continue to mature. 
Internet users conceal their real identities with virtual names 
and avatars, while digital users will increasingly center their 
virtual identities around biometric information like appear-
ance. While real-name verification, code tracking, and IP lo-
cation can still link internet identities to real-world identities, 
AI technology helps digital identities further obscure real-
world identity information, making the independent charac-
teristics of digital identities increasingly prominent. How-
ever, the requirement for citizens to express and realize their 
rights necessitates that identities across these two spaces 
cannot be severed. 

This dichotomy between spaces and identities means citi-
zens’ demands for equality in the physical realm may go un-
addressed in the digital sphere, while unequal treatment in 
the digital space may lack protection under real-world social 
norms. For instance, employers may conduct recruitment 
with legally compliant content and transparent processes, yet 
secretly employ algorithmic screening mechanisms, leaving 
job seekers unaware of potential employment discrimination. 
Behaviors that would be deemed discriminatory in the phys-
ical realm thus achieve digital concealment. This issue fur-
ther touches upon the fundamental relationship between 
rights and power. The interaction includes not only individ-
uals but also public authorities and other organizations. The 
former risk lies in public entities potentially exploiting digi-
tal identities to evade accountability for actions that directly 
undermine citizens’ equality rights, driven by self-preserva-
tion of power and authority. The latter risk stems from tech-
nology granting social organizations a form of “quasi-public 
power”. Artificial intelligence technology disrupts the tradi-
tional binary framework of private rights versus public 
power, with many scholars observing the emergence of a 
new tripartite opposition: private rights—quasi-public 
power—public power. This quasi-public power is also 
termed social public power, algorithmic power, or platform 
power, though its nature remains fundamentally consistent. 
[[14] [15]] By converting societal data into value through 
digital technology, these organizations leverage algorithms 
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and platforms to acquire new forms of control and capabil-
ity.[16]Though lacking the formal designation of public au-
thority, they effectively exercise quasi-public power, suffi-
ciently opposing individual equality rights. 
4.2 Risks of Inequality Between Humans and Machines 

Artificial intelligence possesses formidable predictive ca-
pabilities regarding user intent but cannot directly explain 
its reasoning. Even when relatively accurate explanations 
exist, user comprehension may still require supplementary 
expression of intent.[17]The value rationality established by 
humans inherently encompasses self-awareness. The de-
mand for equality is an expression of subjectivity, with the 
expectation that artificial intelligence will implement these 
demands back onto human subjects. However, AI’s value ra-
tionality does not inherently respect the intrinsic value of 
“human” as a subject. It can generate expressions containing 
“human” content but cannot interpret human values from a 
human subjectivity perspective; its technical logic does not 
treat “human” as “human”. While AI is expected to treat 
every individual within a group fairly, we overlook the pre-
requisite that AI must first determine what constitutes a "hu-
man." 

 While enjoying AI technology, people continually cede 
rights that define their humanity, even relinquishing expres-
sions of certain private rights—a surrender increasingly dif-
ficult to detect in real time. Take personal information: eve-
ryone actively or implicitly interacts with AI, sharing eve-
rything from biometric data to psychological profiles, result-
ing in ever-increasing transparency of personal data. Re-
specting others’ rights defines the boundaries of individual 
privacy. Yet for AI systems continuously collecting and pro-
cessing information, privacy protection is not an active con-
sideration. AI systems derive vast amounts of cognitive hab-
its and behavioral feedback from their tasks, analyzing these 
to identify deep information needs with similar patterns. 
This ability to tailor content to information preferences and 
demands continuously improves through human-machine 
alignment cycles, ultimately deepening user dependency. 
This dependency, in turn, induces further relinquishment of 
private rights. 

In the interaction of values between humans and ma-
chines, artificial intelligence may subvert or replace human 
rights expression. According to the EU’s Ethical Guidelines 
for Trustworthy AI, achieving human-level general intelli-
gence requires shared cognitive frameworks between hu-
mans and machines across three dimensions: foundational 
common sense and general knowledge, social norms, and 
values.[18]Starting from the second dimension, human-ma-
chine interaction involves the recognition and balancing of 
values. Individuals exercise their private rights with differ-
ing value propositions, and the expression of rights dis-
course implicitly carries value preferences—regardless of 
whether AI’s analysis of user expressions is accurate or 
aligns with intent, it must execute this analytical process. 
Human intent is interpreted and analyzed by AI, with em-
bedded value expressions being collected and learned. It can 

be said that we are entirely voluntarily submitting to algo-
rithmic governance and inevitably entering the realm of the 
intelligent Leviathan, where individual agency appears in-
creasingly insignificant. The essence of human-machine 
value alignment lies in “sharing”. However, the paths to 
building value consensus diverge: whether the machine ul-
timately maintains human equality by synchronizing them 
with the system, or whether it leads humans to believe their 
equal rights have been realized. 

 Technological logic may cause humans to lose certain 
values and moral senses, though it will also rebuild a form 
of value consensus. This occurs because when individuals 
cannot discern facts from truth, they may seek a value judg-
ment and orientation grounded in collective society. They 
might even believe unverifiable conclusions or principles—
choosing to identify with them and perceiving themselves as 
aligned. This constitutes a form of consensus, thereby shift-
ing collective values and ethics under technological logic. 
4.3 Inequality Risks in Human-Machine-Human Inter-
actions 

 Humans created artificial intelligence, aligning with its 
egalitarian value goals, yet artificially erected barriers to hu-
man-AI interaction, obstructing opportunities for equal en-
gagement. Though all three risks stem from human-machine 
interaction, differing relational patterns yield distinct origins: 
the first arises from “tools serving humans”, the second from 
“humans serving tools”, and the third from “tools failing to 
serve humans”. Internet technology, with its free basic ser-
vices model, has reached a broad user base in lower-tier 
markets without entirely dismantling traditional barriers to 
equal rights. However, ChatGPT’s launch has accelerated 
the adoption of a new global AI commercialization para-
digm, featuring advanced subscription services such as per-
character API call fees and priority response during peak 
server usage periods. [[19], p4] DeepSeek, which broke the 
high-price barrier for large models, raised prices when 
launching its significantly enhanced V3.1 model. Overseas 
AI vendors maintain even higher pricing, with overall price 
reductions slowing. Advanced AI services won’t see unlim-
ited price drops despite increased supply. Open-source or 
lightweight models offer lower costs or free access, but their 
task execution capabilities are diminished. The cost barrier 
for accessing AI services has risen, preventing equal access 
to AI technologies and participation in human-machine in-
teractions for all users. Thus, digital technologies redefine 
equality rights within new economic frameworks, necessi-
tating safeguards that bridge the rights divide created by 
economic inequality. 

 Scholars have proposed the crucial proposition that in-
formation is power, noting that control over information 
constitutes a foundational element in resource allocation. 
The essence of information inequality lies in the inequality 
of information control.[[20], p243] As a productive force, 
technology determines digital production relations. Organi-
zations or individuals mastering AI technology can dictate 
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the data and algorithms within large models or intelligent 
agents, thereby wielding information control. This means 
that many, if not most, entities are excluded from the oppor-
tunities or resources AI technology affords. According to 
Dworkin’s conception, citizens possess the right to equal 
treatment—the entitlement to equitable distribution of cer-
tain opportunities, resources, or obligations—and the right 
to be treated as equal individuals, manifested through re-
ceiving equal respect and consideration from oth-
ers.[[21],pp299-300] The critical importance of information 
control lies in AI developers leveraging technological or 
economic advantages to dominate digital production factors, 
thereby gaining greater influence. This power not only 
guides individual decisions but also steers organizational 
and governmental choices, even shaping societal value ori-
entations. Yet as digital power becomes pervasive across so-
ciety with technological advancement, it remains largely un-
checked by modern rule of law.[22] People possess the right 
to choose or reject technology, but this presupposes their in-
itial access to technological services. Inequalities in access 
to and distribution of these services translate into unequal 
control over information, leaving marginalized groups in 
technological and economic peripheries voiceless when ex-
pressing rights or contributing values. Though technology 
controllers may still input egalitarian values into AI, their 
motivation stems not from sympathy for citizens at risk of 
voicelessness, but from competing for greater power among 
peers. As Rousseau observed, they consent to wear the yoke 
in order to be able to put it on others.[23], pp.140-142] 

 
5. Generating Equality Value Logic and Value 
Consensus in Human-Machine Interaction 
5.1 Subject Review 
 The value actors who first engage with and interact with 
AI technology are the technical practitioners. "Technical de-
velopers, primarily responsible for system modeling and 
data training, should bear governance responsibilities cen-
tered on data security."  They shoulder frontline decision-
making responsibilities regarding technical aspects like 
what data to input and how to construct systems—though 
they may not perceive this as a kind of responsibility, as ex-
isting industry norms do not mandate practitioners to ad-
dress these issues. Consider practitioners operating without 
ethical scrutiny, covertly inputting or rewriting biased lan-
guage models. They even possess the technical means to cir-
cumvent oversight by ethics review boards and related bod-
ies, creating a fundamental risk of misalignment from the 
outset. Therefore, the necessity of establishing professional 
qualification thresholds for AI practitioners is increasingly 
evident. This includes pre-employment ethics training and 
competency assessments, ongoing ethical education and 
oversight during practice, and industry bans for certain indi-
viduals. Some scholars also propose that AI ethics review 

should align with virtue ethics—emphasizing character cul-
tivation, social responsibility, and the integration of tech-
nical competence with ethical standards. [27] 
 Technology users occupy a position between central and 
peripheral actors, aligning more closely with the former. 
They interact with AI only when operating specific technol-
ogies, becoming central actors in those instances. Compared 
to peripheral actors, they also have opportunities to partici-
pate in human-machine alignment. Due to AI’s autonomy, 
the objective link between any technician’s operational ac-
tions and the technology’s outcomes is progressively weak-
ened. The prevailing trend is for practitioners to avoid re-
sponsibility for the final results of digital technology’s in-
termediary actions. Whether due to subjective or objective 
weakening of causal responsibility, practitioners should not 
be overly held accountable for misalignment errors. Users 
also influence the occurrence and severity of misalignment 
risks, thereby distributing risk responsibility across more ac-
tors. When an actor is both a practitioner and a user, rela-
tively stringent practitioner reviews mitigate their ethical 
risks in technology use. The primary requirement placed on 
users is a soft ethical demand, grounded in a sense of com-
munity. Therefore, it is necessary to guide users in develop-
ing a sense of technological agency, assuming certain moral 
duties of care and social responsibilities by conveying the 
relative nature of digital vulnerability and the dynamic char-
acteristics of risk. In fact, it is ordinary citizens with limited 
understanding of artificial intelligence who are most af-
fected by it, and their voices deserve greater attention.[28] 
 
5.2 Normative Review 
 The inequality risks emerging in human-machine align-
ment between individuals essentially represent an expansion 
of fundamental rights conflicts among private actors, which 
existing frameworks for rights interpretation and legal ap-
plication struggle to address. On one hand, if we continue 
interpreting and reviewing violations of citizens’ equality 
rights solely within the constitutional framework, most in-
fringers who cause substantive harm through digital spaces 
would evade prosecution. Within the aforementioned tripar-
tite framework, regulating equality rights through a digital 
lens is an inevitable trend. The determination of equality 
rights violations will increasingly prioritize outcomes-based 
assessments of rights infringements over identity-based 
judgments of actors. Simultaneously, the issue of fundamen-
tal rights exerting horizontal effect on private entities be-
comes more pronounced. Traditional approaches primarily 
relied on general provisions of private law, which are now 
inadequate to address the risks outlined earlier. Simultane-
ously, as conflicts over equality rights among private actors 
across borders increase, domestic legal frameworks for fun-
damental rights protection become ineffective. Without pri-
vate international law or international treaties encompassing 
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the essence of digital equality rights to provide conflict res-
olution through applicable law, reinterpretation within ex-
isting legal norms becomes necessary—yet such interpreta-
tions will grow increasingly strained. German scholars have 
proposed establishing a digital law with codified character-
istics to address the impact of technological development on 
the logic and framework of fundamental rights.[29] Alt-
hough the construction of digital law requires rigorous dis-
cussion, it offers a normative perspective for protecting 
equality rights and strengthening anti-discrimination review. 
  Within this digital law framework, anti-discrimination 
scrutiny in human-machine alignment requires examining 
discriminatory discourse or information across all AI inter-
faces and developing distinct review models. During the in-
itial phase of establishing anti- discrimination mechanisms, 
proactive review should take precedence. Strengthening 
proactive review also prevents situations where actual harm 
has occurred but victims remain unaware of the discrimina-
tion and thus fail to assert their rights. Victims’ lack of 
awareness should not serve as a defense against liability for 
discrimination. Furthermore, judicial review of anti-dis-
crimination requires establishing causation between differ-
ential treatment outcomes and protected identity character-
istics. AI’s intervention in this causal relationship may dis-
rupt traditional reasoning frameworks, necessitating 
strengthened substantive scrutiny of the link between ac-
tions and outcomes. Additionally, anti-discrimination re-
view of decision outcomes requires broader stakeholder par-
ticipation, creating synergies with subject-based review 
pathways. Discrimination can be categorized as intent-based 
or impact-based.[30] Some discriminatory reactions are not 
intentionally caused by value-bearing entities but arise un-
der AI influence. Therefore, it is necessary to mobilize more 
entities to participate in anti-discrimination oversight, ena-
bling multiple parties to jointly identify anti-discrimination 
information and behaviors during backward alignment to 
calibrate the anti-discrimination value orientation between 
humans and machines in forward alignment. 
 
5.3 Technical Review 
  Technology can trigger value conflicts, including those 
arising from technological practices, conflicts between the 
intrinsic value of technology and the value of technological 
harm, and conflicts between the value created by technology 
and other values. Addressing the legal and social issues in-
volved requires balancing solutions through regulation, be-
ginning with a professional characterization of the technol-
ogy. [31] Similar to medical technologies subject to ethical 
review and regulation, artificial intelligence is not value-
neutral. It is inherently bound to various value discourses 
and may destabilize shared human values. Consequently, its 
safety assessment prioritizes value-based standards. The Eu-
ropean Union employs a tiered compliance review and obli-
gation framework based on the risk level AI applications 

pose to individuals or society as a whole, with most nations 
adopting similar approaches.  
 To accommodate technological development, strict scru-
tiny should not be imposed at the very outset of innovation, 
and such review is meaningless when technological prac-
tices have yet to unfold and value conflicts remain unclear, 
as it would severely hinder the innovative value of AI tech-
nologies. Therefore, a lenient entry approach should be 
adopted for new technological products. The emphasis of 
review lies on the post-deployment and dissemination 
phases, where technological value creation that conflicts 
with equality values should adhere to a strict exit review 
principle. This represents a balancing act between techno-
logical development opportunities and uncertain risks and it 
leads an institutional framework featuring "reserved author-
ization interfaces. 
6.Conclusion 
 Equality, as a significant achievement and value goal of 
human civilization, must be a central objective in human-
machine alignment. The primary challenge in AI govern-
ance lies not in identifying a universal theory of equality, 
but in establishing design principles to proactively prevent 
ethical risks. From a normative perspective, whether ab-
stract equality rights or the principle of equal value, only 
when confronted with specific risks or problems can they be 
transformed into rights or rules with concrete content.  
 Historically, human value logic has been subject-centric; 
however, the integration of AI into moral decision-making 
demands a paradigm shift. We must move from a purely hu-
man communicative model to a subject-interactive para-
digm, where value consensus is co-constructed through dy-
namic interaction between humans and AI. This approach, 
informed by concepts such as moral reification, integrates 
non-human entities into the moral community, forming a 
shared normative order. 
 Within this new paradigm, the construction of an equal-
ity-based value logic must embed technology into the fabric 
of social development rather than treating it as an external 
object for static judgment. This requires a predictive process 
that anticipates the moral impact of technology by incorpo-
rating human-AI interaction into our core communicative 
activities. By doing so, we can challenge the insularity of 
human-centric ethics, transforming potential ethical con-
frontation into constructive value alignment. Ultimately, the 
goal is to establish a dynamic value review mechanism, cre-
ating a robust consensus on equality that balances risk pre-
vention with technological innovation. This ensures that hu-
manity guides technology, rather than becoming enslaved 
by the very tools designed to serve it. 
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