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Abstract

Large language model (LLM) agents have
evolved to intelligently process information,
make decisions, and interact with users or tools.
A key capability is the integration of long-term
memory capabilities, enabling these agents to
draw upon historical interactions and knowl-
edge. However, the growing memory size
and need for semantic structuring pose signif-
icant challenges. In this work, we propose an
autonomous memory augmentation approach,
Memlnsight, to enhance semantic data repre-
sentation and retrieval mechanisms. By lever-
aging autonomous augmentation to historical
interactions, LLLM agents are shown to deliver
more accurate and contextualized responses.
We empirically validate the efficacy of our pro-
posed approach in three task scenarios; con-
versational recommendation, question answer-
ing and event summarization. On the LLM-
REDIAL dataset, MemlInsight boosts persua-
siveness of recommendations by up to 14%.
Moreover, it outperforms a RAG baseline by
34% in recall for LoCoMo retrieval. Our empir-
ical results show the potential of MemlInsight
to enhance the contextual performance of LLM
agents across multiple tasks'.

1 Introduction

LLM agents have emerged as an advanced frame-
work to extend the capabilities of LLMs to im-
prove reasoning (Yao et al., 2023; Wang et al.,
2024c), adaptability (Wang et al., 2024d), and self-
evolution (Zhao et al., 2024a; Wang et al., 2024e;
Tang et al., 2025). A key component of these agents
is their memory module, which retains past inter-
actions to allow more coherent, consistent, and
personalized responses across various tasks. The
memory of the LLM agent is designed to emu-
late human cognitive processes by simulating how

'The source code and data samples will be released after
paper acceptance.https://github.com/anonymous.

knowledge is accumulated and historical experi-
ences are leveraged to facilitate complex reasoning
and the retrieval of relevant information to inform
actions (Zhang et al., 2024). However, the advan-
tages of an LLM agent’s memory also introduce
notable challenges (Wang et al., 2024b). (1) As
data accumulates over time, retrieving relevant in-
formation becomes increasingly challenging, es-
pecially during extended interactions or complex
tasks. (2) Processing large historical data, which
can grow rapidly, as interactions accumulate, re-
quires effective memory management strategies.
(3) Storing data in its raw format can hinder ef-
ficient retrieval of pertinent knowledge, as distin-
guishing between relevant and irrelevant details
becomes more challenging, potentially leading to
noisy or imprecise information that compromises
the agent’s performance. Furthermore, (4) the in-
tegration of knowledge across tasks is constrained,
limiting the agent’s ability to effectively utilize
data from diverse contexts. Consequently, effec-
tive knowledge representation and structuring of
LLM agent memory are essential to accumulate
relevant information and enhance understanding
of past events. Improved memory management
enables better retrieval and contextual awareness,
making this a critical and evolving area of research.

Hence, in this paper we introduce an autonomous
memory augmentation approach, Memlnsight,
which empowers LLM agents to identify critical in-
formation within the data and proactively propose
effective attributes for memory enhancements. This
is analogous to the human processes of attentional
control and cognitive updating, which involve se-
lectively prioritizing relevant information, filtering
out distractions, and continuously refreshing the
mental workspace with new and pertinent data (Hu
et al., 2024; Hou et al., 2024).

Memlnsight autonomously generates augmen-
tations that encode both relevant semantic and
contextual information for memory. These aug-
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mentations facilitate the identification of mem-
ory components pertinent to various tasks. Ac-
cordingly, MemlInsight can improve memory re-
trieval by leveraging relevant attributes of memory,
thereby supporting autonomous LLM agent adapt-
ability and self-evolution.

Our contributions can be summarized as follows:

* We propose a structured autonomous ap-
proach that adapts LLLM agents’ memory rep-
resentations while preserving context across
extended conversations for various tasks.

* We design and apply memory retrieval meth-
ods that leverage the generated memory aug-
mentations to filter out irrelevant memory
while retaining key historical insights.

¢ Our promising empirical findings demonstrate
the effectiveness of Memlnsight on several
tasks: conversational recommendation, ques-
tion answering, and event summarization.

2 Related Work

Well-organized and semantically rich memory
structures enable efficient storage and retrieval of
information, allowing LLM agents to maintain con-
textual coherence and provide relevant responses.
Developing an effective memory module in LLM
agents typically involves two critical components:
structural memory generation and memory retrieval
methods (Zhang et al., 2024; Wang et al., 2024a).

LLM Agents Memory Recent research in LLM
agents memory focuses on developing methods
for effectively storing previous interactions and
feedback (Packer et al., 2024). Contemporary ap-
proaches emphasize memory structures that en-
hance the adaptability of agents and improve their
ability to generalize to previously unseen environ-
ments (Zhao et al., 2024a; Zhang et al., 2024;
Zhu et al., 2023). Common memory forms in-
clude summaries and abstract high-level informa-
tion from raw observations to capture key points
and reduce information redundancy (Maharana
et al., 2024). Other approaches include structur-
ing memory as summaries, temporal events, or rea-
soning chains (Zhao et al., 2024a; Zhang et al.,
2024; Zhu et al., 2023; Maharana et al., 2024;
Anokhin et al., 2024; Liu et al., 2023a). In ad-
dition, there are studies that enrich raw conversa-
tions with semantic representations like sequence
of events and historical event summaries (Zhong

et al., 2023; Maharana et al., 2024) or extract
reusable workflows from canonical examples and
integrate them into memory to assist test-time infer-
ence (Wang et al., 2024f). However, all aforemen-
tioned studies rely on either unstructured memory
or human-designed attributes for memory represen-
tation, while MemlInsight leverages the Al agent’s
autonomy to discover the ideal attributes for struc-
tured representation.

LLM Agents Memory Retrieval Existing works
have leveraged memory retrieval techniques for
efficiency when tackling vast amounts of histori-
cal context (Hu et al., 2023a; Zhao et al., 2024b;
Tack et al., 2024; Ge et al., 2025). Common ap-
proaches for memory retrieval include generative
retrieval models, which encode memory as dense
vectors and retrieve the top-k relevant documents
based on similarity search techniques (Zhong et al.,
2023; Penha et al., 2024). Various similarity met-
rics, such as cosine similarity (Packer et al., 2024),
are employed, alongside advanced techniques like
dual-tower dense retrieval models, which encode
each memory history into embeddings indexed by
FAISS (Johnson et al., 2017) to enhance retrieval
efficiency (Zhong et al., 2023). Additionally, meth-
ods such as Locality-Sensitive Hashing (LSH) are
utilized to retrieve tuples containing related entries
in memory (Hu et al., 2023b).

3 Autonomous Memory Augmentation

Our proposed MemlInsight model is designed to en-
hance memory representation through a structured
augmentation process that optimizes memory re-
trieval. Figure 1 presents an overview of the model,
highlighting its main modules: attribute mining,
annotation, and memory retriever.

3.1 Attribute Mining and Annotation

To ensure the effectiveness of these attributes in
future interactions, they must be meaningful, ac-
curate, and Attribute mining in our MemlInsight
model leverages a backbone LLM to autonomously
identify and define key attributes that encapsulate
semantic knowledge from user interactions. This
entails selecting attributes most relevant to the task
under consideration and employs them to anno-
tate historical conversations. Effective attributes
must be meaningful, accurate, and contextually rel-
evant to enhance future interactions. To achieve
this, the augmentation process follows a structured
approach, defining the perspective from which the
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Figure 1: Main modules of MemlInsight including, Attribute Mining, Memory Retrieval, and Annotation, triggered by different
memory processes: Augment, Write, and Retrieve. In addition to the test-time inference evaluation downstream tasks, memory

augmentation and adopted memory retrieval methods.

attributes are derived, determining the appropriate
level of augmentation granularity, and establishing
a coherent sequence for annotation. The result-
ing attributes and values are then used to enrich
memory, ensuring a well-organized and informa-
tive representation of past interactions.

3.1.1 Attribute Perspective

Attribute generation is guided by two primary ori-
entations: entity-centric and conversation-centric.
Entity-centric emphasizes a specific item stored
in memory such as movies or books. Attributes
generated for entity-centric augmentations should
capture the main characteristics and features of
this entity. For example, attributes for a movie en-
tity might include the director, actors, and year of
release, while attributes for a book entity would
encompass the author, publisher, and number of
pages. On the other hand, conversation-centric
augmentations focus on annotating and character-
izing the entire user interaction from the user’s
perspective. This approach ensures that the ex-
tracted attributes align with the user’s intent, pref-
erences, sentiment, emotions, motivations, and
choices, thereby improving personalized responses
and memory retrieval. An illustrative example is
provided in Figure 4.

3.1.2 Attribute Granularity

While entity-centric augmentations focus on spe-
cific entities in memory, conversation-centric aug-
mentations introduce an additional factor: attribute
granularity, which determines the level of details
captured in the augmentation process. The augmen-
tation attributes can be analyzed at varying levels
of abstraction, either at the level of individual turns
within a user conversation (turn-level), or across the
entire dialogue session (session-level), each offer-

Melanie: "Hey Caroline, since we last chatted, I've
had a lot of things happening to me. | ran a charity
race for mental health last Saturday it was really
rewarding. Really made me think about taking care of
our minds.”

Turn Level Augmentation:

Turn 1: [event]:<charity race for mental health>
[time]: <"last saturday*> [emotion]:<"rewarding">
[topic]: <mental health>

Caroline: "That charity race sounds great, Mell
Making a difference & raising awareness for mental
health is super rewarding - I'm really proud of you
for taking part!”

Session Level Augmentation:

Melanie: [event]<ran charity race for mental health>,
i i ing about self-

Melanie: "Thanks, Caroline! The event was really
thought-provoking. 'm starting to realize that [
self-care is really important. It's a journey for care>

I} fil i

me, but when | look after myself, I'm able to better Caroline:[event]<raising mental health awaren:

look after my family." [emotion]<proud>

Caroline: "l totally agree, Melanie. Taking care of
ourselves is s important - even if its not always
easy. Great that you're prioritizing self-care.

-V

Figure 2: An example for Turn level and Session level anno-
tations for a sample dialogue conversation from the LoCoMo
Dataset.

ing distinct insights into the conversational context.
At the turn level, each dialogue turn is indepen-
dently augmented, focusing on the specific content
of individual turns to generate more nuanced and
contextual attributes. In contrast, session-level an-
notation considers the entire dialogue, generating
generalized attributes that capture the broader con-
versational context. Due to its broader granularity,
session-level augmentation emphasizes high-level
attributes and conversational structures rather than
the detailed features of individual turns. An ex-
ample of both levels is illustrated in Figure 2 for
a sample dialogue turns. As shown, turn-level an-
notations offer finer-grained details, while session-
level annotations provide a broader overview of the
dialogue.

3.1.3 Annotation and Attribute Prioritization

Subsequently, the generated attributes and their cor-
responding values are used to annotate the agent’s
memory. Annotation is done by aggregating at-
tributes and values in the relevant memory in the



form:

{mi : <a1,v1>, ceey <an,vn>} (1)

where m; stands for relevant memory and a;, v;
denote attributes and values respectively. The rel-
evant memory may correspond to turn or session
level. Attributes are typically aggregated using
the Attribute Prioritization method, which can be
classified into Basic and Priority. In Basic Aug-
mentation, attributes are aggregated without a pre-
defined order, resulting in an arbitrary sequence
i1, .., . In contrast, Priority Augmentation sorts
attribute-value pairs according to their relevance
to the memory being augmented. This prioritiza-
tion follows a structured order in which attribute 71
holds the highest significance, ensuring that more
relevant attributes are processed first.

3.2 Memory Retrieval

Memlnsight augmentations are employed to enrich
or retrieve relevant memory. For comprehensive
retrieval, memory is retrieved along with all asso-
ciated augmentations to generate a more context-
aware response. Additionally, MemlInsight can
refine the retrieval process. Initially, the current
context is augmented to identify task-specific and
interaction-related attributes, which then guide the
retrieval of the pertinent memory. Two primary
retrieval methods are proposed: (1) Attribute-based
Retrieval, leverages the current context to generate
attributes tailored to the specific task at hand. These
attributes serve as criteria for selecting and retriev-
ing relevant memory that shares similar attributes
in their augmentations. The retrieved memories,
which align with the required attributes, are subse-
quently integrated into the current context to enrich
the ongoing interaction. (2) Embedding-based Re-
trieval, utilizes memory augmentations to create a
unique embedding representation for each memory
instance, derived from its aggregated annotations.
Simultaneously, the augmentations of the current
context are embedded to form a query vector, which
is then used in a similarity-based search to retrieve
the top-k most relevant memories. Finally, all re-
trieved memory are incorporated into the current
context to enhance the relevance and coherence of
the ongoing interaction. A detailed description of
this method can be found in Appendix C.

4 Evaluation

4.1 Datasets

We conduct a series of experiments on the datasets:
LLM-REDIAL (Liang et al., 2024) and Lo-
CoMo (Maharana et al., 2024). LLM-REDIAL
is a dataset for evaluating movie Conversational
Recommendation, containing approximately 10K
dialogues covering 11K movies in memory. While
LoCoMo is a dataset for evaluating Question An-
swering and Event Summarization, consisting of
30 long-term dialogues across up to 10 sessions
between two speakers. LoCoMo includes five ques-
tion categories: Single-hop, Multi-hop, Temporal
reasoning, Open-domain knowledge, and Adversar-
ial questions. Each question has a reference label
that specifies the relevant dialogue turn in memory
required to generate the answer. Additionally, Lo-
CoMo provides event labels for each speaker in a
session, which we use as ground truth for Event
Summarization evaluation.

4.2 Experimental Setup

To evaluate our model, we begin by augmenting
the datasets using a backbone LLM with zero-shot
prompting to identify relevant attributes and their
corresponding values. For augmentation genera-
tion and evaluation across various tasks, we uti-
lize the following models for attribute generation:
Claude Sonnet,>? Llama’ and Mistral.* For the
Event Summarization task, we also use the Claude-
3-Haiku model.’> For embedding-based retrieval
tasks, we employ the Titan Text Embedding model
% to generate embeddings. The augmented memory
is then embedded and indexed using FAISS (John-
son et al., 2017) for vector indexing and search. To
ensure consistency across all experiments, we use
the same base model for the primary tasks: recom-
mendation, answer generation, and summarization,
while evaluating different models for augmenta-
tion. Claude Sonnet serves as the backbone LLM
in baselines for all tasks.

4.3 Evaluation Metrics

The evaluation metrics used for assessing different
tasks using Memlnsight include, traditional met-
rics like F1-score metric for answer prediction and

claude-3-sonnet-20240229-v1
Ilama3-70b-instruct-v1
mistral-7b-instruct-v0
claude-3-Haiku-20240307-v1

2
3
4
5
6tilan-embed—text-v2:0



recall for accuracy in Question Answering. Re-
call@K and NDCG@K for Conversational Rec-
ommendation, along with LLM-based metrics for
genre matching.

We also evaluate using subjective metrics includ-
ing Persuasiveness, used in Liang et al. (2024), to
assess how persuasive the recommendations are
relative to the ground truth. Additionally, we in-
troduce a Relatedness metric, where we prompt an
LLM to measure how comparable the recommenda-
tion attributes are to the ground truth, categorizing
them as not comparable, comparable, or highly
comparable. Finally, we assess Event Summariza-
tion using an LLM-based metric, G-Eval (Liu et al.,
2023b), a summarization evaluation metric that
measures the relevance, consistency, and coherence
of generated summaries as opposed to reference
labels. These metrics provide a comprehensive
framework for evaluating both retrieval effective-
ness and response quality.

5 Experiments

5.1 Questioning Answering

Questioning Answering task experiments are con-
ducted to evaluate the effectiveness of MemlInsight
in answer generation. We assess overall accuracy
to measure the system’s ability to retrieve and in-
corporate relevant information from augmentations.
The base model, which incorporates all historical
dialogues without augmentation, serves as the base-
line. We additionally consider Dense Passage Re-
trieval (DPR) RAG model (Karpukhin et al., 2020)
as a comparative baseline due to its speed and scal-
ability.

Memory Augmentation In this task, mem-
ory is constructed from historical conversational
dialogues, which requires the generation of
conversation-centric attributes for augmentation.
Given that the ground truth labels consist of dia-
logue turns relevant to the question, the dialogues
are annotated at the turn level. A backbone LLM
is prompted to generate augmentation attributes
for both conversation-centric and turn-level annota-
tions.

Memory Retrieval To answer a given question,
the relevant dialogue turn must be retrieved from
historical dialogues. In order to retrieve the rele-
vant dialogue turn, the question is first augmented
to identify relevant attributes and a memory re-
trieval method is applied. We evaluate different

Memlnsight memory retrieval methods to demon-
strate the efficacy of our model. We employ
attribute-based retrieval by selecting dialogue turns
augmented with attributes that exactly match the
question’s attributes. Additionally, we evaluate
the embedding-based retrieval, where the augmen-
tations are embedded and indexed for retrieval.
Hence, the question and attributes are transformed
into an embedded query, which is used to perform
a vector similarity search to retrieve the top-k most
similar dialogue turns. Once the relevant memory
is retrieved, it is integrated into the current context
to generate the final answer.

Experimental Results We initiate our evaluation
by assessing attribute-based memory retrieval us-
ing the Claude-3-Sonnet model. Table 1 presents
the overall F1 score, measuring the accuracy of
the generated answers. As shown in the table,
attribute-based retrieval outperforms the baseline
model by 3% in overall accuracy, with notable im-
provements in single-hop, temporal reasoning, and
adversarial questions, which require advanced con-
textual understanding and reasoning. These results
indicate that the augmented history enriched the
context, leading to better reasoning and a signif-
icant increase in the F1 score for answer genera-
tion. Additionally, we perform a detailed analysis
of embedding-based retrieval, where we consider
evaluating basic and priority augmentation using
the Claude-3-Sonnet model.

Table 1 demonstrates that the priority augmen-
tation consistently outperforms the basic model
across all questions. This finding suggests that
the priority relevance of augmentations enhances
context representation for conversational data. Sub-
sequently, we evaluate the priority augmentations
using Llama, and Mistral models for Embedding-
based retrieval. As shown in the table, the
Embedding-based retrieval outperforms the RAG
baseline across all question categories, except
for adversarial questions, yet the overall accu-
racy of Memlnsight remains superior. Addition-
ally, MemlInsight demonstrates a significant im-
provement in performance on multi-hop questions,
which require reasoning over multiple pieces of
supporting evidence. This suggests that the gener-
ated augmentations provided a more robust under-
standing and a broader perspective of the historical
dialogues. RECALL metrics in Table 2 revealed
a more significant boost, with priority augmenta-
tions increasing accuracy across all categories and



Model Single-hop  Multi-hop  Temporal  Open-d Adversarial ~ Overall

Baseline (Claud-3-Sonnet) 15.0 10.0 33 26.0 453 26.1
Attribute-based Retrieval

Memlnsight (Claude-3-Sonnet) 18.0 10.3 7.5 27.0 58.3 29.1
Embedding-Based Retrieval

RAG Baseline (DPR) 11.9 9.0 6.3 12.0 89.9 28.7
Memlnsight (Llama v3prority) 14.3 13.4 6.0 15.8 82.7 29.7
MemlInsight (Mistral V1 priority) 16.1 14.1 6.1 16.7 81.2 30.0
Memlnsight (Claude-3-Sonnetz 4 sic) 14.7 13.8 5.8 15.6 82.1 29.6
MemlInsight (Claude-3-Sonnetpriority) 15.8 15.8 6.7 19.1 75.3 30.1

Table 1: Results for F1 Score (%) for answer generation accuracy for attribute-based and embedding-based memory retrieval
methods. Baseline is Claude-3-Sonnet model to generate answers using all memory without augmentation, for Attribute-based
retrieval. In addition to the Dense Passage Retrieval(DPR) for Embedding-based retrieval. Evaluation is done with k = 5. Best

results per question category over all methods are in bold.

Model Single-hop Multi-hop  Temporal  Open-domain  Adversarial  Overall
RAG Baseline (DPR) 15.7 31.4 15.4 15.4 34.9 26.5
Memlnsight (Llama V3 priority) 31.3 63.6 23.8 53.4 28.7 44.9
MemlInsight (Mistral V1 priority) 314 63.9 26.9 58.1 36.7 48.9
Memlnsight (Claude-3-Sonnetg g sic) 332 67.1 29.5 56.2 35.7 48.8
MemlInsight (Claude-3-Sonnetpriority) 39.7 75.1 32.6 70.9 49.7 60.5

Table 2: Results for the RECALL@k=5 accuracy for Embedding-based retrieval for answer generation using LoCoMo dataset.
Dense Passage Retrieval(DPR) RAG model is the baseline. Best results are in bold.

Statistic Count
Total Movies 9687
Avg. Attributes 7.39
Failed Attributes 0.10%
Genre 9662
Release year 5998
Top-5 Attributes  Director 5917
Setting 4302
Characters 3603

Table 3: Statistics of attributes generated for the LLM-
REDIAL Movie dataset, which include total number of
movies, average number of attributes per item, number of
failed attributes, and the counts for the most frequent five at-
tributes.

yielding a 35% overall improvement.

5.2 Conversational Recommendation

We simulate conversational recommendation by
preparing dialogues for evaluation under the same
conditions proposed by Liang et al. (2024). This
process involves masking the dialogue and ran-
domly selecting n = 200 conversations for eval-
uation to ensure a fair comparison. Each conver-
sational dialogue used is processed by masking
the ground truth labels, followed by a turn cut-off,
where all dialogue turns following the first masked
turn are removed and retained as evaluation labels.
Subsequently, the dialogues are augmented using a
conversation-centric approach to identify relevant
user interest attributes for retrieval. Finally, we
prompt the LLM model to generate a movie recom-
mendation that best aligns with the masked token,
guided by the augmented movies retrieved based
on the user’s historical interactions.

The baseline for this evaluation is the results pre-

sented in the LLM-REDIAL paper (Liang et al.,
2024) which employs zero-shot prompting for rec-
ommendation using the ChatGPT model’. In addi-
tion to the baseline model that uses memory with-
out augmentation.

Evaluation includes direct matches between rec-
ommended and ground truth movie titles using RE-
CALL@[1,5,10] and NDCG@[1,5,10]. Further-
more, to address inconsistencies in movie titles
generated by LLMs, we incorporate an LLM-based
evaluation that assesses recommendations based
on genre similarity. Specifically, a recommended
movie is considered a valid match if it shares the
same genre as the corresponding ground truth label.

Memory Augmentation We initially augment
the dataset with relevant attributes, primarily em-
ploying entity-centric augmentations for memory
annotation, as the memory consists of movies. In
this context, we conduct a detailed evaluation of the
generated attributes to provide an initial assessment
of the effectiveness and relevance of MemlInsight
augmentations. To evaluate the quality of the gen-
erated attributes, Table 3 presents statistical data on
the generated attributes, including the five most
frequently occurring attributes across the entire
dataset. As shown in the table, the generated at-
tributes are generally relevant, with "genre" being
the most significant attribute based on its cumu-
lative frequency across all movies (also shown in
Figure 5). However, the relevance of attributes
vary, emphasizing the need for prioritization in
augmentation. Additionally, the table reveals that

https://openai.com/blog/chatgpt



Avg. Items

Model Retrieved Direct Match (1) Genre Match (1) NDCG(T)

R@1 R@5 R@10 Re@l R@5 R@10 Ne@l N@s5 N@10
Baseline (Claude-3-Sonnet) 144 0.000  0.010 0.015 0.320 0.57 0.660 0.005  0.007 0.008
LLM-REDIAL Model 144 - 0.000 0.005 - - - - 0.000 0.001
Attribute-Based Retrieval
MemlInsight (Claude-3-Sonnet) 15 0.005  0.015 0.015 0270  0.540 0.640 0.005  0.007 0.007
Embedding-Based Retrieval
MemlInsight (Llama v3) 10 0.000  0.005 0.028 0.380  0.580 0.670 0.000  0.002 0.001
MemlInsight (Mistral v1) 10 0.005 0.010 0.010 0.380  0.550 0.630 0.005 0.007 0.007
MemlInsight (Claude-3-Haiku) 10 0.005  0.010 0.010 0.360  0.610 0.650 0.005  0.007 0.007
MemlInsight (Claude-3-Sonnet) 10 0.005  0.015 0.015 0.400  0.600 0.64 0.005  0.010 0.010
Comprehensive
MemlInsight (Claude-3-Sonnet) 144 0.010  0.020 0.025 0.300  0.590 0.690 0.010  0.015 0.017

Table 4: Results for Movie Conversational Recommendation using (1) Attribute-based retrieval with Claude-3-Sonnet model
(2) Embedding-based retrieval across models (Llama v3, Mistral v1, Claude-3-Haiku, and Claude-3-Sonnet) (3) Comprehensive
setting using Claude-3-Sonnet that includes ALL augmentations. Evaluation metrics include RECALL, NDCG, and an LLM-
based genre matching metric, with n = 200 and k = 10. Baseline is Claude-3-Sonnet without augmentation. Best results are in

bold.

augmentation was unsuccessful for 0.1% of the
movies, primarily due to the LLM’s inability to rec-
ognize certain movie titles or because the presence
of some words in the movie titles conflicted with
the LLM’s policy.

Memory Retrieval For this task we evaluate
attribute-based retrieval using the Claude-3-Sonnet
model with both filtered and comprehensive set-
tings. Additionally, we examine embedding-based
retrieval using all other models. For embedding-
based retrieval, we set k¥ = 10, meaning that 10
memory instances are retrieved (as opposed to 144
in the baseline).

Experimental Results Table 4 shows the re-
sults for conversational recommendation evaluating
comprehensive setting, attribute-based retrieval and
embedding-based retrieval. As shown in the table,
comprehensive memory augmentation tends to out-
perform the baseline and LLM-REDIAL model for
recall and NDCG metrics. For genre match we find
the results to be comparable when considering all
attributes. However, attributed-based filtering re-
trieval still outperforms the LLM-REDIAL model
and is comparable to the baseline with almost 90%
less memory retrieved.

Table 5 presents the results of subjective LLM-
based evaluation for Persuasiveness and Related-
ness. The findings indicate that memory augmen-
tation enhances partial persuasiveness by 10-11%
using both comprehensive and attribute-based re-
trieval, while also reducing unpersuasive recom-
mendations and increasing highly persuasive ones
by 4% in attribute-based retrieval. Furthermore, the
results highlights the effectiveness of embedding-
based retrieval, which leads to a 12% increase

in highly persuasive recommendations and en-
hances all relatedness metrics. This illustrates how
Memlnsight enriches the recommendation process
by incorporating condensed, relevant knowledge,
thereby producing more persuasive and related
recommendations. However, these improvements
were not reflected in recall and NDCG metrics.

5.3 Event Summarization

We evaluate the effectiveness of Memlnsight in
enriching raw dialogues with relevant insights for
event summarization. We utilize the generated an-
notations to identify key events within conversa-
tions and hence use them for event summarization.
We compare the generated summaries against Lo-
CoMo’s event labels as the baseline. Figure 3 illus-
trates the experimental framework, where the base-
line is the raw dialogues sent to the LLM model
to generate an event summary, then both event
summaries, from raw dialogues and augmentation
based summaries, are compared to the ground truth
summaries in the LoCoMo dataset.

Memory Augmentation In this experiment, we
evaluate the effectiveness of augmentation granular-
ity; turn-level dialogue augmentations as opposed
to session-level dialogue annotations. We addition-
ally, consider studying the effectiveness of using
only the augmentations to generate the event sum-
maries as opposed to using both the augmentations
and their corresponding dialogue content.

Experimental Results As shown in Table 6, our
Memlnsight model achieves performance compa-
rable to the baseline, despite relying only on dia-
logue turns or sessions containing the event label.
Notably, turn-level augmentations provided more



Avg. Items

Model Retri LLM-Persuasiveness % LLM-Relatedness%
etrieved
Unpers* Partially Pers. Highly Pers. Not Comp* Comp Match
Baseline (Claude-3-Sonnet) 144 16.0 64.0 13.0 57.0 41.0 2.0
Attribute-Based Retrieval
MemlInsight (Claude-3-Sonnet) 15 2.0 75.0 17.0 40.5 54.0 2.0
Embedding-Based Retrieval
Memlnsight (Llama v3) 10 11.3 63.0 20.4 19.3 80.1 0.5
Memlnsight (Mistral v1) 10 16.3 61.2 18.0 16.3 82.5 5.0
Memlnsight (Claude-3-Haiku) 10 1.6 53.0 25.0 233 74.4 22
Memlnsight (Claude-3-Sonnet) 10 2.0 59.5 20.0 29.5 68.0 2.5
Comprehensive
Memlnsight (Claude-3-Sonnet) 144 2.0 74.0 12.0 42.5 56.0 1.0

Table 5: Movie Recommendations results (with similar settings to Table 4) using LLM-based metrics; (1) Persuasiveness— %
of Unpersuasive (lower is better), Partially, and Highly Persuasive cases. (2) Relatedness— % of Not Comparable (lower is
better), Comparable, and Exactly Matching cases. Best results are in bold. Comprehensive setting includes ALL augmentations.
Totals may NOT sum to 100% due to cases the LLM model could not evaluate.

Model Claude-3-Sonnet Llama v3 Mistral v1 Claude-3-Haiku
Rel. Coh. Con. Rel. Coh. Con. Rel. Coh. Con. Rel. Coh. Con.
Baseline Summary 327 352 2.86 2.03 2.64 2.68 3.39 3.71 4.10 4.00 4.4 3.83
MemlInsight (TL) 3.08 333 2.76 1.57 2.17 1.95 2.54 2.53 2.49 3.93 43 3.59
Memlnsight (SL) 3.08 339 2.68 2.0 2.62 3.67 4.13 4.41 4.29 396 430 3.77
Memlnsight +Dialogues (TL)  3.29  3.46 2.92 245 2.19 2.87 430 453 4.60 4.23 4.52 4.16
Memlnsight +Dialogues (SL)  3.05 341 2.69 224 280 3.86 | 404 448 4.33 393 433 3.73

Table 6: Event Summarization results using G-Eval metrics (higher is better):

Relevance, Coherence, and Consistency.

Comparing summaries generated with augmentations only at Turn-Level (TL) and Session-Level (SL) and summaries generated
using both augmentations and dialogues (MemlInsight +Dialogues) at TL and SL. Best results are in bold.

Baseline

Raw Dialogues

LLM-based Event Summary

LoCoMo
Ground
Truth
Labels

Augmentations | Augmentations [ Dialogie

Augmented Dialogue jon-based Event v}
based
Attribute Granularity Summary

Attribute Mining

Turn-Level Session-Level

Figure 3: Evaluation framework for event summarization
with Memlnsight, exploring augmentation at Turn and Ses-
sion levels, considering attributes alone or both attributes and
dialogues for richer summaries.

precise and detailed event information, leading to
improved performance over both the baseline and
session-level annotations.

For Claude-3-Sonnet, all metrics remain compa-
rable, indicating that memory augmentations effec-
tively capture the semantics and knowledge within
dialogues at both the turn and session levels. This
proves that the augmentations sufficiently enhance
context representation for generating event sum-
maries.

To further investigate how backbone LL.Ms im-
pact augmentation quality, we employed Claude-3-
Sonnet as opposed to Llama v3 for augmentation
while still using Llama for event summarization.
As presented in Table 7, Sonnet augmentations
resulted in improved performance for all metrics,
providing empirical evidence for the effectiveness
and stability of Sonnet in augmentation.

Model G-Eval % (1)
Rel. Coh. Con.
Baseline(LLlama v3 ) 2.03 264 2.68
Llama v3 + Llama v3 245 219 287
Claude-3-Sonnet + Llamav3 3.15 3.59 3.17

Table 7: Results for Event Summarization using Llama
v3, where the baseline is the model without augmentation as
opposed to the augmentation model (turn-level) using Claude-
3-Sonnet vs Llama v3.

6 Conclusion

This paper introduced MemlInsight, an autonomous
memory augmentation method that enhances LLM
agents memory through attribute-based annota-
tions. While maintaining comparable performance
on standard metrics, MemlInsight significantly im-
proves LLM-based evaluation scores, highlighting
its effectiveness in capturing semantics and boost-
ing performance across tasks and datasets. Addi-
tionally, attribute-based filtering and embedding
retrieval methods showed promising methods of
utilizing the generated augmentations to improve
the performance of various tasks. Priority augmen-
tation enhancing similarity searches and retrieval.
Memlnsight also could be a complement to RAG
models for customized retrievals, integrating LLM
knowledge. Results confirm that attribute-based re-
trieval effectively enriches recommendation tasks,
leading to more persuasive recommendations.



7 Limitations

While the proposed MemlInsight model demon-
strates significant potential in enhancing retrieval
and contextual understanding, certain limitations
must be acknowledged. Memlnsight relies on the
quality and granularity of annotations generated
using LLMs, making it susceptible to issues such
as hallucinations inherent to LLM outputs. Fur-
thermore, although the current evaluation metrics
provide valuable insights, they may not comprehen-
sively capture all aspects of retrieval and generation
quality, highlighting the need for the development
of more robust and multidimensional evaluation
frameworks.
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A Ethical Consideration

We have thoroughly reviewed the licenses of all
scientific artifacts, including datasets and mod-
els, ensuring they permit usage for research and
publication purposes. To protect anonymity, all
datasets used are de-identified. Our proposed
method demonstrates considerable potential in sig-
nificantly reducing both the financial and environ-
mental costs typically associated with enhancing
large language models. By lessening the need for
extensive data collection and human labeling, our
approach not only streamlines the process but also
provides an effective safeguard for user and data
privacy, reducing the risk of information leakage
during training corpus construction. Additionally,
throughout the paper-writing process, Generative
Al was exclusively utilized for language checking,
paraphrasing, and refinement.

B Autonomous Memory Augmentation

B.1 Attribute Mining

Figure 4 illustrates examples for the two types
of attribute augmentation: entity-centric and
conversation-centric. The entity-centric augmen-
tation represents the main attributes generated for
the book entitled ’ Already Taken’, where attributes
are derived based on entity-specific characteristics
such as genre, author, and thematic elements. The
conversation-centric example illustrates the aug-
mentation generated for a sample two turns dia-
logue from the LLM-REDIAL dataset, highlight-
ing attributes that capture contextual elements such
as user intent, motivation, emotion, perception, and
genre of interest.

Furthermore, Figure 5 presents an overview of
the top five attributes across different domains in
the LLM-REDIAL dataset. These attributes repre-
sent the predominant attributes specific to each do-
main, highlighting the significance of different at-
tributes in augmentation generation. Consequently,
the integration of priority-based embeddings has
led to improved performance.

C Embedding-based Retrieval

In the context of embedding-based memory re-
trieval, movies are augmented using MemlInsight,
and the generated attributes are embedded to re-
trieve relevant movies from memory. Two main
embedding methods were considered:
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"title": "already taken",

"author": "claudia gray",

"genre": "young adult, science fiction",
"number of pages": "336"

" i ": "harperteen",

Book : 'Already Taken' }—»

"publication date": "april 7, 2020",
"characters": "noemi velez, abel,
burton mansfield, virginia mansfield,
mei, kazumi",

"setting": "earth, genesis planet”,
"themes": "identity, technology,

User. Hi there! | recently watched "The
Screaming Skull" and "Werewolf Vs
Vampire" and | have to say, | was really
disappointed. The quality of the prints
was terrible, and the acting was just
grade Z. Have you seen them?

Agent: Oh, | understand your
disappointment. I've actually seen
"The Screaming Skull" and | have to
agree that the film quality and dubbing

were quite poor. It's a shame when

“intent": recommendation
"motivation™: wants to watch
entertaining movies

“emotion": disappointed
"perception": terrible print quality,
poor acting

"memory": recently watched
movies

"genre": Swashbuckaler
"format": Movie Collection

morality, sacrifice”

companies release such low-
quality prints for

ing viewers,

Entity-Centric Augmentations

Centric ion

Figure 4: An example of entity-centric augmentation for the book ’Already Taken’, and a conversation-centric
augmentation for a sample dialogue from the LLM-REDIAL dataset.
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Figure 5: Top 10 attributes by frequency in the LLM-REDIAL dataset across domains (Movies, Sports Items,
Electronics, and Books) using MemlInsight Attribute Mining. Frequency indicates how often each attribute was

generated to augment different movies.

(1) Averaging Over Independent Embeddings
Each attribute and its corresponding value in the
generated augmentations is embedded indepen-
dently. The resulting attribute embeddings are then
averaged across all attributes to generate the final
embedding vector representation, as illustrated in
Figure 6 which are subsequently used in similarity
search to retrieve relevant movies.

(2) All Augmentations Embedding In this
method, all generated augmentations, including
all attributes and their corresponding values, are en-
coded into a single embedding vector and stored for
retrieval as shown in Figure 6. Additionally, Fig-
ure 7 presents the cosine similarity results for both
methods. As depicted in the figure, averaging over
all augmentations produces a more consistent and
reliable measure, as it comprehensively captures
all attributes and effectively differentiates between
similar and distinct characteristics. Consequently,
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this method was adopted in our experiments.

D Question Answering

D.1 Prompts

Table 8 outlines the prompts used in the Question
Answering task for generating augmentations in
both questions and conversations.

E Conversational Recommendation

E.1 Prompts

Table 9 presents the prompts used in Conversational
Recommendation for movie recommendations, in-
corporating both basic and priority augmentations.

E.2 Evaluation Framework

Figure 8 presents the evaluation framework for the
Conversation Recommendation task. The process
begins with (1) augmenting all movies in memory



Movie Augmentations

[Attribute 1]<value> [Attribute 2]<value> | [Attribute 3]<value>

[Attribute 4]<va/ue>] ‘

(a) Averaging over Independent Embeddings

-

l
Embedding Model }
! I ! !
L |
l Averaging

(b) All Augmentations Embedding

.

|

Embedding Model }

|

[ Embedding Vector }

Embedding Vector J

Embedding-based Retrieval

Figure 6: Embedding methods for Embedding-based retrieval methods using generated Movie augmentations
including (a) Averaging over Independent Embeddings and (b) All Augmentations Embedding.

Movie 1: The Departed
[title]<The Depaned>|[year]<2006> [genre]|<Crime, Drama, Thriller>|[director]<Martin Scorsese>
Cosine Similarity: 90.23%

+

title]<Shutter Island>|[year]<201 0>|[genre]<Psy<hological Thriller, Mystery, Drama>|
[director]<Martin Scorsese>

Movie 2: Shutter Island

Cosine Similarity: 75%
Movie 3: The Hobbit
[title]<The Hobbit: An Unexpected Journey>|[production,campanykNew Line Cinema>|
[runtime]<169 minutes>|[actor]<Martin Freeman>

Movie 1: The Departed

[title]<The Departed> [year]<2006> [genre] <Crime, Drama, Thriller> [director]<Martin Scorsese>

Cosine Similarity: 91.5%
Movie 2: Shutter Island
title]<Shutter Island> [year]<2010> [genre]<Psychological Thriller, Mystery, Drama>
[director]<Martin Scorsese>
4
Cosine Similarity: 37.97%
Movie 3: The Hobbit 1
[title]<The Hobbit: An Unexpected Journey> [production_company]<New Line Cinema>
[runtime]<169 minutes>[actor]<Martin Freeman>

@) ging over Indep

(b) Al A

Figure 7: An illustrative example of augmentation embedding methods for three movies: (1) The Departed, (2)
Shutter Island, and (3) The Hobbit. Movies 1 and 2 share similar attributes, whereas movies 1 and 3 differ. Te top 5
attributes of every movie were selected for a simplified illustration.

using entity-centric augmentations to enhance re-
trieval effectiveness. (2) Next, all dialogues in the
dataset are prepared to simulate the recommenda-
tion process by masking the ground truth labels
and prompting the LLM to find the masked labels
based on augmentations from previous user inter-
actions. (3) Recommendations are then generated
using the retrieved memory, which may be attribute-
based—for instance, filtering movies by specific
attributes such as genre or using embedding-based
retrieval. (4) Finally, the recommended movies are
evaluated against the ground truth labels to assess
the accuracy and effectiveness of the retrieval and
recommendation approach.

E.3 Event Summarization

E.3.1 Prompts

Table 10 presents the prompt used in Event Sum-
marization to augment dialogues by generating rel-
evant attributes. In this process, only attributes
related to events are considered to effectively sum-
marize key events from dialogues, ensuring a fo-
cused and structured summarization approach.
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F Qualitative Analysis

Figure 9 illustrates the augmentations generated
using different LLM models, including Claude-
Sonnet, Llama, and Mistral for a dialogue turn
from the LoCoMo dataset. As depicted in the fig-
ure, augmentations produced by Llama include hal-
lucinations, generating information that does not
exist. In contrast, Figure 10 presents the augmen-
tations for the subsequent dialogue turn using the
same models. Notably, Claude-Sonnet maintains
consistency across both turns, suggesting its stable
performance throughout all experiments. While
Mistral model tend to be less stable as it included
attributes that are not in the dialogue.
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Figure 8: Evaluation Framework for Conversation Recommendation Task.

Claude-Sonnet

|Ltama

|Mistral

Dialogue Jon said, "Hey Gina! Good to see you too. Lost my job as a banker yesterday, so I'm gonna take a shot at starting my own
Turn business."
Gina replied, "Sorry to hear that, Jon. What kind of business
are you thinking of starting
Jon said, "I'm thinking of opening a bakery. I've always been
passionate about baking and | think it could be a great
[person]<Jon> opportunity [person]<Jon>
[job_status]<lost job> Gina asked, "Do you have any experience running a business [emotion]<happy>
[former_job]<banker> Jon replied, "No, but I've got a solid business plan and I'm [occupation]<banker>
[intent]<starting own willing to put in the hard work to make it happen [current_occupation]<unem
Sample business> [Speaker]<Jon> ployed>
Generated [intention]<start_business>

Annotations

[JobLossReason]<Lost job as a banker>
[NewBusinessldea]<Starting a bakery>
[Passion]<Baking>
[BusinessExperience]<No>
[BusinessPlan]<Solid business plan>
[HelpOffered]<Gina offered to help>
[HelpNeeded]<Finding a location>
[Location]<Downtown>
[MeetingTime]<Tomorrow>

Figure 9: Augmentation generated on a Turn-level for a sample dialogue turn from the LoCoMo dataset using
Claude-3-Sonnet, Llama v3 and Mistral vl models.

Claude-Sonnet |Llama |Mistral

Following |Gina said, "Sorry about your job Jon, but starting your own business sounds awesome! Unfortunately, | also lost my job at
Turn Door Dash this month. What business are you thinking of?"
Gina said, "Sorry to hear that, Jon. What kind of business are
you thinking of starting?"Jon said, "I'm thinking of starting a [person.Gina]<name>: Gina
small consulting firm. I've got a lot of experience in finance [person.Jon]<name>: Jon
and | think | can make a go of it."Gina said, "That sounds [lost_job.Gina]l<job_lost>:
[person]<Gina> great! What kind of consulting firm are you thinking of Door Dash
[job_status]<lost_job> starting?"Jon said, "I'm thinking of starting a boutique [lost_job.Jon]<job_lost>:
[former_employer]l<Door | consulting firm that focuses on finance and strategy. N/A
_Dash> [business_ideal<idea>: N/A
Sample [person]<Jon> [Speaker]<Jon> [emotion.Gina]<emotion>:
Generated | [job_status]<lost_job> [JobLossReason]<Lost job as a banker> sorry

Annotations

[intent]<starting_own_bus
iness>

[NewBusinessldea]<Starting a bakery>
[Passion]<Baking>
[BusinessExperience]<No>
[BusinessPlan]<Solid business plan>
[HelpOffered]<Gina offered to help>
[HelpNeeded]<Finding a location>
[Location]<Downtown>
[MeetingTime]<Tomorrow>

[emotion.Ginal<emotion>:
awesome
[question]<question>:
What business are you
thinking of?
[topic]<topic>: job loss,
starting a business.

Figure 10: Augmentations generated for the turn following the turn in Figure 9
using Claude-3-Sonnet, Llama v3 and Mistral vl models. Hallucinations are presented in red.
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Question Augmentation

Given the following question, determine what are the main inquiry attribute to look for and the person the question is for.
Respond in the format: Person:[names]Attributes:[].

Basic Augmentation

You are an expert annotator who generates the most relevant attributes in a conversation. Given the conversation below,
identify the key attributes and their values on a turn by turn level.

Attributes should be specific with most relevant values only. Don’t include speaker name. Include value information
that you find relevant and their names if mentioned. Each dialogue turn contains a dialogue id between [ ]. Make sure
to include the dialogue the attributes and values are extracted form. Important: Respond only in the format [{speaker
name:[Dialog id]:[attribute]<value>}].

Dialogue Turn:{ }

Priority Augmentation

You are an expert dialogue annotator, given the following dialogue turn generate a list of attributes and values for relevant
information in the text.

Generate the annotations in the format: [attribute]<value>where attribute is the attribute name and value is its corre-
sponding value from the text.

and values for relevant information in this dialogue turn with respect to each person. Be concise and direct.

Include person name as an attribute and value pair.

Please make sure you read and understand these instructions carefully.

1- Identify the key attributes in the dialogue turn and their corresponding values.

2- Arrange attributes descendingly with respect to relevance from left to right.

3- Generate the sorted annotations list in the format: [attribute]<value>where attribute is the attribute name and value is
its corresponding value from the text.

4- Skip all attributes with none vales

Important: YOU MUST put attribute name is between [ ] and value between <>. Only return a list of [at-
tribute]<value>nothing else. Dialogue Turn: {}

Table 8: Prompts used in Question Answering for generating augmentations for questions. Also, augmentations for
conversations, utilizing both basic and priority augmentations.

Basic Augmentation

For the following movie identify the most important attributes independently. Determine all attributes that describe the
movie based on your knowledge of this movie. Choose attribute names that are common characteristics of movies in
general. Respond in the following format: [attribute]<value of attribute>. The Movie is: {}

Priority Augmentation

You are a movie annotation expert tasked with analyzing movies and generating key-attribute pairs. For the following
movie identify the most important. Determine all attribute that describe the movie based on your knowledge of this
movie. Choose attribute names that are common characteristics of movies in general. Respond in the following format:
[attribute]<value of attribute>. Sort attributes from left to right based on their relevance. The Movie is:{}

Dialogue Augmentation

Identify the key attributes that best describe the movie the user wants for recommendation in the dialogue. These
attributes should encompass movie features that are relevant to the user sorted descendingly with respect to user interest.
Respond in the format: [attribute]<value>.

Table 9: Prompts used in Conversational Recommendation for recommending Movies utilizing both basic and
priority augmentations.

Dialogue Augmentation

Given the following attributes and values that annotate a dialogue for every speaker in the format [attribute]<value>,
generate a summary for the event attributes only to describe the main and important events represented in these
annotations. Refrain from mentioning any minimal event. Include any event-related details and speaker. Format: a bullet
paragraph for major life events for every speaker with no special characters. Don’t include anything else in your response
or extra text or lines. Don’t include bullets. Input annotations: {}

Table 10: Prompt used in Event Summarization to augment dialogues
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