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Abstract

Multilingual vision-language models have advanced im-
age captioning but still lag behind English models due
to limited multilingual training data and expensive model
scaling. Retrieval-augmented generation (RAG) offers a
promising alternative by conditioning caption generation
on retrieved example captions, reducing the need for large-
scale multilingual training. However, RAG models often
rely on English-translated captions, which can cause lin-
guistic and cultural bias. We introduce CONCAP, a mul-
tilingual image captioning model that combines retrieved
captions with image-specific concepts to better contextu-
alize the image and improve cross-lingual grounding. Ex-
periments on XM3600 show that CONCAP achieves strong
performance with much less training data. These results
highlight the value of concept-based retrieval in multilin-
gual captioning and open avenues for cultural adaptation.

1. Introduction
Vision-language models (VLMs) have achieved strong per-
formance in image captioning, largely driven by model scal-
ing and extensive training data [9, 10, 21]. While effective,
most VLMs remain English-centric and struggle to generate
high-quality captions in other languages. Growing efforts
focus on building multilingual datasets and training mul-
tilingual VLMs [3, 23]. Yet, even with costly large-scale
training and high parameterization, recent models still ex-
hibit a large gap between English and other languages [23].

To reduce the need for expensive multilingual training,
recent work has explored retrieval-augmented generation
(RAG) as a promising approach [14, 18]. In this setup, mod-
els are conditioned on both the image and a set of retrieved
captions for similar images, enabling multilingual caption-
ing with less training data. However, a key limitation of
RAG models is that retrieved captions often come from
translated datasets [20] and Western-centric image reposi-
tories [1], which may miss nuances of the target language
and culture. Additionally, retrieved captions are from im-

ages similar to the input but still differ in various aspects,
inherently introducing noise into the generation process.

We introduce CONCAP, a multilingual image caption-
ing model that integrates retrieved concepts (CON) and cap-
tions (CAP). CONCAP builds on the mBLIP architecture
[3], augmenting generation with retrieved information from
captions similar to the input image, and concepts uniquely
relevant to it. This enriches the captioning process with
informative and precise context. Fine-tuning CONCAP on
just 0.6M multilingual image-caption pairs yields consider-
ably better results on the XM3600 multilingual captioning
benchmark [20] as compared to the original mBLIP model
trained on 4M samples (∆ = 5.9), and a 7B state-of-the-art
multilingual VLM trained on 6M samples [23] (∆ = 2.4).
Through ablation studies of the caption and concept re-
trieval augmentations, we show that each component makes
a valuable contribution, and the two are complementary.

The concept retrieval, in its base form referred to above,
is done using a lexicon built from the training data, which
again, is translated. The natural next step is the integration
of culturally-representative lexicons. We present early re-
sults in this direction showing that this is not a trivial task.
Concepts retrieved from enriched lexicons prove noisier and
hamper the accurate generation of image captions. Oracle
experiments with cultural concepts show that retrieval im-
proves captioning, but this fades as training progresses. The
model increasingly depends on its learned vocabulary, lim-
iting integration of new cultural concepts.

2. Related Work
Culturally-aware vision-language modeling has gained
prominence in recent literature, largely driven by new
benchmarks for the task [11, 19, 23]. One concurrent mod-
eling effort, Pangea, provides extensive synthetic training
resources through PangeaIns, an instruction-tuning dataset
featuring diverse tasks, including a culture-oriented subset
of visual question-answering and image captioning [23].

Retrieval-augmented generation (RAG) methods provide
additional context to the model by incorporating informa-
tion retrieved from an external datastore [6]. Closely related



to our work, Ramos et al. [16] proposes SmallCap, showing
that augmenting an image captioning model with retrieved
captions not only improves captioning performance in En-
glish but also reduces the number of trainable parameters
and facilitates adaptation to out-of-domain settings through
enrichment of the retrieval datastore. Meanwhile, Li et al.
[8] introduces the EVCap model, which incorporates re-
trieved concepts (e.g., object names) instead of full captions
to avoid redundancy and mitigate misleading information in
the retrieved text. Zeng et al. [24] also explores augmenting
image captioning with key concepts related to the image,
but in a zero-shot setup.

While RAG has gained traction in image captioning,
its use in multilingual image captioning has been lim-
ited: caption-based retrieval was shown to be data- and
parameter-efficient [18] and effective even in a training-free
setup [15]. Concept-based augmentation, on the other hand,
is yet to be explored in a multilingual context. We go a step
further and explore the combination of retrieved captions
and concepts to enhance multilingual caption generation.

3. Proposed Approach
CONCAP is an efficient multilingual retrieval-augmented
image captioning model that combines retrieved captions
and retrieved concepts to generate more accurate and con-
textually grounded captions across languages. The pro-
posed method is applicable to any vision-language model
(VLM), as it only modifies an input-specific prompt passed
to the language decoder of the model.

3.1. Retrieval
CONCAP builds on standard retrieval strategies [17, 18],
which use vision-language representation models [13, 25]
to align images and text in a shared representation space.

Captions Given a corpus of image captions, the text en-
coder of a CLIP-style model is used to pre-compute and
cache the caption embeddings into an index. This index is
then queried with input images represented with the image
encoder of the same model, and cosine similarity to find the
top-n captions most similar to the image.

Concepts Concept retrieval is performed analogously, but
instead of full sentences, it concerns individual lexical
items. We contextualize those for the purposes of retrieval,
using a short language-specific template (e.g., “a photo of a
{concept}”). The top-m most similar concepts to an input
image are retrieved.

The intuition behind combining retrieved captions and
concepts is simple. The retrieved captions serve as an ex-
ample of what a caption should look like and mention some
relevant concepts, but also some irrelevant ones. Retrieved
concepts, on the other hand, provide no syntactic or stylistic
cues, but being highly relevant to the contents of the image,

they can counteract noise from the retrieved captions and
fill in possible gaps in the coverage of the image contents.

3.2. Prompt Format
The final prompt for the language decoder of a VLM com-
bines both retrieved captions and concepts to provide infor-
mative and semantically relevant context for caption gener-
ation. The prompt is organized into three segments:

Similar images show: caption 1,
caption 2, ..., caption n.
This image might contain: concept 1,
concept 2, ..., concept m.
Caption in {lang}:

The first segment provides n similar captions, offering
sentence-level context. The second lists m highly-relevant
concepts. Together, they help the model generate accurate,
grounded captions in the target language. In our experi-
ments, the prompt is always in English and mentions the full
name of the target language (e.g., “Caption in Chinese”).

The prompt is used as an additional conditioning context
in the generation of image captions. The proposed method
is supervised and relies on image captioning training data.

4. Experiments
4.1. Experimental Setup
Base Model CONCAP adopts the mBLIP architecture and
its initialization strategy. The vision encoder, Q-Former,
and projection layer are initialized from BLIP-2 [7], and
the language decoder from mT0-XL [12]. Following Gei-
gle et al. [3], we freeze the vision encoder and language de-
coder, and insert LoRA layers [4] into the decoder. As a re-
sult, only the Q-Former, projection layer, and LoRA layers
are updated during training. This setup maintains training
efficiency with ∼111 million trainable parameters.

Training and Evaluation Data For training, we use the
COCO-35L dataset [20], which comprises 19.8M image-
caption pairs in 35 languages. Following Ramos et al. [18],
we subsample the training set to 566K image-caption pairs
with equal representation across languages. Training is
done with teacher forcing and cross-entropy loss.

We evaluate on XM3600 [20], a human-annotated
benchmark with 3,600 images captioned in 36 languages.
Images are sourced from countries where the languages are
spoken, with each image averaging two captions per lan-
guage. To enable fast yet reliable multilingual evaluation,
recent work [23] introduced XM100, a subset of 100 repre-
sentative images from XM3600, including all languages.

Caption Retrieval Captions are always retrieved from
the COCO-35L training set. We build separate indexes for
each language and retrieve the top-4 captions per image, fol-
lowing prior work [17]. The implementation of the retrieval



Models Train θ Total θ Dataset en es hi zh L5 L36

mBLIP 111M 4.84B 2.71M 80.2 62.6 16.1 13.5 7.9 28.3
PAELLA 34M 3B 566K 57.3 44.9 20.8 25.9 20.7 26.9
BB + CC 0.8B 0.8B 135M 58.4 42.5 19.7 20.2 22.4 29.3
Pangea 7B 7B 6M 75.9 64.6 16.2 29.0 12.5 31.8

CONCAP 111M 4.84B 566K 72.4 58.6 24.4 21.7 18.2 34.2

Table 1. CIDEr scores on the XM3600 evaluation set. Total θ: model size, Train
θ: number of trainable parameters, Dataset: size of training datasets.

Models en es hi zh L5 L36

CONCAP 72.4 58.6 24.4 21.7 18.2 34.2

NoRAG 66.0 48.9 20.4 17.4 17.2 26.9
ConRAG 70.9 55.0 19.5 20.9 17.1 30.3
CapRAG 66.2 53.3 23.9 20.2 16.9 31.4

ConRAGR 71.4 51.2 19.2 17.9 16.5 28.6
CapRAGM 38.3 30.4 16.4 13.9 13.1 20.4

Table 2. CIDEr scores on XM3600 across ablations.

is distinct between training and evaluation to match dataset
characteristics. COCO-35L primarily consists of images
from English-speaking contexts originally captioned in En-
glish with translations to other languages. We therefore fol-
low Ramos et al. [18] and adopt an English-as-a-pivot re-
trieval strategy, using CLIP [13] to retrieve captions from
the English subset and mapping them to target languages
via shared IDs (see §4.4 for target-language retrieval exper-
iments). XM3600 includes geographically diverse images,
so at inference, we use the multilingual retriever mSIGLIP
[25], which should better represent diverse image inputs.

Concept Retrieval We extract unique concepts for each
language from COCO-35L captions and apply language-
specific templates with prefixes or suffixes (e.g., "a
photo of a " + <concept> in English) to improve
their alignment with the captioning task.

We maintain a separate wordlist for each language, and
use mSigLIP [25] for retrieval. After hyperparameter tuning
over m = 4, 10, 20, we select m = 10. For fast nearest
neighbor search over dense embeddings, we use FAISS [2].

Evaluation We evaluate performance using the CIDEr
score [22], with a special focus on the four XM3600 lan-
guages that Thapliyal et al. [20] defines as a representative
core: English, Spanish, Hindi, and Chinese (L4), as well
as five low-resource languages of special interest: Bengali,
Maori, Quechua, Swahili, and Telugu (L5). For inference,
we use beam search of size 5, a length penalty of 1, and a
maximum generated caption length of 25 tokens.

4.2. Main Results
Averaged Performance (L36) Table 1 shows that on av-
erage, CONCAP outperforms all baselines by a large mar-
gin, exceeding the next best (Pangea) by 2.4 points. This
is notable given the large gap in the trainable parameters
(111M vs. 7B) and the amount of vision-language train-
ing data (566K vs. 6M). Comparing CONCAP to mBLIP,
where both models share the same architecture and num-
ber of trainable parameters, we observe a gap of nearly 4
CIDEr points, despite an almost five-fold reduction in train-
ing data with CONCAP: combined concept and caption re-
trieval augmentation enables highly data-efficient training.

4.3. The Contribution of Concepts and Captions
Having established CONCAP’s strong overall performance,
we now analyze the contribution of its components by com-
paring models trained without retrieval (NoRAG), with re-
trieved captions (CapRAG), and with retrieved concepts
(ConRAG). Results are shown in Table 2.

We find that CONCAP ’s impressive performance is in-
deed attributed to the retrieval augmentation, as its non-
augmented counterpart, NoRag, performs on par with the
weaker baselines from Table 1. Looking at the two
forms of retrieval augmentation in isolation, we find that
each improves performance over NoRAG on average, with
CapRAG being slighly more effective than ConRAG. While
the gain from caption retrieval corroborates prior work [18],
it is interesting to see that concepts alone can also provide a
highly effective signal in this multilingual setting. The most
insightful finding here is that CONCAP considerably outper-
forms both ConRAG and CapRAG, indicating that the gains
from these two forms of retrieval augmentation are addi-
tive: captions help guide generation with fluent language
patterns, while concepts ensure broader content coverage
and more accurate grounding in the input image.

4.4. The Role of English as a Pivot
Previous work shows that retrieving captions via English
works well on COCO-35L, but this relies on the availability
of parallel multilingual captions, which may not be avail-
able in real-world scenarios. To address this, we experiment
with target-language caption retrieval using mSigLIP in the
CapRAG setting (Table 2, CapRAGM ). We find that this ap-
proach considerably underperforms English-as-a-pivot re-
trieval (CapRAG) across all languages and even lags be-
hind NoRAG, indicating that in this case, retrieval degrades
performance. This highlights the critical role of retriever
quality in reteival-augmented multilingual captioning.

In this sense, retrieval augmentation with concepts seems
more robust (ConRAG), as it consistently improves perfor-
mance despite possible limitations in the mSigLIP retriever.

5. Concept Enrichment
One advantage of concept retrieval is that lexicons are
easier to obtain than high-quality image captions. En-
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Figure 1. Change is CIDEr score on the XM100 test set when enriching the concept-retrieval lexicon. Positive values indicate an improve-
ment over the baseline lexicon. Lexicon enrichment appears to have a mostly negative impact on performance.

riched concept retrieval could improve generalization and
out-of-domain coverage, as well as the cultural awareness
of VLMs. We test this by enriching the original COCO-
35L lexicon with lexical items from the cultural subset of
PangeaIns [23], aiming to enrich CONCAP’s geographic
coverage and cultural awareness. The results in Table 2
(ConRAGR) show a 1.7 CIDEr drop compared to ConRAG.

To better understand this finding, we test ConRAG on
XM100 with varying concept list configurations, focusing
on sensitivity to index size and makeup. We compare: (1)
CX, which adds filtered XM3600 lexicons (excluding the
XM100 captions); (2) CXP, which includes PangeaIns cul-
tural terms; and (3) CXPW, which adds Wikipedia and
Common Crawl entries for broader but less focused cov-
erage. Per-language results are presented in Figure 1, as a
change in CIDEr score from the base lexicon (COCO-35L)
to the different augmented lexicon configurations.

This addition of the filtered XM3600 lexicon (CX)
shows a mixed effect, with roughly half of the languages
seeing improvements and the other half experiencing a per-
formance drops. Expanding this setup with a culturally-
relevant lexicon (CXP) leads to a further decline in perfor-
mance for a larger portion of the languages. Finally, in-
corporating a broad web-based lexicon (CXPW), results in
the majority of languages showing a degradation in perfor-
mance. While expanding the lexicon pool could, in theory,
improve the coverage of retrieved concepts with geograph-
ically diverse and culturally relevant terms, in practice it
seems to add noise which distracts the generation process
and yields lower-quality captions.

Lastly, we conduct an oracle experiment on 200 images
from the JEEM dataset [5], providing the ConRAG model
with only highly relevant cultural concepts. The images
were manually selected by a native Arabic speaker based
solely on visual content, independent of the captions, to en-
sure cultural relevance. This setup improves performance,
achieving a CIDEr score of 17.9, compared to 13.9 when us-
ing a general-purpose concept wordlist (only COCO-35L).
A qualitative example from JEEM is shown in Figure 2.

However, this gain occurs only at earlier checkpoints.

At later checkpoints, the model struggles to incorporate the
provided concepts, suggesting that supervised fine-tuning
shifts the decoder’s output distribution, making unseen lex-
ical items harder to predict, even when prompted.

.ظهر بسيارة صغيرةرجل يجلس على 
(A man sitting on the back of a small car.)

ConRAG 
(Non-Native)

.على الطريقتوك توك رجل يقود 
(A man driving a tuk-tuk on the road.)

ConRAG 
(Native – CKPT 1)

.في شارع مزدحمسيارة صغيرة رجل يقود 
(A man driving a small car on a busy street.)

PANGEA

Figure 2. ConRAG’s strength in cultural contexts.

6. Conclusion

We introduced CONCAP, a multilingual image captioning
model that enhances caption generation by integrating re-
trieved captions with image-specific concepts. This ap-
proach improves caption quality while reducing the need for
extensive multilingual training. Experiments on XM3600
show that CONCAP outperforms strong baselines with far
fewer training resources. Ablation studies confirm the ad-
ditive benefits of caption and concept retrieval. While we
showed that retrieved concepts can support cultural settings,
their effectiveness depends on concept relevance, integra-
tion strategy, and the model’s training stage, with earlier
checkpoints more receptive to novel concepts. Future work
should explore strategies for concept enrichment that pro-
mote semantic diversity and reduce redundancy.
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Küttler, Mike Lewis, Wen-tau Yih, Tim Rocktäschel, Sebas-
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