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Abstract

Indoor radar perception has seen rising interest due to affordable costs driven by
emerging automotive imaging radar developments and the benefits of reduced
privacy concerns and reliability under hazardous conditions (e.g., fire and smoke).
However, existing radar perception pipelines fail to account for distinctive char-
acteristics of the multi-view radar setting. In this paper, we propose Radar dE-
tection TRansformer (RETR), an extension of the popular DETR architecture,
tailored for multi-view radar perception. RETR inherits the advantages of DETR,
eliminating the need for hand-crafted components for object detection and seg-
mentation in the image plane. More importantly, RETR incorporates carefully
designed modifications such as 1) depth-prioritized feature similarity via a tun-
able positional encoding (TPE); 2) a tri-plane loss from both radar and cam-
era coordinates; and 3) a learnable radar-to-camera transformation via reparam-
eterization, to account for the unique multi-view radar setting. Evaluated on
two indoor radar perception datasets, our approach outperforms existing state-
of-the-art methods by a margin of 15.38+ AP for object detection and 11.91+
IoU for instance segmentation, respectively. Our implementation is available at
https://github.com/merlresearch/radar-detection-transformer.

1 Introduction

Perception information encompasses the processes and technologies to detect, interpret, and under-
stand their surroundings. Complementary to the mainstream camera and LiDAR sensors, radar can
enhance the safety and resilience of perception under low light, adversarial weather (e.g., rain, snow,
dust), and hazardous conditions (e.g., smoke, fire) at affordable device and maintenance cost. An
emerging application of radar perception is indoor sensing and monitoring for elderly care, building
energy management, and indoor navigation [7]. A notable limitation of indoor radar perception is the
low semantic features from radar signals.

Earlier efforts use radar detection points [42, 30] to support simple classification tasks such as
fall detection and activity recognition over a limited number of patterns. To support challenging
perception tasks such as object detection, pose estimation, and segmentation, lower-level radar
signal representation such as radar heatmaps is more preferred. Along this line, the earliest work is
RF-Pose [43] using a convolution-based autoencoder network to fuse features from the two radar
views and regress keypoints for 2D image-plane pose estimation. It is later extended to 3D human

∗Equal contribution.
†The work was done as a visiting scientist from ITC in Mitsubishi Electric Corporation.
‡The work was done during his internship at MERL.

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

https://github.com/merlresearch/radar-detection-transformer


H
orizontal View

Vertical View

Radar Plane

Transform
ation 

&
 Projection

RETR: Radar dEtection TRansformer

Horizontal View

Vertical View

Image Plane

D
etection

Segm
entation

Transformer  
Encoder-Decoder

Set of object queries with 
3D spatial embeddings

Horizontal / Vertical
Radar features

Figure 1: By taking horizontal-view and vertical-view radar heatmaps as inputs, RETR introduces a
depth-prioritizing positional encoding (exploit the shared depth between the two radar views) into
transformer self-attention and cross-attention modules and outputs a set of 3D-embedding object
queries to support image-plane object detection and segmentation via a calibrated or learnable radar-
to-camera coordinate transformation and 3D-to-2D pinhole camera projection.

pose estimation [44]. It is noted that RF-Pose is not publicly accessible. More recently, RFMask [38]
borrows the Faster R-CNN framework [27] by proposing candidate regions only in the horizontal
radar heatmap via a region proposal network (RPN). A corresponding proposal in the vertical radar
heatmap is automatically determined using a fixed-height candidate region at the same depth as the
horizontal proposal. The combined horizontal and vertical proposals are then projected into the
image plane for bounding box (BBox) estimation. In addition, RFMask calculates the BBox loss only
over the 2D horizontal radar view and disregards features from the vertical radar heatmap for BBox
estimation.

In this paper, we exploit features from both horizontal and vertical radar views for object estimation
and segmentation and introduce Radar dEtection TRansformer (RETR) (Fig. 1). RETR extends
the popular Detection Transformer (DETR) [3], which effectively eliminates the need for hand-crafted
components such as non-maximum suppression and proposal/anchor generation, to the multi-view
radar perception. More importantly, RETR incorporates carefully designed modifications to exploit
the unique multi-view radar setting such as shared depth dimension and the transformation between
the radar and camera coordinate systems. Our contributions are summarized below:

1. Extending DETR for Multi-View Radar Perception: 1) Encoder: we associate features
from both radar views by applying self-attention over the pooled multi-view radar features,
eliminating the need for a cumbersome association scheme. We introduce a top-K feature
selection to allow only K features from each view to keep the complexity low. 2) Decoder:
the DETR decoder provides a natural way to associate the same object query to correspond-
ing features from the two radar views via cross-attention. As such, the object query is able
to learn 3D spatial embedding of objects in the radar coordinate (see Fig. 1).

2. Tunable Positional Encoding: To enhance feature association across the two radar views,
we further exploit the fact that the two radar views share the depth dimension and introduce
a tunable positional encoding (TPE) as an inductive bias. TPE imposes constraints in the
attention map to prioritize the relative importance of depth dimension and avoid exhaustive
correlations between radar views.

3. Tri-Plane Loss from Both 3D Radar Coordinate and 2D Image Plane: we enforce the
output queries of the DETR decoder to directly predict 3D BBoxes in the radar coordinate
system and convert them into the 2D image plane. We introduce a tri-plane loss that
combines the BBox loss in the 3D radar plane and that in the 2D image plane, to calculate
the global set-prediction loss.

4. Learnable Radar-to-Camera Coordinate Transformation: We employ a calibrated radar-
to-camera coordinate transformation via a calibration process and a learnable coordinate
transformation via reparameterization by preserving the orthonormal (i.e., 3D special or-
thogonal group SO (3)) structure of the rotation matrix.

We demonstrate the effectiveness of our contributions through evaluations on two open datasets: the
HIBER dataset [38] and the MMVR dataset [26].
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Figure 2: Indoor radar perception pipeline: (a) multi-radar views are utilized to estimate 3D BBoxes
in the radar coordinate system; (b) the 3D BBoxes are then transformed into the 3D camera coordinate
system by a radar-to-camera transformation; and (c) the transformed 3D BBoxes are projected onto
the image plane for final object detection. Blue line denotes a fixed-height regional proposal in
RFMask, while Magenta line denotes an object query with learnble height in RETR.

2 Related Work

Radar-based Object Detection and Segmentation: Indoor radar perception tasks include object
detection (BBoxes), pose estimation (keypoints), and instance segmentation (human masks) [1, 35, 43,
44, 20, 23, 45, 38, 46], and radar datasets in different data formats were reported in [35, 31, 30, 39, 2,
40, 14, 38, 26]. Particularly, radar heatmap-based approaches have gained attention not only in indoor
perception [43, 44, 14, 38, 26] but also for automotive radar perception [19, 24, 32, 11, 5], due to richer
semantic features compared to those extracted from sparse radar point clouds [31, 30, 39, 2, 15, 40, 41].
RF-Pose [43] predicts human poses on the image plane using a convolution autoencoder-based
architecture. With the HIBER dataset [38], RFMask considers proposal-based object detection
and instance segmentation. More recently, MMVR [26] has been openly released to accelerate
advancements in indoor radar perception.

Image-based Object Detection and Segmentation with DETR: Since the introduction of DETR
for 2D image-plane object detection, subsequent studies have been developed based on its frame-
work [21, 47, 4, 17, 37, 18, 10, 25], largely due to DETR’s ability to eliminate the need for hand-
designed components such as non-maximum suppression (NMS). In [21], Conditional DETR de-
composes the roles of content and positional embeddings in the transformer decoder, improving not
only prediction accuracy but also training convergence speed. More recently, [25] has proposed
Rank-DETR as a rank-oriented architectural design, guaranteeing lower false positives and false
negatives in prediction.

3 Preliminary

Generation of Radar Heatmaps: Conceptually, let us consider a pair of (virtual) horizontal and
vertical antenna arrays with Nant elements for each array, sending a set of frequency modulated
continuous waveform (FMCW) pulses for object detection [26, 38, 34]. The two 1D arrays generate
one horizontal radar view in the azimuth-depth (x− z) domain and one vertical radar view in the
elevation-depth (y − z) domain,

yhor (t, x, z) =

Kp∑
k=1

M∑
m=1

sk,m,te
j2π

dm(x,z)
λk , yver (t, y, z) =

Kp∑
k=1

M∑
m=1

sk,m,te
j2π

dm(y,z)
λk , (1)

where sk,m,t denotes the k-th sample of FMCW sweep on the m-th antenna at time t, λk is the
wavelength of the k-th sample, dm (x, z) denotes the round-trip distance from the m-th array element
to a position (x, z), and Kp and M denote the number of samples and the number of array antennas,
respectively. Usually, the azimuth x is in an interval of x ∈ X = [xmin : ∆x : xmax] and the
elevation y and the depth z are similarly defined. At a particular time t, we have the horizontal
radar heatmap Yhor(t) = {|yhor (t, x, z) |}z∈Z

x∈X ∈ RW×D and the vertical radar heatmap Yver(t) =

{|yver (t, y, z) |}z∈Z
y∈Y ∈ RH×D with a shared depth axis. The multi-view radar testbeds in HIBER

[38] and MMVR [26] utilize advanced MIMO-FMCW radar systems. We defer the MIMO-FMCW
radar heatmap generation to Appendix D.
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Figure 3: The RETR architecture: 1) Encoder: Top-K features selection and tunable positional
encoding to assist feature association across the two radar views; 2) Decoder: TPE is also used
to assist the association between object queries and multi-view radar features; 3) 3D BBox Head:
Object queries are enforced to estimate 3D objects in the radar coordinate and projected to 3 planes
for supervision via a coordinate transformation; 4) Segmentation Head: The same queries are used
to predict binary pixels within each predicted BBox in the image plane.

Indoor Radar Perception: By taking T consecutive multi-view radar heatmaps (Yhor ∈ RT×W×D

and Yver ∈ RT×H×D) as the input, we are interested in detecting objects on the image plane:

Fimage = projimage (T (f (Yhor,Yver))) , (2)

where Fimage denotes predicted BBoxes for object detection and pixel-level masks for instance
segmentation. Using the BBox as an example in Fig. 2, our pipeline includes the following steps:
1) Fig. 2 (a): By taking the two radar views over T consecutive frames (Yhor,Yver) as input, the
end-to-end object detection module f outputs a set of parameters describing 3D BBoxes in the radar
coordinate system; 2) Fig. 2 (b): The radar-to-camera 3D coordinate transformation T converts the
predicted 3D BBoxes at the output of f to corresponding 3D BBoxes in the 3D camera coordinate
system; 3) Fig. 2 (c): The 3D-to-2D projection projimage projects the 3D BBox in the camera
coordinate system into corresponding 2D image plane normally with a known pinhole camera model.

4 RETR: Radar Detection Transformer

We first present the RETR architecture and then highlight radar-oriented modifications. We defer the
discussion on Segmentation to Appendix B.

4.1 RETR Architecture

We present the RETR architecture in Fig. 3, introducing its major modules in a left-to-right order.
Refer to Appendix A for the detailed architecture.

Backbone: Given Yhor ∈ RT×W×D and Yver ∈ RT×H×D, a shared backbone network (e.g.,
ResNet [8]) generates separate horizontal-view and vertical-view radar feature maps: Zhor =

backbone (Yhor) ∈ RC×W
s ×D

s and Zver = backbone (Yver) ∈ RC×H
s ×D

s , where C and s repre-
sent the number of channels and downsampling ratio over the spatial dimension, respectively.

Feature Selection: A transformer-based encoder expects a sequence of features as input. This
is done by mapping the feature maps into a sequence of P multi-view radar features H =
{Hhor,Hver} ∈ RC×P : Zhor → Hhor ∈ RC×Phor and Zver → Hver ∈ RC×Pver , where
P = Phor + Pver. We defer the discussion of top-K feature selection to Section 4.2.

Encoder as Cross-View Radar Feature Association: The transformer encoder provides a simple
yet effective method for associating radar features from both horizontal and vertical views by applying
self-attention over the pool of P multi-view radar features H = {Hhor,Hver} ∈ RC×P , eliminating
the need for cumbersome association schemes. Specifically, the l-th (l = 0, · · · , Lself − 1) encoder
layer updates the multi-view radar features through multi-head self-attention Attself:

H l+1 = H̄ l + FFN
(
H̄ l

)
, H̄ l = H l + Attself

(
Que

(
H l

)
, Key

(
H l

)
, Val

(
H l

))
, (3)
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where FFN denotes feed-forward networks, Lself is the number of encoder layers, and Que, Key and
Val are projections to derive the multi-head query, key and value embedding from H , respectively.
For the first (0-th) layer, we have H0 = H . Note that we omit the description of “Layer norm” and
“multi-head index” in Eq. 3 for clarity.

Additionally, since the multi-view radar features lack positional information and the self-attention is
permutation-invariant, we supplement H l with positional embedding added (or attached) to the input
of each encoder layer. Refer to Section 4.3 for a tunable positional encoding.

Decoder to Associate Object Queries with Multi-View Radar Features: The decoder provides
a natural way to associate the same object query with features from the two radar views via cross-
attention. For each decoder layer, it takes N object queries Ql = {q1, · · · , qN} ∈ RC×N as its
input, and consists of a self-attention layer, a cross-attention layer and a FFN. Specifically for the l-th
(l = 0, 1, · · · , Lcross − 1) decoder layer, it first updates all queries through multi-head self-attention:

Q̄l = Ql + Attself
(
Que

(
Ql

)
, Key

(
Ql

)
, Val

(
Ql

))
, (4)

where Que, Key and Val are the projections with different parameterization from those in the self-
attention layer (Eq. 3). Then, the decoder layer further updates the object queries Q̄l of Eq. 4 via
multi-head cross-attention with the multi-view radar features HLself from the encoder output:

Ql+1 = Q̃l + FFN
(
Q̃l

)
, Q̃l = Q̄l + Attcross

(
Que

(
Q̄l

)
, Key

(
HLself

)
, Val

(
HLself

))
, (5)

where both Q̄l and HLself are supplemented with positional embedding. Finally, the decoder outputs
N enhanced object queries QLcross for downstream tasks.

Mapping from 3D Radar Coordinate to 2D Image Plane: Given the N enhanced object queries
QLcross , RETR directly estimates 3D BBoxes in the radar coordinate:

ḡ = {cx, cy, cz, w, h, d}⊤ = sigmoid (FFN (q)) , q ∈ QLcross (6)

where ḡ describes the 3D BBox center and respective widths along the 3D axes, and sigmoid
normalizes the 3D BBox prediction to [0, 1]. Then, as shown in Fig. 2 (b), we apply a radar-to-camera
transformation T to convert the predicted 3D BBoxes to ones in the 3D camera coordinate as

gi
camera =

{
xi
camera, y

i
camera, z

i
camera

}⊤
= T

(
gi
radar

)
= Rgi

radar + t, i = 1, 2, · · · , 8, (7)

where R is a 3D rotation matrix, t ∈ R3 is the 3D translation vector, and gi
radar is i-th corner of the

3D BBox corresponding to ḡ. Subsequently in Fig. 2 (c), we project the 3D BBoxes gi
camera onto the

2D image plane via a 3D-to-2D projection. From the projected 2D corners, one can calculate the 2D
BBox center and width and height in the image plane as

binit = {cx, cy, w, h}⊤ = projimage (Gcamera) . (8)

The final BBox estimation b̂image in the image plane is obtained by adding an offset head FFN :
R10 → R4 to compensate for the spatial downsampling and normalizing it to the interval [0, 1]:

b̂image = sigmoid (binit + FFN (binit ⊕ ḡ)) . (9)

4.2 Top-K Feature Selection

In DETR, the sequentialization simply collapses the spatial dimensions of the feature map into a
single dimension, resulting in Phor = WD/s2 and Pver = HD/s2 features for the horizontal and
vertical radar feature maps, respectively. As a result, we have P = (W + H)D/s2 multi-view
radar features. It is known that the complexity of transformers grows quadratically with respect
to the feature length P . Here, we introduce a customized Top-K feature selection, maintaining
a low complexity for the RETR encoder and decoder: Hhor = Selector (Zhor) ∈ RC×K and
Hver = Selector (Zver) ∈ RC×K , where K ≪ min{WD/s2, HD/s2}. In this case, we shrink
the multi-view radar tokens from P = (W + H)D/s2 to P = 2K. For each radar frame, we
consistently select the Top-K strongest features, which may originate from varying spatial locations
depending on the specific radar frame. Consequently, the gradient propagates back through the
selected K features to the backbone weights, irrelevant to their spatial locations.
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Figure 4: Schemes of positional encoding: (a) the sum operation in the original DETR; (b) the
concatenation in Conditional DETR; and (c) TPE in RETR that allows for adjustable dimensions
between depth and angular embeddings and promotes higher similarity scores for keys and queries
with similar depth embeddings than those far apart in depth.

4.3 TPE: Tunable Positional Encoding

The TPE is built on the top of the concatenation operation between the content embedding c (either
feature embedding h at the encoder or decoder embedding q at the decoder) and positional embedding
p in the conditional DETR [21] (see Fig. 4 (b)):(

cque ⊕ pque

)⊤ (
ckey ⊕ pkey

)
= c⊤queckey + p⊤

quepkey, (10)

where ⊕ denotes concatenation, rather than the sum in DETR [3] (see Fig. 4 (a)):(
cque + pque

)⊤ (
ckey + pkey

)
= c⊤queckey + c⊤quepkey + p⊤

queckey + p⊤
quepkey. (11)

It is seen that Eq. 10 eliminates the cross terms between the content and positional embeddings
in Eq. 11 and, allowing content/positional embeddings focus on their respective attention weights,
contributes to faster training convergence [21].

In our case, the positional embedding is composed of a depth (y) axis and an angular (either azimuth
x or elevation z) axis. As such, p = d⊕ a with d representing the depth positional embedding and
a the angular positional embedding. Then expanding Eq. 10 with p = d⊕ a leads to(

cque ⊕ dque ⊕ aque

)⊤ (
ckey ⊕ dkey ⊕ akey

)
= c⊤queckey + d⊤

quedkey + a⊤
queakey. (12)

In Eq. 12, we have the following observations:

1. c⊤queckey reflects how similar the features in the key and query may appear;

2. Depth similarity d⊤
quedkey remains consistent regardless of whether the key and query

originate from the same radar view or different radar views;
3. Angular similarity a⊤

queakey can be a self-angular similarity (azimuth-to-azimuth or
elevation-to-elevation) when the key and query are from the same radar view, or a cross-
angular similarity (azimuth-to-elevation or elevation-to-azimuth) for different radar views.

Motivated by the above observations, we can promote higher similarity scores for keys and queries
with similar depth embeddings than those far apart in depth, especially for the ones from different
views, by allowing for adjustable dimensions between depth and angular embeddings:

ddep = αdpos, dang = (1− α)dpos → ddep + dang = dpos, (13)

where the tunable dimension ratio α is in the interval [0, 1]. As illustrated in Fig. 4 (c), when α = 0.5,
the positional embedding is equivalent to that used in conditional DETR. When α approaches 0, the
depth positional embedding is minimized, making the depth similarity d⊤

quedkey negligible in Eq. 12.
Conversely, as α approaches 1, the depth positional embedding dimension increases, and so does the
importance of the depth similarity in Eq. 12.

We implement our TPE with a fixed sine/cosine positional encoding along the depth and angular
(azimuth or elevation) dimension. For an even depth/angular positional dimension, we have

d2i = sin(pdep/τ
2i/ddep), d2i+1 = cos(pdep/τ

2i/ddep), i = 0, 1, · · · , ddep/2− 1, (14)

a2i = sin(pang/τ
2i/dang), a2i+1 = cos(pang/τ

2i/dang), i = 0, 1, · · · , dang/2− 1, (15)
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where pdep/ang and ddep/ang are the position index and dimension for the depth and angular axes,
respectively, i is the (even/odd) element index, and τ = 10000 is a temperature. By adjusting the ratio
α in Eq. 12, we change the dimensions of the depth d in Eq. 14 and the angular a in Eq. 15, while
keeping the total positional dimension of p = d⊕ a constant. We show the visualization of TPE in
Appendix C.

4.4 Tri-Plane Set-Prediction Loss

DETR calculates a matching cost matrix with each element constructed from 1) a classification
cost Lclass and 2) a BBox loss between one of N predictions b̂ and one of ground truth BBoxes
b (including the “no object” class). The BBox loss is a weighted combination of the generalized
intersection over union (GIoU) loss LGIoU [28] and the ℓ1 loss LL1 :

Lbox(b, b̂) = λGIoULGIoU(b, b̂) + λL1LL1(b, b̂), (16)

where λ∗ denotes the weight. Over the permutation set SN between N predictions and ground truth
objects, the Hungarian algorithm [12] is applied with the matching cost matrix to find the optimal
assignment σ∗ ∈ SN of predictions to ground truth. Given σ∗ , the loss is computed only for the
matched pairs and is referred to as the set-prediction loss.
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Figure 5: Tri-Plane BBox loss.

Since RETR predicts 3D BBoxes ḡ in the 3D radar
coordinate and maps them into the 2D image plane,
we propose to enhance the above Hungarian match
cost matrix using a Tri-Plane BBox Loss from both the
radar coordinate and image plane. This is illustrated
in Fig. 5, where a 3D BBox ḡ in the radar coordinate
is projected onto 1) the 2D horizontal radar plane as
b̂hor = projhor(ḡ) (the top branch); 2) the 2D vertical
radar plane as b̂ver = projver(ḡ) (the middle branch);
and 3) the 2D image plane as b̂image of Eq. 9 (the
bottom branch). The tri-plane BBox loss Ltri

box sums
up 2D BBox losses over all three planes using Eq. 16:

Ltri
box = Lbox

(
bhor, b̂hor

)
+ Lbox

(
bver, b̂ver

)
+ Lbox

(
bimage, b̂image

)
. (17)

RETR finds the optimal assignment σ∗
tri using the matching cost with 1) the original classification

cost Lclass and 2) the tri-plane BBox loss Ltri
box. The resulting set-prediction loss using σ∗

tri is
referred to as the tri-plane set-prediction loss.

4.5 Learnable Radar-to-Camera Coordinate Transformation

The rotation matrix R and translation vector t in the radar-to-camera transformation of Eq. 7 can be
calibrated in advance. However, this calibration process may be accurate only for a limited interval
of depth and angles. Instead of relying on the calibrated transformation, we introduce a learnable
transformation via a reparameterization on R while keeping it orthonormal. To this end, we need
to ensure that the learnable R̂ resides in the 3D special orthogonal group SO (3). Considering that
SO (3) is a special case of a Lie group, one of the differentiable manifolds, we can firstly map a
3D vector ω = {ωx, ωy, ωz}⊤ ∈ R3 to Lie algebra so (3) using the projection [·] : R3 → so (3).
And then we apply the exponential map exp : so (3) → SO (3) that maps [ω] into the nearest
point in SO (3) such that the resulting exp ([ω]) resides on SO (3) and satisfies the orthonormal
structure [13, 33]. This leads to the following reparameterization of R̂ in terms of ω:

R̂ ≈ exp ([ω]) = I +
sinϕ

ϕ
[ω] +

1− cosϕ

ϕ2
[ω]

2
, s.t. [ω] =

[
0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0

]
, (18)

where ϕ = ∥ω∥ is the ℓ2 norm, With the above reparameterization, the learnable radar-to-camera
coordinate transformation in Eq. 7 reduces to learn the vector ω and the translation vector t.
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Table 1: Main results of object detection in the image plane under “P2S1” of MMVR. The top section
shows results from conventional models, while the bottom section presents RETR results.

Model Dim Input BBox Loss AP AP50 AP75 AR1 AR10

RFMask 2D H, V H+ I 31.37 61.50 27.48 33.23 38.41
DETR 2D H H+ I 29.38 62.31 25.35 31.32 43.06
DETR (Top-K) 2D H, V H+ I 39.71 82.74 33.29 38.98 52.81

RETR (TPE@Dec.) 3D H, V H+ V+ I 45.94 81.99 44.04 42.03 57.38
RETR 3D H, V H+ V+ I 46.75 83.80 46.06 42.19 57.39

Table 2: Main results of object detection in the image plane under “WALK” of HIBER. The notation
follows the same format as Table 1.

Model Dim Input BBox Loss AP AP50 AP75 AR1 AR10

RFMask 2D H, V H+ I 17.77 52.46 6.78 32.71 32.71
DETR 2D H H+ I 14.45 47.33 4.25 28.64 28.64
DETR (Top-K) 2D H, V H+ I 14.35 48.94 5.50 28.78 28.78

RETR (TPE@Dec.) 3D H, V H+ V+ I 20.18 52.53 7.32 32.91 32.91
RETR 3D H, V H+ V+ I 22.09 59.83 10.99 35.16 35.16

5 Experiments

5.1 Setup

Datasets: We evaluate performance over two open indoor radar perception datasets: MMVR4 [26]
and HIBER5 [38]. MMVR includes multi-view radar heatmaps collected from over 20 human
subjects across 6 rooms over a span of 9 days. In our implementation, we utilize data from Protocol 2
(P2) which includes 237.9K data frames capturing both single and multiple human subjects in diverse
activities such as walking, sitting, stretching, and writing on the board. For the training-validation-test
split, we follow the data split S1 as defined in MMVR.

HIBER, partially released, includes multi-view radar heatmaps from 10 human subjects in a single
room but from different angles with two data splits: 1) “WALK”, consisting of 73.5K data frames
with one subject (Section 5.2); and 2) “MULTI”, consisting of 70.8K radar frames with multiple (2)
human subjects walking in the room (Appendix G). More dataset details can be found in Appendix E.

Implementation: We consider RFMask [38] and DETR [3] as baseline methods. Since RFMask
and DETR originally compute the BBox loss only in the 2D horizontal (H) radar plane and the 2D
image (I) plane, respectively, we enhance both methods with a unified bi-plane BBox loss (H+ I).
We also introduce a DETR variant with top-K feature selection, allowing it to take features from both
horizontal (H) and vertical (V) heatmaps as input. For RETR, we set K = 256 for the top-K selection,
the positional embedding dimension to dpos = 256, and a tunable dimension ratio at α = 0.6. We
include one variant that only employs the TPE at the decoder (TPE@Dec.). More hyper-parameter
settings can be found in Appendix E.

Metrics: For object detection, we adopt average precision (AP) at two IoU thresholds of 0.5 (AP50)
and 0.75 (AP75) and its mean (AP) over thresholds [0.5 : 0.05 : 0.95]. We also consider average recall
(AR) when it is restricted to making only one detection (AR1) or up to 10 detections (AR10) per image.
For segmentation, we report the average IoU value between the predictive and ground truth masks.
Detailed metric definitions can be found in Appendix F.

5.2 Main Results

MMVR: Table 1 shows the main results on the MMVR dataset under “P2S1”. Compared with
RFMask, DETR with a single horizontal radar view does not show performance improvement. By

4https://zenodo.org/records/12611978
5https://github.com/Intelligent-Perception-Lab/HIBER
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Figure 6: Visualization of cross-attention map between predicted BBoxes and multi-view radar
features. BBoxes with the same color correspond to the same subject.

Ratio α 0.2 0.4 0.6 0.8

AP 44.35 45.16 46.75 43.81
AR1 42.04 41.60 42.19 41.89

(a) A dimension ratio α = 0.6 of TPE
achieves the best.

LT AP AR1

- 42.97 40.20
✓ 46.75 42.19

(b) Learnable Transforma-
tion (LT) may replace calibra-
tion.

Loss AP AR1

H+ I 42.18 39.39
H+ V+ I 46.75 42.19

(c) Tri-plane loss enhances ob-
ject detection.

Table 3: Ablation studies under “P2S1” on MMVR.

just adding the vertical radar view at the input, DETR with top-K selection exhibits a noticeable
performance improvement over RFMask. Built upon DETR (Top-K), RETR (TPE@Dec.) imple-
ments two enhancements: 1) TPE at the decoder and 2) tri-plane BBox loss, resulting in further
improvements with a gain of 6.23 in AP, 10.75 in AP75, and 4.57 in AR10, highlighting the importance
of TPE and supervision at the vertical radar view. By further incorporating TPE at the encoder, the
full version of RETR achieves an impressive performance improvement over RFMask, demonstrating
increases of 15.38 in AP, 22.30 in AP50, and 18.58 in AP75, respectively. The results under “P2S2” on
MMVR can be seen in Appendix G.

HIBER: Table 2 presents the main results on the HIBER dataset under “WALK”. Similar to
Table 1, we observe a similar trend of performance improvement from DETR to RETR variants.
Numerically, we see increases of 4.32 in AP, 7.37 in AP50, and 4.21 in AP75, when directly comparing
RETR to RFMask. These performance improvements are smaller compared with those in Table 1.
This is potentially because the HIBER data under “WALK” predominantly involves walking, where
RFMask’s fixed-height vertical proposals may work fine. In contrast, MMVR under “P2” includes
more diverse activities such as sitting, leading to likely overestimated vertical proposals for RFMask
and thus greater improvements in MMVR than HIBER. The results under “MULTI” on HIBER can
be seen in Appendix G.

Visualization of Cross-Attention Map: Fig. 6 presents the cross-attention map at the last decoder
layer between predicted BBoxes (via object queries) and multi-view radar features. RETR accurately
predicts the subject in the background of the image plane (middle panel) with a forward-bending
posture (Query 1). The cross-attention maps of Query 1, with respect to horizontal (left) and
vertical (right) radar features, highlight areas with features contributing the most to Query 1. These
contributing areas in the vertical plane are more stretched along the depth axis compared with those in
the horizontal plane. Notably, the contributing areas from the two views share similar depth intervals.
For Query 2 which identifies the subject in the foreground, the cross-attention maps shift its focus to
contributing areas at closer depth compared with those for Query 1, indicating an effective 3D spatial
embedding of object queries at the RETR output. We provide more visualizations in Appendix H.

Limitation: We present failure cases in Fig. 15 of Appendix H. Predicting arm positions remains
challenging, suggesting that RETR may not focus its attention on regions with weak radar reflections.
Moreover, multi-path reflections from the ground, ceiling, and other strong scatterers (e.g., metal)
can cause (first-order or second-order) ghost targets and elevate the noise floor. Traditional signal
processing techniques can mitigate these effects but require access to raw radar data. Alternatively,
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ghost targets can be labeled in the multi-view radar heatmaps, though this can be time-consuming and
costly. One can then extend RETR to classify output queries to one of {∅, person, ghost}, alongside
regressing queries to the BBox parameters.

5.3 Ablation Studies

We report ablation studies with RETR under “P2S1” on MMVR. Further results of ablation studies
can be seen in Appendix G.

Tunable Dimension Ratio α: Table 3a presents the ablation study of the tunable dimension ratio
α and its impact on the object detection performance in terms of AP50 ( primary vertical axis) and
AP and AP75 (secondary vertical axis). The results indicate that α = 0.6 yields the best performance.
The detection performance gradually decreases as α approaches to 0 and 1.

Learnable Transformation (LT): To evaluate the effectiveness of the Learnable Transformation
in Section 4.5, we compare AP and AR1 metrics of RETRs with and without LT. The results in
Table 3b indicate that it is possible to incorporate the radar-to-camera geometry into the end-to-end
radar perception pipeline without the need for a cumbersome calibration step, while still achieving
comparable perception performance.

Tri-Plane Loss for RETR: Table 3c compares RETR with a bi-plane BBox loss (horizontal radar
plane and image plane) to that with the tri-plane loss (including the vertical radar plane). The results
highlight the necessity of accounting for the vertical BBox loss and the importance of leveraging
features from the vertical radar heatmap, leading to a performance improvement of 4.47 in AP.

6 Conclusion

In this paper, we introduced RETR, extending DETR to the multi-view radar perception with carefully
designed modifications such as depth-prioritized feature similarity via TPE, a tri-plane loss from
radar and camera coordinates, and a learnable radar-to-camera transformation. Experimental results
over two radar datasets and comprehensive ablation studies demonstrate that RETR significantly
outperforms both RFMask and DETR baseline methods.

Broader Impacts: Indoor radar perception technologies, including RETR, offer a wide range of
social applications in navigating and monitoring subjects such as the elderly, infants, robots, and
humanoids, enhancing safety and energy efficiency while preserving privacy. However, it is crucial
that perception results remain secure and private to prevent misuse in inferring subject attributes
such as gender, size, and height. These technologies could potentially be used to advance indoor
surveillance without individuals’ acknowledgment or consent.
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A Details of RETR Architecture

Transformer Encoder and Decoder: Fig. 7 illustrates the transformer encoder and decoder used
in RETR. In the original DETR implementation, the image features from the CNN backbone are
given in input to the transformer encoder, with spatial positional embeddings added to the queries
and keys at each multi-head self-attention layer of the encoder. On the other hand, RETR extracts
features from a shared-weight backbone for both horizontal and vertical views and obtains them as
{P h

1 , · · · , P h
WD/s2 , P

h
1 , · · · , P v

HD/s2}. At this time, the positional encoding (TPE) is concatenated
with the features (content). Subsequently, Top-K selection is applied to extract the most relevant
features and reduce time and space complexity (i.e., P h

5 , P
h
6 , P

v
6 and P v

7 in the left figure). These
Top-K features from the horizontal and vertical views are concatenated to compose a single sequence
of tokens, which are then fed to the transformer encoder. The encoder consists of a stack of multi-head
self-attention layers, that allow for the consideration of correlations between the two views. The
multi-head attention is simply the concatenation of M single attention heads followed by a projection
layer L to regain the initial dimensionality. The common practice [36] is to use residual connections,
dropout, and layer normalization:

mhAtt =layernorm
(
Que (H) + dropout

(
LH̃

))
, (19)

H̃ =Att (Que (H) , Key (H) , Val (H) ,W1)⊕ · · ·
⊕ Att (Que (H) , Key (H) , Val (H) ,WM ) , (20)

where ⊕ is concatenation along the channel axis, and W denotes the weight tensor of attention.

The decoder receives the decoder embeddings, which we initially set to zero and concatenated
with the object queries, and encoder memory (i.e. the output sequence of the encoder transformer),
generating refined embeddings through multiple multi-head self-attention and cross-attention layers.
In particular, the cross-attention layer utilizes the encoder memory to produce Keys and Values,
which correlate with the Queries to produce the Refined Queries. In right figure of Fig. 7, the decoder
embeddings which concatenated with the object queries are first input into the self-attention, and
the output is then passed through a normalization layer. At this point, the values are added using
a residual structure. Next, cross-attention between the encoder memory, used as the key, and the
decoder embeddings is calculated. Similarly, a residual structure is employed as in the self-attention.
This entire sequence is repeated Lcross times to obtain the final decoder embeddings.

Computational Complexity Following the computational complexity notation used in the DETR
paper, every self-attention mechanism in the encoder has a complexity of O(d22K + d(2K)2) where
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Figure 8: Illustration of segmentation head.

d is the embedding dimension and K is the number of selected features from the Top-K selection.
The cost of computing a single query/key/value embedding is O(d′d) (with d = Md′ where M
denotes the number of attention heads and d′ the dimension in each head), while the cost of computing
the attention weights for one head is O(d′(2K)2). Other computations may be negligible. In the
decoder, each self-attention mechanism has a complexity of O(d2N + dN2) where N is the number
of queries, and the cross-attention between query and multi-view radar features has a complexity of
O(d2(N + 2K) + d2NK). In conclusion, the overall complexity of our RETR model is

O(4d2K + 4dK2 + 2d2N + dN2 + 2dNK). (21)

B Segmentation

Architecture of Segmentation Head: The original DETR is naturally extended by adding a
segmentation head on top of the decoder outputs. Following this extension, our RETR enables
segmentation by adding an architecture with a similar structure. Fig. 8 illustrates the segmentation
architecture we implemented, consisting of a cross-attention layer, a feature pyramid network (FPN)-
style CNN, and final light U-Net [29]. Given a single refined query, we use a cross-attention layer
to generate attention heatmaps for each object at a low resolution. For the backbone output used in
cross-attention, we utilized features extracted from the vertical heatmap, enhancing robustness to the
height of the human. To increase the resolution of the mask, an FPN-style architecture is employed
which also exploits the low-level backbone features at different layers (from 5 to 2) to generate some
coarse segmentation masks. Since the FPN module is also responsible for lifting features from the
radar view to the image plane, it does not have enough capacity to generate fine-grained segmentation
masks. Thereby, we also add a very light U-Net to further refine the previously generated masks. It
is important to note that our model, differently from the original DETR implementation, predicts a
single binary mask for each query. Indeed, we exploit for each query the corresponding bounding
box prediction in the radar plane, apply the Radar-to-Camera transformation and the 3D-to-2D image
projection, to obtain the bounding box in the image plane. This bounding box is finally used to extract
the corresponding portion from the ground truth segmentation mask, which is employed to supervise
the segmentation prediction for the same query. As a loss function, we adopt the DICE/F-1 loss [22]
and focal loss [16].

Training: We note that the segmentation head can be trained at the same time as the BBox head in
an end-to-end manner, or we can first train the detection head and then freeze all weights and train
only the segmentation head in a two-step process. We followed the original DETR and employed
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Table 4: Segmentation results under “P2S1” on MMVR.
Model Dim Input BBox Loss IoU

RFMask 2D H, V H+ I 65.30
DETR 2D H H+ I 70.15
DETR (Top-K) 2D H, V H+ I 75.76

RETR (TPE@Dec.) 3D H, V H+ V+ I 76.16
RETR 3D H, V H+ V+ I 77.21
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Figure 9: Visualization of segmentation results.

the latter strategy. During prediction, we filter out the detection with a confidence below 50%, then
compute the per-pixel argmax to produce the final binary segmentation mask.

Main Results: We report quantitative results the segmentation tasks in Table 4. From this table,
RETR (which combines all our contributions) achieves 77.07@IoU, which is a significant perfor-
mance improvement over the conventional RFmask with a gap of 11.77@IoU. In addition, we point
out how the DETR (Top-K) version (row 3) alone is able to increase the performance by almost 5%.
We visualize the segmentation results in Fig. 9. Each row represents the data segment number in
MMVR. It can be observed that RETR captures the shape of people with high fidelity. Notably, the
results for d6s3 and d8s6 demonstrate that we are able to segment even complex postures, including
sitting positions. Additionally, as shown in d7s5, RETR accurately estimates positions even when
subjects are sitting far from the radar, such as at the back of the room. These results indicate that
RETR can be easily extended from a detector to a segmentation model by adding a segmentation
head, and it can accurately estimate masks. For more visualizations, including comparison with
RFMask and failure cases, see Appdendix H.
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Figure 10: Visualization of TPE: (top row) positional embeddings for each axis; depth and angle,
(bottom row) similarity through positions with dot product of positional embeddings. Each column
denotes the α (α = 0.0, 0.2, 0.5, 0.8, 1.0). The blue color represents the large value, and red color
represents the low value. The range is [−1, 1].

C Visualization of TPE

We visualize the positional embedding of each axis to observe the TPE. We calculated the positional
embedding according to Eq. 14 and Eq. 15, and visualized each axis as a separate figure with
several value of α (α = 0.0, 0.2, 0.5, 0.8, 1.0). Fig. 10 shows the results. The top row is positional
embeddings for each axis; depth and angle, and the bottom row is similarity through positions with
dot product of positional embeddings. Each column denotes the α (α = 0.0, 0.2, 0.5, 0.8, 1.0). The
blue color represents the large value, and red color represents the low value. The top row show that
the characteristic elements are concentrated in the first some dimensions from top row. In addition,
α = 0.8 and α = 1.0 are expected to contain more depth features since the spread of depth features
is larger than α = 0.5 or lower. Furthermore, when we look at the similarity matrix (bottom row),
the deeper blue color is concentrated in the center of the matrix at α = 0.8 and α = 1.0. This
indicates that the depths are more closely matched to each other, and that the degree of similarity can
be changed by changing the α.
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Figure 11: Multi-view heatmap preprocessing.

Fig. 11 illustrates the preprocessing
flow of the multi-view radar heatmap
using data from two MIMO-FMCW
radars, which create two orthogonal
virtual arrays composed of 86 ele-
ments spaced at half-wavelength in-
tervals while transmitting multiple
pulses. By sampling the pulses re-
flected back, a 3D data cube can be
formed, which is structured along the
horizontal/vertical arrays, ADC sam-
ples (intra-pulse or fast-time), and
pulse samples (inter-pulse or slow-time). Performing a 3D fast Fourier transform (FFT) on this data
cube yields radar spectra across the angle (azimuth for horizontal radar and elevation for vertical
radar), range, and Doppler velocity domains. The SNR is further improved by integrating the 3D
radar spectra along the Doppler domain, resulting in two radar heatmaps (range-azimuth and range-
elevation) in polar radar coordinates. These heatmaps are then projected into the radar Cartesian
coordinate system.
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E Details of Experimental Settings

MMVR Dataset: MMVR [26] has 345K data frames collected from 25 human subjects over
6 different rooms (e.g, open/cluttered offices and meeting rooms) spanning over 9 separate days.
MMVR consists of 2 parts: 1) 107.9K data frames of protocol 1 (P1): Open Foreground in a single
open-foreground space with a single subject; and 2) 237.9K data frames of protocol 2 (P2): Cluttered
space in 5 cluttered rooms with multiple subjects and multiple actions, including sitting postures.
Data splits are set as same as S1 in MMVR. “P1” is used to establish the best possible radar perception
benchmarks, while “P2” is designed for more challenging scenarios and for cross-environment and
cross-subject generalization. The “P2” includes data such as sitting postures; therefore, we select this
as the main dataset that we use in our experiments.

Figure 12: Original (left) versus Refined (right)
BBoxes in the HIBER dataset.

HIBER Dataset: HIBER [38] is an open-source
multi-view radar dataset including horizontal and
vertical radar heatmaps and annotations such as 2D
and 3D poses, BBoxes, and segmentation masks.
Among its data splits, “WALK” and “MULTI” are
currently accessible. The “WALK” split includes
73.5K data frames, each featuring a single person
per frame, while “MULTI” consistently includes
two individuals per frame. We refined the original
BBox labels in the HIBER dataset, addressing their
initial overestimation by creating tighter BBoxes; see Fig. 12 for an illustration.

Hyper-parameters: The hyper-parameters used in our experiments of Section 5 are shown in
Table 5. The table is divided into three parts, Data, Model, and Training, each with parameter names,
notations, and values for each dataset.

RFMask with Refined BBoxes: We use RFMask [38] as conventional method for BBox and
segmentation tasks. However, RFMask can only predict relaxed BBoxes in the image plane due
to its loss calculation being limited to the horizontal plane. Therefore, to train and predict using
HIBER dataset (and also MMVR dataset), which consists of refined BBoxes as explained above, an
additional module is required to convert the relaxed BBoxes predicted in the image plane into refined
BBoxes. As a result, we modify RFMask in a way that the BBox loss is calculated on the image
plane and backpropagates to learnable parameters in an end-to-end fashion. Specifically, we add
an image BBox regression module alongside a horizontal BBox Regression module, enabling the
conversion of BBox offsets to the image plane. By computing loss with respect to these offsets, we
can learn refined BBoxes on the image plane. Additionally, the region proposals estimated by the
region proposal network (RPN) are transformed into 3D BBoxes based on the fixed-height size, the
same as the original RFMask. These BBoxes are then projected onto the image plane and a 3D-to-2D
projection.

F Definition of Metrics

Mean Intersection over Union: We adopt average precision on intersection over union (IoU) [6] as
an evaluation metric. IoU is the ratio of the overlap to the union of a predicted BBox A and annotated
BBox B as:

IoU (A,B) =
|A

⋂
B|

|A
⋃
B|

. (22)

Average Precision: Average Precision (AP) can then be defined as the area under the interpolated
precision-recall curve, which can be calculated using the following formula:

AP =

n−1∑
i=1

(ri+1 − ri) pinterp (ri+1) (23)

pinterp (r) = max
r′≥r

p (r′) , (24)
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Table 5: Details of hyper-parameters. Fixed-height size for HIBER dataset is depend on the environ-
ment.

Name Notation Value
P2S1 / P2S2 WALK / MULTI

D
at

a

# of training - 190441 / 118280 58382 / 53690
# of validation - 23899 / 33841 3229 / 8260
# of test - 23458 / 85677 11931 / 8850
Input radar heatmap size H ×W 256×128 160×200
Segmentation mask size H ×W 240×320 624×820
Resolution of range cm 11.5 12.2
Resolution of azimuth deg. 1.3 1.3
Resolution of elevation deg. 1.3 1.3
Scale - log -

M
od

el

Backbone - ResNet18 ResNet18
Total dimension of positional embedding - 256 256
Ratio of depth dimension for TPE α 0.6 0.6
# of input frames - 4 4
Extracted feature map size H/s×W/s 64×32 40×56
Top-K selection - magnitude magnitude
Top-K K 256 256
# of encoder blocks Lself 6 6
# of decoder blocks Lcross 6 6
# of head of multi-head attention M 4 4
# of queries N 10 10
Threshold for detection and segmentation - 0.5 0.5
Fixed-height size (pixel) H 36 -
Learning Transformation - True False

Tr
ai

ni
ng

Loss weight for GIoU on horizontal plane λGIoU
hor 0.5 1.0

Loss weight for GIoU on vertical plane λGIoU
ver 0.5 1.0

Loss weight for GIoU on image plane λGIoU
image 1.0 1.0

Loss weight for L1 on horizontal plane λL1
hor 0.5 1.0

Loss weight for L1 on vertical plane λL1
ver 0.5 1.0

Loss weight for L1 on image plane λL1
image 1.0 1.0

Batch size - 32 32
Epoch for detection - 100 100
Epoch for segmentation - 20 20
Patience for early stopping - 5 5
Check val every N epoch for early stopping - 2 2
Optimizer - AdamW AdamW
Learning rate - 1e-4 1e-4
Sheduler - Cosine Cosine
Maximum number of epochs for sheduler - 100 100
Weight decay - 1e-3 1e-3
# of workers - 8 8
GPU (NVIDIA) - A40 A40
# of GPUs - 1 1
Approximate training time day 2 2

where The interpolated precision pinterp at a certain recall level r is defined as the highest precision
found for any recall level r′ ≥ r. We present three variants of average precision: AP50, AP75, and AP,
where the former two represent the loose and strict constraints of IoU, while AP is the averaged score
over 10 different IoU thresholds in [0.5, 0.95] with a stepsize of 0.05.

Average Recall: Average recall (AR) [9] between 0.5 and 1 of IoU overlap threshold can be
computed by averaging over the overlaps of each annotation gti with the closest matched proposal,
that is integrating over the y : recall axis of the plot instead of the x : IoU overlap threshold
axis. Let o be the IoU overlap and recall (o) the function. Let IoU (gti) denote the IoU between
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Table 6: Results under “MULTI” on HIBER dataset.
Model Dim Input BBox Loss AP AP50 AP75 AR1 AR10

DETR 2D H H+ I 17.00 52.79 6.08 16.21 31.57
DETR (Top-K) 2D H, V H+ I 22.74 60.64 11.66 18.62 37.62

RETR (TPE@Dec.) 2D H, V H+ I 23.02 61.77 12.51 19.17 38.00
RETR 2D H, V H+ I 23.53 63.84 11.90 20.37 38.16

RETR (TPE@Dec.) 3D H, V H+ V+ I 26.36 69.50 14.33 20.76 40.90
RETR 3D H, V H+ V+ I 28.98 74.82 15.64 22.95 41.18

Table 7: Results under “P2S2” on MMVR dataset.
Model Dim Input BBox Loss AP AP50 AP75 AR1 AR10

RFMask 2D H, V H+ I 6.03 22.77 0.88 9.25 12.09
DETR (Top-K) 2D H, V H+ I 9.29 34.69 2.49 20.68 22.82

RETR 2D H, V H+ I 10.37 35.40 3.36 18.83 20.06
RETR 3D H, V H+ V+ I 12.19 40.67 4.95 19.70 21.34

Table 8: Impact of Learnable Transformation (LT) with additional precision and recall metrics.
LT AP AP50 AP75 AR1 AR10

- 42.97 80.54 41.97 40.20 55.58
✓ 46.75 83.80 46.06 42.19 57.39

the annotation gti and the closest detection proposal:

AR = 2

∫ 1

0.5

recall(o)do =
2

n

n∑
i=1

max (IoU (gti)− 0.5, 0) . (25)

The followings are some variations of AR:

• AR1: AR given 1 detection per data.
• AR10: AR given 10 detection per data.
• AR100: AR given 100 detection per data.

G Additional Ablation Study

To validate the effectiveness of our RETR, we conducted additional ablation studies. Unless otherwise
specified, the hyperparameters follow those listed in the Table 5.

Results under “MULTI” on HIBER dataset: Table 6 shows the evaluation results on the HIBER
dataset. From this table, it can be seen that using RETR improves performance across all metrics.
Similar to the MMVR results, RETR with tri-plane loss shows enhanced performance. Additionally,
the use of RETR with TPE in both the encoder and decoder also contributes to performance improve-
ments. However, compared to the “P2S1” of MMVR, the performance improvement is smaller (the
improvement is 15.28 AP from DETR to RETR). This is likely because, unlike “P2S1”, HIBER under
“WALK” only involves walking actions, which benefit less from the use of 3D information.

Results under “P2S2” on MMVR dataset: “P2S2” (Cross-Session and Unseen Split) on the
MMVR dataset first splits all data segments in d5, d6, d7, and d9 into train, validation, and test sets.
Then, it is included all data in d8 in the test set such that one can assess the generalization performance
of trained model for an unseen environment (d8). Therefore, “P2S2” is the most challenging scenario
in the MMVR. Table 7 shows the evaluation results under “P2S2”. From the results in the table,
we confirmed that the prediction performance was improved by using RETR. In particular, RETR
outperforms RFMask by a margin of 11.92 + AP50. However, compared to the results of P2S1, there
is a significant decrease in performance, and this is due to the unseen environment.
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Table 9: Full table: Tri-plane loss can improve the performance.
BBox Loss AP AP50 AP75 AR1 AR10 IoU

H+ I 42.18 80.49 39.24 39.39 53.84 75.15
H+ V+ I 46.75 83.80 46.06 42.19 57.39 77.21

Table 10: Impact of the value of K on object detection
K AP AP50 AP75 AR1 AR10

64 38.39 80.00 31.85 37.95 50.79
100 38.82 80.06 32.99 38.85 52.28
196 46.97 82.65 45.55 42.93 57.62
256 46.75 83.80 46.06 42.19 57.39

Table 11: Impact of training data size on object detection
# of data AP AP50 AP75 AR1 AR10

×0.1 37.10 78.30 31.30 37.50 50.33
×0.5 40.84 79.80 36.82 40.06 53.33
×1.0 46.75 83.80 46.06 42.19 57.39

Table 12: Inference time and frame rate (FPS) of RFMask and RETR.
Method Time[ms] FPS

RFMask 20.89 47.87
RETR 23.75 42.11
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Figure 13: Full figure: Impact of tunable dimen-
sion ratio α in TPE.

Impact of Tunable Dimension Ratio α in TPE:
To investigate the impact of tuning in TPE, we
observed the performance differences when vary-
ing the ratio of depth and angle dimensions
(since the total dimension is dpos = 256, e.g.,
a ratio α = 0.2 means depth is rounded to
ddep = αdpos = 102 dimensions and angle to
dang = (1− α)dpos = 154 dimensions). In Sec-
tion 5.3, we showed detection results in Table 3b
with selected some α and metrics. Here, we show
the results with more variants of α and metrics.
Fig. 13 shows the result. The horizontal axis de-
notes the proportion of depth dimensions, and the
vertical axis denotes the performance of various
metrics. Note that AP50 refers to the primary axis,
while AP and AP75 refer to the secondary axis.
The figure shows that the highest performance
is achieved when the depth proportion is α = 0.6. The performance exhibits a peak at this point,
indicating that prioritizing depth improves performance.

Impact of Learnable Transformation: We expand Table 3b by including additional precision and
recall metrics, providing a more comprehensive evaluation of the Learnable Transformation. The
complete results are presented in Table 8.

Tri-Plane Loss: In Section 4.5, Table 3c compared RETR with a bi-plane BBox loss (horizontal
radar plane and image plane) to that with the tri-plane loss (including the vertical radar plane). We
show the more results with complete metrics. The results in Table 9 highlight the necessity of
accounting for the vertical BBox loss and the importance of leveraging features from the vertical
radar heatmap.
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Figure 14: Visualization and comparison between RETR and RFMask. Each row indicates the
segment name used from the “P2S1” test dataset.

Impact of the Value of K in Top-K Selection: Table 10 shows that, as the value of K increases
(e.g., K = 196 and K = 256), object detection performance improves across both precision and
recall metrics.

Impact of Training Data Size: Table 11 reports the effect of training data size on detection
performance using the MMVR dataset. We compare the original data size (×1.0) with 190, 441 radar
frames against reduced data sizes of half (×0.5) and one-tenth (×0.1). The results demonstrate a
gradual improvement in detection performance as the data size increases.

Inference Time: Table 12 reports the average inference time in milliseconds, evaluated over all
frames in the test data using an NVIDIA A40 GPU. RETR achieves an average inference time of
23.75 ms, which is comparable to that of RFMask at 20.89 ms.

H Visualization Result
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Figure 15: Visualization of failure cases. Each row indicates the segment name used from the “P2S1”
test dataset.

Comparison: To compare the conventional RFMask with our RETR, we visualized the prediction
results of each. Fig. 14 shows these results. Each row indicates the segment name used from the
“P2S1” test dataset. In detection, RFMask has some miss-detections, whereas RETR accurately
predicts even when there are multiple subjects. For instance, RFMask tends to fail in detecting
people close to the camera, as seen in d8s6/002, but this is improved with RETR. In segmentation,
RETR captures human shapes more accurately than RFMask. However, RETR can also fail in mask
estimation, as seen in the example of d9s6.

Analysis of Failure Cases: We provide failure cases in Fig. 15. As shown in images such as
d5s3/002 and d6s4/009, RETR occasionally mispredicts a bending-over person as standing. Addi-
tionally, as shown in d5s4/007, it is often challenging to predict the detailed position of the arms,
leading to failures in both detection and segmentation. In some cases, such as d5s6/006 and d8s6/002,
the segmentation mask region was excessively large or too narrow. Moreover, in instances such as
d9s6/004, while the BBox prediction was successful, the segmentation failed. There was also a case,
such as d9s4/005, where the inaccuracy in the BBox prediction led to an incorrect mask position.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly outline the performance improvements
in indoor perception achieved by the proposed algorithm using bullet points. Specifically,
following each bullet point, Section 4 and Section 5 provide detailed descriptions of the
proposed algorithm and its experimental results, demonstrating the effectiveness of the
proposed method. Therefore, the overall content is consistent.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We included limitations and impacts in Section 5 and Section 6, respectively.
We evaluated two datasets; MMVR and HIBER, and the properties of each dataset are
described in Section 5 and Appendix E. Moreover, we analyzed the limitations by visualizing
the failure cases in the Appendix H.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: We provided the computational complexity in Appendix A. In the experiments,
we provided mainly empirical results. However, by using two different datasets we showed
that our proposed method is broadly applicable. In particular, we presented our results using
several types of tables and figures.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We included in Appendix E all the important hyperparameters we used in our
experiments. We also described the architecture design we built in detail in Appendix A.
In addition, we included a split of the dataset in Appendix E as well. This allows us to
reproduce the main experimental results in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We plan to release the source code online. And the link to the datasets used in
the experiment was provided in Section 5.1.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We included details on their hyperparameters and data. See Table 5 for details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Due to the large computational complexity, statistical results are not included.
However, we reported more comprehensive experimental results by conducting experiments
on multiple datasets and under multiple conditions. See Section 5 and Appendix G for
details.
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Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Please refer to Table 5, which specifies computer resources.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We carefully confirmed it.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: We discussed social impacts in Section 6.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: In our paper, we only evaluated on two datasets that are distributed through
regular procedures. We also did not use a pre-training model, so there is no such a risk.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Each of papers: MMVR and HIBER datasets we used, is properly cited; see
that each paper is cited in the dataset explanation in Section 5.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
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• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We released the source code and detailed experimental conditions required to
reproduce the experiments are included in the Appendix E.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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