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Abstract

Chat screenshots from platforms such as001
WeChat are increasingly used as legal evidence002
in Chinese civil litigation. However, their in-003
formal layout, multimodal nature, and lack of004
structure pose significant challenges for auto-005
mated understanding. We introduce Screen-006
shotLegalBench, the first large-scale multi-007
modal benchmark for Legal Screenshot Evi-008
dence Understanding (LSEU). It supports two009
key tasks: (1) structured key information extrac-010
tion (KIE) and (2) legal visual question answer-011
ing (VQA). The dataset contains over 4,600012
chat screenshots annotated with 145,044 struc-013
tured labels, a 143-image evaluation set with014
2,678 verified annotations, and 1,176 VQA in-015
stances covering evidence relevance, format016
validity, and legal reasoning. Among these,017
106 cases involve multi-image cause-of-action018
scenarios. We benchmark several open-source019
vision-language models (VLMs), including In-020
ternVL and Qwen-VL families. Experimen-021
tal results show that current VLMs struggle022
with layout interpretation and domain-specific023
reasoning, despite instruction tuning. Screen-024
shotLegalBench offers a novel and scalable025
resource at the intersection of vision, language,026
and law, enabling future research on multi-027
modal legal document understanding in real-028
world settings. The dataset and code are soon029
publicly available at Github.030

1 Introduction031

In recent years, multimodal large models have032

emerged as a major focus in AI research, demon-033

strating impressive performance on tasks that re-034

quire integrating image and text modalities.Within035

the legal domain, such models are increasingly ex-036

pected to automate the preprocessing of complex037

and loosely structured case materials, particularly038

in civil proceedings where parties are required to039

submit supporting evidence in diverse digital for-040

mats. Among these, WeChat chat screenshots have041

become a common form of statutory evidence in042

China, as officially recognized in Art.116 of the 043

Supreme People’s Court’s Interpretation on the 044

Civil Procedure Law. 045

However, analyzing chat screenshots remains 046

a deeply manual task in judicial practice. Le- 047

gal practitioners must verify speaker identities, re- 048

construct conversation sequences, determine the 049

legal relevance of each message, and evaluate 050

whether the screenshot satisfies evidentiary require- 051

ments. Unlike formal documents, chat screenshots 052

are informal, heterogeneous, and visually irregu- 053

lar—mixing text, images, emojis, file attachments, 054

and transfer records within complex UI layouts. 055

The absence of structured representations, coupled 056

with the multimodal and noisy nature of the con- 057

tent, poses significant obstacles to automation. As 058

a result, lawyers and judges must perform labor- 059

intensive and error-prone manual reviews, which 060

reduces efficiency and increases the risk of over- 061

sight. 062

To address this gap, we propose the task of Le- 063

gal Screenshot Evidence Understanding (LSEU), 064

which aims to extract structured legal information 065

and assess evidentiary attributes from real-world, 066

multimodal inputs. Unlike generic visual ques- 067

tion answering (VQA) or document understanding 068

tasks, LSEU presents unique challenges: (1) in- 069

formal and irregular visual layouts, (2) field-level 070

legal structuring grounded in procedural norms, 071

and (3) domain-specific reasoning required for ad- 072

missibility assessment and case interpretation. As 073

illustrated in Appendix Figure 3, legal practitioners 074

typically process such evidence in five stages: rel- 075

evance screening, timeline reconstruction, factual 076

extraction, legal mapping, and litigation strategy 077

development. Our benchmark focuses on three of 078

these stages, namely structured perception, factual 079

extraction, and legal mapping, which collectively 080

capture the core components of real-world judicial 081

workflows. 082

However, existing vision-language models strug- 083
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gle to address LSEU effectively due to three key084

challenges: (1) the multi-modal and informal na-085

ture of chat screenshots, (2) the need for structured086

field extraction aligned with legal interpretation,087

and (3) the domain-specific reasoning required to088

infer case types or assess evidentiary admissibility.089

To tackle these challenges, we decompose the090

LSEU task into two core components: structured091

perception, which detects and extracts legally rele-092

vant information (e.g., who said what, when, and093

with what legal implication), and semantic reason-094

ing, which classifies legal relevance, determines095

evidentiary status, and infers preliminary case hy-096

potheses. This decomposition reflects how legal097

professionals process chat evidence—first segment-098

ing and organizing visual information, then reason-099

ing over the structured content. We are guided by100

the following research questions:101

• RQ1: Can large vision-language models accu-102

rately extract legally structured information103

from noisy, multimodal chat screenshots?104

• RQ2: Does a two-stage modeling pipeline that105

combines structured perception with down-106

stream semantic reasoning outperform end-to-107

end baselines in legal classification and case108

reasoning tasks?109

To answer these questions, we present Screen-110

shotLegalBench, the first publicly available bench-111

mark designed for multimodal legal evidence un-112

derstanding in chat-based scenarios. The dataset113

includes over 4,600 WeChat chat screenshots an-114

notated for KIE, as well as more than 1,100 VQA115

pairs targeting legal classification, evidence valid-116

ity, and cause-of-action reasoning. All annotations117

are performed by certified Chinese legal profes-118

sionals, ensuring alignment with practical legal119

standards.Our contributions are summarized as120

follows:121

• We introduce ScreenshotLegalBench, a mul-122

timodal benchmark for legal evidence under-123

standing in chat screenshots, comprising real-124

world and simulated samples annotated by125

certified Chinese legal professionals to reflect126

practical legal needs and legal reasoning de-127

mands.128

• We introduce Legal Screenshot Evidence129

Understanding (LSEU) as a two-stage task:130

structured KIE and legal VQA, supported by131

a unified annotation schema and scalable la-132

beling pipeline.133

• We benchmark a range of open-source vision-134

language models under realistic deployment 135

constraints, focusing on models that are suit- 136

able for local and privacy-sensitive legal en- 137

vironments. The results show that even ad- 138

vanced instruction-tuned models continue to 139

face persistent challenges in layout robust- 140

ness, field-level structuring, and legal reason- 141

ing across diverse input forms. 142

By bridging the domains of vision, language, and 143

legal reasoning, this work offers a new founda- 144

tion for multimodal legal AI. We hope that Screen- 145

shotLegalBench will catalyze future research on 146

interpretable and reliable systems for real-world 147

evidence analysis. 148

2 Related Work 149

Legal Information Extraction. Early work 150

in legal NLP focused on clause extraction 151

and entity identification from structured con- 152

tracts or rulings. CUAD (Hendrycks et al., 153

2021), LEDGAR (Tuggener et al., 2020), and 154

ACORD (Wang et al., 2025) provide high-quality 155

text-based datasets for commercial clause classifi- 156

cation and retrieval. However, these datasets oper- 157

ate on well-formatted, language-only documents, 158

lacking support for multimodal input or visual lay- 159

out reasoning. 160

Recent studies(Liu et al., 2023) show that in- 161

corporating visual cues such as bounding boxes 162

and font styles can improve structured extraction 163

from long documents. These findings motivate our 164

structured KIE approach for visually noisy chat 165

screenshots, which lack standardized layouts and 166

often contain overlapping modalities such as im- 167

age messages, emojis, and file transfers. This set- 168

ting poses new challenges for entity alignment and 169

layout-robust modeling. 170

Legal Reasoning and Understanding. Bench- 171

marks like LexGLUE (Chalkidis et al., 2022) and 172

CaseHOLD (Zheng et al., 2021) define a suite of 173

judgment prediction, retrieval, and question an- 174

swering tasks. LEGAL-BERT (Chalkidis et al., 175

2020) demonstrates the importance of domain- 176

adaptive pretraining. However, these benchmarks 177

assume clean, pre-extracted legal facts and do not 178

support evidence-level interpretation from raw mul- 179

timodal inputs. 180

Chinese datasets such as JEC-QA(Zhong et al., 181

2019) and CAIL2018(Xiao et al., 2018) provide 182

useful resources for statutory reasoning and charge 183

prediction but remain focused on formal court doc- 184
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Task
Type Data Concern Structured

Layout
Visual

Reasoning
Textual

Semantics
Multimodal
Alignment

Temporal
Reasoning

Legal Action
Modeling

Form
KIE

Doc Image + OCR +
Position ✓ ✗ △ ✗ ✗ ✗

Layout
Parsing Doc Image + Layout Tags ✓ ✓ △ ✓ ✗ ✗

DocVQA Doc Image + OCR + QA
Pair △ △ ✓ △ ✗ ✗

TextVQA Scene Image + OCR +
Question ✗ ✓ ✓ △ ✗ ✗

Table
QA Table Image + Question ✓ ✗ ✓ △ ✗ ✗

InfoVQA Image + OCR + Embedded
Info △ ✓ ✓ ✓ ✗ ✗

LSEU
(Ours)

Screenshot + OCR + Bubble
+ Media + Timestamps △ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of our chat screenshot task with representative KIE/VQA tasks. ✓ indicates presence of the
feature; ✗ indicates absence; △ indicates partial support or context-dependent presence.

uments. In contrast, our task addresses an earlier185

stage of legal workflows—assessing the admissi-186

bility and relevance of raw WeChat evidence prior187

to fact consolidation. This pre-factual focus intro-188

duces challenges in determining whether a screen-189

shot constitutes legal evidence at all, requiring both190

structural perception and contextual inference.191

Recent systems such as MASER (Jeon et al.,192

2022) demonstrate the ability of MLLMs to infer193

event chronology under weak timestamp supervi-194

sion. While such systems highlight the potential of195

multimodal legal reasoning, they typically operate196

on clean, structured records, and do not handle the197

fragmented, layout-rich format of chat screenshots.198

Multimodal Legal Benchmarks. To date, few199

datasets address multimodal legal evidence anal-200

ysis. Prior work in DocVQA (Mathew et al.,201

2021), TextVQA (Hegde et al., 2023), and In-202

foVQA (Mathew et al., 2022) has explored visual-203

text reasoning in document or scene settings, but204

these benchmarks lack legal-specific labels and205

structural alignment requirements. In contrast,206

our task focuses on raw WeChat chat screenshots,207

which are often unstructured, multimodal, and208

legally ambiguous. It integrates both structured209

KIE and VQA, covering interface layout, temporal210

ordering, and high-level legal implications. Table 1211

provides a comparative summary of our task rela-212

tive to representative KIE/VQA benchmarks across213

multiple reasoning dimensions.214

Our proposed dataset, ScreenshotLegalBench, is215

the first to support three interrelated subtasks over216

real-world chat screenshots: (1) structured KIE217

(speaker, content, time, etc.); (2) legal attribute218

classification (e.g., relevance and evidentiary sta-219

tus); and (3) open-ended cause-of-action genera-220

tion. These capabilities reflect practical needs in221

legal workflows such as fact triage, evidence vali- 222

dation, and dispute summarization, which are tasks 223

that precede traditional legal judgment prediction. 224

3 Task Definition 225

We define two core tasks for Legal Screenshot 226

Evidence Understanding (LSEU), reflecting the 227

structured perception and legal reasoning stages 228

over chat-based visual evidence. 229

Task 1: Screenshots Evidence Key Information Ex- 230

traction (SEKIE) aims to extract structured legal 231

fields from a single WeChat chat screenshot. The 232

model must jointly understand the layout and se- 233

mantics of the chat interface and output a structured 234

JSON record containing message-level fields. The 235

expected fields include: 236

• speaker: the display name of the message 237

sender; 238

• timestamp: the message time, if available; 239

• content: the textual content of the message; 240

• message_bbox: the bounding box of the mes- 241

sage region; 242

• transfer, image, file: optional fields indicating 243

the presence and description of funds transfer, 244

images, or file attachments. 245

This task forms the structural foundation for down- 246

stream classification and reasoning. 247

Task 2: Chat Screenshot Legal Visual Legal Ques- 248

tion Answering (CSLVQA) evaluates the model’s 249

ability to perform higher-level legal understand- 250

ing based on the screenshot. It includes three sub- 251

tasks: (1) classifying whether the screenshot is 252

legally relevant (classify); (2) judging whether 253

the screenshot qualifies as formally valid evidence 254

(evidence); and (3) generating a natural language 255

description of the underlying dispute or legal issue 256
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(case_text). Notably, this sub-task is a multi-257

image reasoning task, where the model must syn-258

thesize information across multiple screenshots to259

infer a coherent legal cause.The VQA task can be260

performed either directly from the raw image or261

using the structured output from KIE as additional262

input.263

4 The ScreenshotLegalBench Dataset264

We construct a dataset for Legal Evidence Under-265

standing in Chat Screenshots.266

4.1 Data Collection267

We initially obtain raw images over 9,800 candidate268

images from the Gansu Provincial Digital Rule of269

Law Industry Research Academy ,which are from270

Common Crawl, Google and Baidu search results,271

and internal institutional repositories. Each image,272

along with its embedded caption, was processed273

by Gemini 1.5 (Team et al., 2024) to determine274

whether it resembled a chat interface and to assign275

a coarse-grained content label (e.g.,“startup,” “di-276

vorce,” “romantic relationship”). This automated277

step yielded approximately 6,000 images likely to278

depict chat screenshots. Subsequently, trained an-279

notators manually reviewed the topic labels and280

visual layout to identify cases with potential le-281

gal relevance, resulting in a filtered set of 4,800s282

samples for annotation in ScreenshotLegalBench.283

4.2 Annotation Data Elicitation284

We elicited the ScreenshotLegalBench annotations285

by defining two complementary pipelines for our286

KIE and VQA tasks (see Appendix B for full287

schema and annotation guidelines).Figure 4 illus-288

trates a sample of the task annotations.289

KIE task employs YOLOv3 (Redmon and290

Farhadi, 2018), DETR (Carion et al., 2020), and291

Cascade R-CNN (Cai and Vasconcelos, 2017), fine-292

tuned on a 50-image few-shot subset, to localize293

16 key interface elements, including message bub-294

bles, avatars, timestamps, and transaction indica-295

tors. Targeted data augmentation enhances robust-296

ness across diverse chat layouts, yielding a 70.1%297

mAP. These detectors identify candidate layout re-298

gions across the dataset, from which text is ex-299

tracted using PaddleOCR and Google OCR. Multi-300

line transaction entries are semantically merged301

through rule-based consolidation into coherent le-302

gal statements (e.g., a three-line WeChat transfer303

becomes “WeChat transfer received ¥520.00, note:304

happy birthday”). File-related content is normal- 305

ized by parsing filenames and extensions, while 306

image-only regions are annotated using a multi- 307

modal generative model to enhance reasoning con- 308

text.Speaker attribution is determined by analyz- 309

ing bounding-box centroids relative to the page’s 310

vertical axis, assigning right-side elements to the 311

primary speaker and left-side elements to the inter- 312

locutor. Missing timestamps are interpolated using 313

a sliding-window strategy to maintain temporal 314

continuity. All spatial, textual, and semantic anno- 315

tations are organized into a unified JSON schema, 316

serving as high-quality weak supervision for down- 317

stream causal analysis and evidentiary chain recon- 318

struction. The layout schema and bounding-box 319

definitions are detailed in Appendix B. 320

For the VQA task, we designed a set of expert- 321

authored legal questions to elicit complex reason- 322

ing abilities from multimodal models. Notably, 323

all VQA annotations were created from scratch 324

by experienced legal professionals, without the 325

use of automated pre-labeling. The questions are 326

divided into two levels: global questions, which 327

assess the screenshot as a whole, and local ques- 328

tions, which focus on fine-grained content such as 329

individual messages or UI elements. The global 330

questions, which have been fully annotated and 331

released, guide the model to reason across four le- 332

gal dimensions: (a) whether the image is a chat 333

screenshot and holds legal relevance; (b) whether it 334

satisfies evidentiary completeness and admissibility 335

criteria; (c) whether it depicts private or group con- 336

versation; and (d) what type of legal dispute (e.g., 337

loan, labor) the conversation may suggest. These 338

questions serve as the foundation for high-level 339

evidence screening and case framing. In contrast, 340

the local questions target specific visual or tex- 341

tual components such as message content, avatars, 342

quoted speech, emojis, transfers, and file attach- 343

ments. They are designed to test the model’s ability 344

to extract intent, recognize legal relationships, clas- 345

sify transaction types, and interpret symbolic or 346

emotive cues. Due to their labor-intensive nature, 347

local annotations are still in progress and will be 348

released in a future update alongside detailed statis- 349

tics. Nonetheless, the schema has been finalized 350

to ensure backward compatibility and extensibil- 351

ity. Table 6 presents representative examples of 352

local-level questions and their annotation goals. 353
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4.3 Manual Correction and Expert Review354

To ensure evaluation integrity, we conducted de-355

tailed manual correction for a held-out subset of356

143 KIE proposals. These proposals were initially357

generated by baseline models and subsequently358

reviewed by trained annotators. Corrections in-359

cluded bounding box adjustments for spatial accu-360

racy, merging or splitting of entity spans, and fixing361

misclassified field types. This process yielded a re-362

liable reference set for evaluating KIE performance.363

Full annotation criteria and workflows are provided364

in Appendix C.365

For the VQA task, all annotations were fully366

manual. Expert annotators first created bounding367

boxes and question–answer pairs based on pre-368

defined prompts.All annotations were performed369

by legally qualified annotators who had passed370

China’s National Judicial Examination. For ques-371

tions requiring nuanced legal judgment, responses372

were validated by senior attorneys with over a373

decade of practice, ensuring consistency with real-374

world legal reasoning.375

4.4 Annotation Quality Assurance376

To ensure the consistency, completeness, and legal377

validity of ScreenshotLegalBench annotations, we378

implemented a multi-stage quality assurance pro-379

tocol integrating model-assisted pre-processing, a380

hierarchical annotation framework, and multi-level381

expert review.382

As described in Sections 4.2 and 4.3, both the383

KIE and VQA pipelines combine structured inter-384

faces, heuristic post-processing, and expert-in-the-385

loop validation. For KIE, model-generated lay-386

out elements were aligned with OCR results and387

then refined through legal-specific consolidation388

and manual correction on 143 samples. For VQA,389

all annotations were manually created, with legally390

sensitive questions reviewed by senior attorneys.391

As shown in Table 5, this framework begins with392

global property tagging (e.g., legality, chat type,393

case type) and progresses to layout-level detec-394

tion (e.g., message, avatar, file), content structuring395

(e.g., speaker name, message text), semantic trans-396

formation (e.g., merging transfer info into coherent397

legal phrases), and finally to legal question answer-398

ing over both global and local visual regions.Each399

level corresponds to a distinct layer of information400

abstraction required for multimodal legal under-401

standing.402

This layered structure ensures both fine-grained403

supervision for information extraction and high- 404

level signals for reasoning tasks. All annotations 405

followed centralized task formats, and ambiguous 406

cases were discussed and resolved through col- 407

laborative expert review. Examples of annotation 408

interfaces and VQA samples are provided in Ap- 409

pendix B.5. 410

4.5 Dataset Statistics 411

ScreenshotLegalBench comprises three comple- 412

mentary subsets designed to support multimodal 413

legal tasks in WeChat chat screenshots: (1) an 414

object detection subset for layout element local- 415

ization, (2) a large-scale KIE corpus for pretrain- 416

ing and evaluation, and (3) a VQA benchmark for 417

multimodal legal reasoning. Notably, the KIE and 418

most VQA tasks are annotated at the single-image 419

level, while the case_text sub-task adopts a multi- 420

image setting—each case aggregates an average of 421

4.7 screenshots to support cause-of-action analy- 422

sis across dialogue contexts. Overall statistics are 423

summarized in Table 2, with detailed field counts 424

provided in Appendix C. 425

5 Experiments 426

We evaluate a range of vision–language models on 427

ScreenshotLegalBench to assess their performance 428

on structured perception and legal reasoning. Sec- 429

tion 5.3 compares open-source baselines on KIE 430

and VQA tasks. Section 5.4 demonstrates that, 431

even with partially automated annotations, fine- 432

tuned models outperform larger zero-shot baselines, 433

highlighting the generalizability of our dataset. Fi- 434

nally, in Section 5.5, we conduct ablations to val- 435

idate our dataset design, demonstrating that the 436

inclusion of KIE as a structured perception task sig- 437

nificantly improves downstream legal classification 438

and reasoning. 439

5.1 Benchmark Models 440

Early legal NLP systems often relied on rule-based 441

heuristics or traditional machine learning (e.g. 442

SVMs(Chen and Lin, 2006)), but these methods 443

tend to fail under the noisy, layout-rich conditions 444

of chat screenshots. Our evaluation focuses on mul- 445

timodal foundation models with strong image–text 446

processing capabilities, excluding shallow base- 447

lines. All experiments are conducted under data 448

confidentiality constraints, dueing to real-world de- 449

ployment needs in local, privacy-sensitive legal 450

environments.We select two prominent model fam- 451
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Subset Samples Total Annotations Avg. Annotations per Sample Main Tasks
Object Detection 50 screenshots 945 bounding boxes 18.9 Layout Element Detection
KIE Training Set 39,477 messages 145,044 fields 3.67 Structured Pretraining
KIE Eval Set 143 screenshots / 696 messages 2,678 fields 3.85 Structured Evaluation
VQA Set 1,176 screenshots / 106 multi-imgs case 2,854 legal annotations 2.42 legal QA pairs Dialog Type, Evidence, Case Reasoning

Table 2: Overview of ScreenshotLegalBench dataset subsets.

ilies,InternVL (Chen et al., 2024c,b,a) and Qwen-452

VL (Bai et al., 2023a; Wang et al., 2024; Bai et al.,453

2025), as benchmark decoders. Both are widely454

used in Chinese image–text tasks and are capable455

of generating structured outputs:456

• InternVL2 (Chen et al., 2024b)is a dual-457

encoder model fine-tuned on ScreenshotLe-458

galBench for legal information extraction.459

• InternVL2.5(Chen et al., 2024a) extends In-460

ternVL2 with QLoRA for efficient domain461

adaptation, updating only low-rank adapters462

while freezing the visual and language back-463

bones.464

• Qwen2-VL(Wang et al., 2024) and Qwen2.5-465

VL(Bai et al., 2025) are Transformer-based466

models optimized for Chinese image–text in-467

puts, pretrained on multilingual corpora and468

capable of structured output generation.469

All models are evaluated using the prompt tem-470

plates detailed in Appendix D.4. Fine-tuned mod-471

els are assessed under pass@0 to reflect output472

stability, while raw models are evaluated under473

pass@1. Higher format scores indicate stronger474

structural adherence and benefit from evaluation-475

side repair strategies enhancing JSON compatibil-476

ity.477

5.2 Evaluation Metrics478

We evaluate model performance separately on the479

KIE and VQA tasks. For KIE, the output is a struc-480

tured JSON containing a list of messages, each481

with textual and spatial fields. We measure quality482

along three axes: (1) structural validity, checking483

that each message includes all required fields in484

legal formats; (2) semantic accuracy, computed485

via a hybrid similarity score that combines normal-486

ized token-wise alignment and substring overlap;487

and (3) spatial alignment, evaluated using standard488

Intersection-over-Union (IoU) between predicted489

and reference bounding boxes. The semantic score490

for a message field y against reference ŷ is defined491

as492

Sim(y, ŷ) = λSeqSim(y, ŷ) + (1− λ)LCS(y, ŷ)493

where SeqSim measures the proportion of aligned 494

token spans under optimal matching, and LCS de- 495

notes the ratio of the longest common substring 496

length. Overall KIE score averages across valid 497

messages. 498

For VQA, we consider two classification tasks 499

(classify, evidence) and one generation task 500

(case_text). The classification tasks are evalu- 501

ated using macro-averaged Precision, Recall, F1, 502

and Accuracy, as the label distributions are no- 503

tably imbalanced. For case_text, we evaluate the 504

ability of the model to generate a concise, legally 505

coherent description of the dispute based solely 506

on the screenshot.While full-text metrics such as 507

BLEU(Papineni et al., 2002) or ROUGE(Lin, 2004) 508

are widely used in generative tasks, they are ill- 509

suited for legal cause-of-action summaries due to 510

the professional phrasing, variable expression, and 511

high semantic abstraction involved. Instead, we 512

adopt a simplified but interpretable metric: hit 513

rate over legal dispute categories, which evaluates 514

whether the predicted output contains at least one 515

correct category keyword. Formally, the metric is 516

defined as 517

Dispute HitRate =
1

N

N∑
i=1

1[∃ c ∈ Ci ∩ Ĉi] 518

where Ci is the set of dispute keywords extracted 519

from the model output and Ĉi is the gold label 520

set. A hit is counted if at least one legal category 521

is correctly recovered. Additional metrics such 522

as normalized similarity and output length consis- 523

tency are used for robustness and are detailed in 524

Appendix B. 525

5.3 Main Performance 526

KIE Task Results We evaluate vision–language 527

models on the KIE task using ScreenshotLegal- 528

Bench (Figure 1, Table 10). The task evaluates 529

structured output quality, focusing on format valid- 530

ity, spatial alignment (IoU), and content accuracy. 531

As shown in Table 10, performance varies signif- 532

icantly across models. InternVL2.5-2B(Chen et al., 533

2024a) achieves the highest overall score of 0.6302, 534
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Figure 1: Comparison of KIE task performance on ScreenshotLegalBench (Private Chat Subset).Fine-tuned models
are evaluated under pass@0, which better reflects output stability, while other models are evaluated under pass@1.
Higher Format Scores indicate not only stronger adherence to structural output instructions, but also reflect the
contribution of evaluation-side repair strategies designed to maximize compatibility with JSON-based outputs.

with strong format validity (0.9764). However, spa-535

tial alignment remains a challenge for most models,536

with un-tuned models, including Qwen2-VL-7B-537

instruct(Wang et al., 2024), showing near-zero IoU,538

indicating poor spatial reasoning. Content accu-539

racy also varies, with InternVL2.5-2B(Chen et al.,540

2024a) scoring 0.2839, while larger models like541

Qwen2.5-VL-7B-instruct(Bai et al., 2025) score542

much lower (0.0151).543

These results highlight the complexity of gen-544

erating structured legal outputs and the need for545

fine-tuning, which is further explored in the next546

section on dataset generalization.547

VQA Task Results Unlike the KIE task that em-548

phasizes local timeline reconstruction under pri-549

vacy constraints and is evaluated with smaller mod-550

els, the VQA task targets legal reasoning and ev-551

identiary judgment, requiring more complex ab-552

straction. Therefore, larger-scale vision–language553

models are included to better assess their legal554

understanding capabilities. We evaluate model555

performance on three sub-tasks in the VQA por-556

tion of ScreenshotLegalBench: (1) legal relevance557

classification (classify), (2) assessment of evi-558

dentiary format compliance (evidence), and (3)559

cause-of-action generation via multi-image reason-560

ing (case_text),which detail in 2. As shown in561

Table 11, classification performance is low across562

models (F1 < 0.05), reflecting the difficulty of de-563

termining legal relevance without contextual cues.564

The evidence task remains especially challenging:565

even large models like Qwen2.5-VL-72B(Bai et al.,566

2025) achieve high recall (0.44) but near-zero pre-567

cision, indicating poor understanding of legal for-568

mat standards. In case_text (Table 12), models569

fail to produce coherent multi-image legal sum-570

maries. Larger models (e.g., 72B) do not outper- 571

form smaller, instruction-tuned variants, suggesting 572

that scale alone is insufficient for legal abstraction. 573

In summary, these results yield three key in- 574

sights: (1) current models struggle to assess evi- 575

dentiary formality due to limited spatial and layout 576

understanding, and (2) moderate-sized models with 577

domain-specific tuning outperform larger zero-shot 578

models on multi-image legal reasoning tasks. 579

5.4 Dataset Generalization Analysis 580

To assess the benefits of dataset-specific instruction 581

tuning, we compare the performance of foundation 582

models and their fine-tuned counterparts on the 583

KIE task (Figure 1). Fine-tuned models exhibit 584

significantly higher content accuracy and spatial 585

alignment scores, particularly in average IoU, con- 586

firming that domain-specific fine-tuning enhances 587

the model’s structural consistency and understand- 588

ing of legal semantics. 589

5.5 Ablation Analysis 590

We conduct ablation studies to examine how dif- 591

ferent components and dataset design choices af- 592

fect model performance on ScreenshotLegalBench, 593

highlighting the benefits of structured supervision 594

for both KIE and VQA tasks. 595

Importance of Bounding Box Fields (KIE). We 596

further study the impact of providing message-level 597

bounding boxes (message_bbox) during training. 598

As shown in Table 15, removing this field leads to 599

a near-zero IoU and degraded overall scores, de- 600

spite only slight changes in content accuracy. This 601

suggests that spatial annotations are critical for en- 602

abling the model to align textual fields with their 603

visual locations, which is vital for downstream ap- 604

7



Int
ern

VL2-
2B

Int
ern

VL2_
5-2

B

Qwen
2-V

L-2
B-In

str
uct

Qwen
2-V

L-7
B-In

str
uct

Qwen
2.5

-VL-3
B-In

str
uct

Qwen
2.5

-VL-3
2B

-In
str

uct

Qwen
2.5

-VL-7
2B

-In
str

uct
0.00

0.05

0.10

0.15

0.20

0.25

0.025 0.025

0.063

0.044

0.133

0.209

0.125

Dispute Match

Int
ern

VL2-
2B

Int
ern

VL2_
5-2

B

Qwen
2-V

L-2
B-In

str
uct

Qwen
2-V

L-7
B-In

str
uct

Qwen
2.5

-VL-3
B-In

str
uct

Qwen
2.5

-VL-3
2B

-In
str

uct

Qwen
2.5

-VL-7
2B

-In
str

uct

0.023

0.042

0.020

0.038
0.033

0.019

0.030

Similarity

Int
ern

VL2-
2B

Int
ern

VL2_
5-2

B

Qwen
2-V

L-2
B-In

str
uct

Qwen
2-V

L-7
B-In

str
uct

Qwen
2.5

-VL-3
B-In

str
uct

Qwen
2.5

-VL-3
2B

-In
str

uct

Qwen
2.5

-VL-7
2B

-In
str

uct

0.117

0.128

0.065

0.109 0.113

0.054 0.057

Length Score

Int
ern

VL2-
2B

Int
ern

VL2_
5-2

B

Qwen
2-V

L-2
B-In

str
uct

Qwen
2-V

L-7
B-In

str
uct

Qwen
2.5

-VL-3
B-In

str
uct

Qwen
2.5

-VL-3
2B

-In
str

uct

Qwen
2.5

-VL-7
2B

-In
str

uct

0.043
0.051 0.051

0.055

0.099

0.121

0.083

Overall Score

VQA Task Evaluation on ScreenshotLegalBench (cause-action)
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Figure 2: Comparison of vision-language models on the case_text VQA task in ScreenshotLegalBench.

Model Format Score Avg. IoU Content Score Overall Score
InternVL2-2B (w/ bbox) 0.9384 0.0338 0.3703 0.6544
InternVL2-2B (w/o bbox) 0.7579 0 0.3934 0.5756

Table 3: Performance of InternVL2-2B on KIE task with and without message_box bounding boxes

Setting Task Accuracy Macro P Macro R F1 Score
w/o KIE guidance classify 0.4286 0.3333 0.1428 0.1999
+KIE-augmented input classify 0.8333 0.5000 0.4167 0.4545
w/o KIE guidance evidence 0.0157 0.0013 0.0107 0.0019
+KIE-augmented input evidence 0.0187 0.0126 0.0606 0.0204

Table 4: Ablation: Effect of structured KIE input on VQA tasks.

plications such as evidence localization and time-605

line reconstruction.606

Structured vs. Plain Inputs (VQA). We as-607

sess the impact of structured perception by com-608

paring two configurations: models predicting di-609

rectly from raw screenshots (w/o KIE guidance)610

and those augmented with structured fields from611

the fine-tuned KIE module (+KIE-augmented in-612

put). As shown in Table 14, structured input sig-613

nificantly improves performance in the classify614

task—accuracy rises from 42.86% to 83.33%, and615

macro F1 more than doubles, demonstrating the616

value of upstream legal structuring. In contrast,617

the evidence task remains challenging. Despite618

slight gains from KIE augmentation, performance619

is low across the board. This suggests that models620

struggle to internalize evidentiary standards with-621

out domain-specific training, and that format valid-622

ity requires not just structural cues but legal com-623

monsense—still absent in current MLLMs. This624

ablation uses prompts enhanced with KIE outputs625

from our best-performing fine-tuned model, evalu-626

ated on Qwen-VL-MAX(Bai et al., 2023b). While627

limited to single-image inputs, future work should628

explore multi-image reasoning (e.g., case_text)629

once token constraints are addressed. Full settings630

and prompts are in Appendix D.4. 631

6 Conclusion 632

We present ScreenshotLegalBench, a new bench- 633

mark designed for legal evidence understanding in 634

WeChat chat screenshots. It focuses on structured 635

perception and legal reasoning tasks, offering in- 636

sights into the challenges of multimodal legal AI. 637

Despite limitations such as annotation consistency 638

and scalability, the dataset provides a solid foun- 639

dation for research in secure and practical legal 640

applications. Baseline results reveal the difficulty 641

of this task for current models, particularly under 642

local deployment constraints. We encourage future 643

work on improving scalability, layout robustness, 644

and real-world adaptability. Positioned at the inter- 645

section of natural language processing, computer 646

vision, and legal reasoning, LSEU holds substan- 647

tial practical relevance. The dataset is released to 648

support progress toward AI systems capable of in- 649

terpreting digital legal evidence with accuracy and 650

transparency. 651
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Limitations652

ScreenshotLegalBench presents several limitations.653

Although annotations are verified by legal ex-654

perts,The dataset exhibits category imbalance, par-655

ticularly in cause-of-action types and funds-transfer656

content, as most samples originate from a narrow657

range of civil disputes. Timestamp labels rely on658

visual order assumptions (based on legal experts’659

experience), which may be unreliable in real-world660

scenarios. The evaluation favors structured JSON661

outputs and may penalize models with strong se-662

mantics but poor formatting.663

Ethics Statements664

The ScreenshotLegalBench dataset is constructed665

using publicly available web data sourced from666

Gansu Provincial Digital Rule of Law Industry Re-667

search Academy . It was gathered with the inten-668

tion of facilitating local, privacy-sensitive legal AI669

deployments, particularly for the KIE tasks. The670

dataset is designed to aid the automation of legal671

workflows while ensuring compliance with data672

privacy and confidentiality standards, especially in673

legal contexts.674

To protect privacy, anonymization procedures675

are applied to identifiable data, such as the use of676

"avator_1" and "avator_0" to mask avatars in chat677

screenshots. These identifiers do not correspond to678

any real-world individual and are used solely for679

the purpose of maintaining privacy. However, due680

to the nature of web scraping, certain non-textual681

content in the images (e.g., emoticons, background682

images) and some personal information may not be683

entirely anonymized. Moreover, due to the struc-684

ture of the raw web data, efforts to mask or obscure685

personal identifiers in the images (such as applying686

blur or cropping) may negatively affect the under-687

standing of the primary content, as it could lead to688

distortion or removal of critical evidence.689

The dataset’s open-source release is aimed at690

enabling local model deployments for legal practi-691

tioners who may not have access to proprietary AI692

models due to regulatory or privacy concerns. This693

ensures that users can access advanced AI tools694

while retaining full control over the data and the695

models they develop.696

While efforts have been made to ensure the pri-697

vacy of the data, there may be inherent risks asso-698

ciated with using this dataset, especially regarding699

the presence of potentially noisy data, which could700

affect model performance. It is important for future701

users of the dataset to be aware of these limitations 702

and the trade-off between privacy preservation and 703

data quality. 704

As part of the ongoing ethical commitment, we 705

also provide a mechanism for obtaining consent for 706

the data used. Any additional requests for sensitive 707

data or further clarifications regarding the use of 708

this dataset can be directed to the dataset’s licensing 709

terms, with the option to obtain permissions from 710

the data providers where necessary. 711

The dataset is provided solely for academic re- 712

search and benchmarking purposes. Commercial 713

use or deployment in production environments is 714

not permitted. We hope that the ScreenshotLegal- 715

Bench dataset will contribute to the development 716

of responsible, transparent, and privacy-conscious 717

AI systems for legal tasks, while fostering further 718

advancements in multimodal legal document un- 719

derstanding. 720
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A Appendix : Wechat Screenshots 1222

Evidence Legal Processing Task 1223

Workflow of Legal Practitioners 1224

Legal professionals—especially plaintiff-side attor- 1225

neys—follow a structured yet iterative workflow 1226

when preparing WeChat screenshots for courtroom 1227

use. As illustrated in Figure 3, this process typically 1228

unfolds across five interrelated stages: (1) prelimi- 1229

nary screening, (2) timeline reconstruction, (3) key 1230

information extraction, (4) legal grounding, and 1231

(5) evidence cataloging and strategy formulation. 1232

These steps often involve back-and-forth revision 1233
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Figure 3: Workflow of legal practitioners when processing WeChat screenshots as evidence. Blue components indi-
cate stages covered by our dataset—including structured KIE and VQA. Green components represent downstream
legal reasoning goals such as timeline reconstruction, dispute grounding, and strategy formulation, which build
upon the outputs of our benchmark. This alignment illustrates how SCREENSHOTLEGALBENCH supports core
stages of real-world evidentiary workflows.
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as new information emerges or legal interpretations1234

are refined.1235

ScreenshotLegalBench mirrors this legal work-1236

flow by decomposing the Legal Screenshot Evi-1237

dence Understanding (LSEU) task into modular1238

components. Specifically:1239

• Stages 1–3 are supported by the KIE task and1240

local VQA, which detect speaker turns, extract1241

transaction details, and identify message times-1242

tamps.1243

• Stage 4 is operationalized as the case_text1244

generation task, where models synthesize multi-1245

ple screenshots to infer the dispute’s legal basis.1246

As shown in Figure 3, the step of “summariza-1247

tion of legal facts” corresponds directly to our case1248

reasoning module. This process is annotated in our1249

dataset, though for evaluation purposes we adopt a1250

simplified scheme: rather than scoring long-form1251

legal texts, we assess whether the predicted output1252

includes correct cause-of-action categories.1253

Visual-Legal Mapping of Evidence Elements1254

To enable automated legal understanding, Screen-1255

shotLegalBench captures a range of heterogeneous1256

visual elements in chat screenshots and aligns them1257

with their legal semantics:1258

Avatars and nicknames provide identity signals1259

for speaker verification. Timestamps serve as an-1260

chors for timeline reconstruction and causal order-1261

ing. Chat bubbles and textual content carry the1262

core of intent and factual statements. Image blocks1263

may represent either expressive content or direct1264

legal exhibits. Transfer notifications frequently1265

denote contractual performance or financial dis-1266

putes. Files and attachments often indicate deliv-1267

ery obligations in cooperative agreements. Emojis1268

and quoted speech encode attitudes, denials, or1269

acknowledgments, which can be crucial for inter-1270

preting legal intent.1271

By aligning such fragmented visual-textual con-1272

tent with structured legal interpretation, Screen-1273

shotLegalBench establishes a tractable framework1274

for multimodal legal AI—grounded in the actual1275

evidentiary workflows of judicial practice.1276

B Appendix : Dataset Implementation1277

Details1278

B.1 Annotation Schema1279

As shown in Table 5, ScreenshotLegalBench adopts1280

a five-level hierarchical annotation schema de-1281

signed to meet the diverse demands of multimodal 1282

legal tasks. This schema integrates visual layout, 1283

semantic content, and legal reasoning to support 1284

both structured extraction and high-level judicial 1285

analysis. 1286

Level 1 annotates global attributes of each 1287

screenshot, including legality, chat type, and case 1288

category, to facilitate filtering and legal classifica- 1289

tion. Level 2 focuses on layout elements such as 1290

message bubbles, avatars, and timestamps, using 1291

bounding boxes to support object detection and au- 1292

tomated parsing. To reduce annotation cost while 1293

preserving effectiveness, full layout annotations are 1294

only provided for 50 screenshots. Level 3 struc- 1295

tures message-level fields including timestamp, 1296

content, and speaker, supporting downstream di- 1297

alogue reconstruction and evidence linkage. Level 1298

4 further normalizes and formats semantic fields, 1299

such as monetary transfers and file metadata, ensur- 1300

ing compatibility with legal expression standards. 1301

Level 5 introduces VQA annotations, targeting 1302

both global and local reasoning about legal valid- 1303

ity, intent, and evidentiary value (see Table 6 for 1304

examples). 1305

This layered design ensures ScreenshotLegal- 1306

Bench supports both low-level structure-aware pre- 1307

training and high-level legal understanding, making 1308

it suitable for retrieval, reasoning, and structured 1309

generation tasks. 1310

1311

B.2 Object Detection For Sceenshots Layout 1312

Training 1313

We adopt DETR as the screenshot layout detector, 1314

fine-tuned on our augmented WeChat chat screen- 1315

shot dataset to detect message bubbles, avatars, 1316

timestamps, and other UI elements.Training con- 1317

figuration detail in Table 7 1318

B.3 Timestamp Imputation 1319

To enrich the temporal context of screenshots lack- 1320

ing explicit timestamps, we introduce a sliding- 1321

window-based imputation mechanism at the screen- 1322

shot level. Considering real-world scenarios where 1323

multiple conversations may coexist and screenshot 1324

order can be disrupted, we first perform session- 1325

level clustering using OCR-extracted chat titles, 1326

followed by intra-session timestamp sorting and 1327

imputation. 1328

Screenshots are categorized into three types 1329

based on the presence of timestamps: (1) If a sin- 1330

gle timestamp is detected, it is directly assigned as 1331
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Field Type Attribute Name Annotation Detail Level Annotation Format
Global
Properties

Screenshot Validity Whether it is a standardized
chat screenshot

Level 1 Enumeration

Chat Type Group or private conversa-
tion

Enumeration

Legal Relevance Whether the screenshot has
legal implications

Enumeration

Case Type Preliminary case classifica-
tion (e.g., loan, contract)

Enumeration

Layout Avatar avatar_bbox Level 2 Bounding Box
Elements Message Bubble message_bbox Bounding Box + Text

Chat Title / Group Name header_bbox Bounding Box
Nickname nickname_bbox Bounding Box + Text
Timestamp Region timestamp_bbox Bounding Box + Text
Transfer Block transfer_bbox Bounding Box + Text
File Block file_bbox Bounding Box + Text
Image Block image_bbox Bounding Box + Category
Emoji / Meme meme_bbox Bounding Box + Text
Voice Message voice_bbox Bounding Box
Recall Prompt withdraw_bbox Bounding Box
Translation Block translate_bbox Bounding Box + Text
Quote / Comment comment_bbox Bounding Box + Text
Failed Message unpassed_message Bounding Box + Text
Other Elements other Bounding Box

Message Speaker speaker Level 3 Enumeration / String
Fields Message Time timestamp Time String

Message Content content Raw Text
Semantic Transfer Info transfer Level 4 Normalized String
Fields File Name and Type file Normalized String

Image Description image Generated Text
Emoji Polarity meme Enumeration

Legal QA
Fields

Intent Analysis “What intent is expressed in
this message?”

Level 5 Text QA

Legal Reasoning “Please analyze the legal im-
plications of this situation.”

Text QA

Transfer Nature “What is the legal nature of
the received transfer?”

Text QA

File Legality “Is the sent file direct legal
evidence?”

Text QA

Table 5: Hierarchical annotation schema of ScreenshotLegalBench, covering five levels from global classification to
legal reasoning.

the screenshot’s temporal feature. (2) For multiple1332

timestamps, we apply a heuristic to assign each1333

timestamp to subsequent messages and compute1334

the screenshot’s time value as the arithmetic mean1335

of all detected timestamps. (3) For screenshots1336

with no timestamp, we estimate the time feature1337

based on its position in the session sequence via a1338

sliding average of neighboring screenshots.1339

Formally, let ti,j denote the imputed time for1340

the j-th screenshot in the i-th session. Its value is1341

computed as:1342

ti,j =
1

k

k∑
l=1

ti,j−l (1)1343

where k is the sliding window size, controlling1344

how many preceding screenshots contribute to the1345

estimation. This process is performed within each 1346

conversation thread, and the resulting timestamp 1347

is propagated to all messages in the corresponding 1348

screenshot for downstream context modeling and 1349

temporal reasoning. 1350

For tasks requiring global temporal order (e.g., 1351

event timeline reconstruction), all screenshots can 1352

be sorted directly without regard to session bound- 1353

aries. For tasks that depend on conversational struc- 1354

ture, timestamp estimation and ordering are main- 1355

tained per session. 1356

Importantly, this imputation strategy is based on 1357

an engineering assumption that screenshot order 1358

roughly reflects message chronology. While this 1359

generally holds in user-submitted datasets, it may 1360

be invalid in legal contexts involving manipulation 1361

or reordering. Therefore, this method is positioned 1362
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Element Type Example Question Annotation Goal
Message Text What is the intent of this message? Identify expressions of intent (e.g., promise,

request, warning)
Who is the speaker? Match speaker name for identity tracking
What legal issue may be implied? Perform legal inference (e.g., breach, in-

fringement)
Avatar and Nickname Is the avatar consistent with the nick-

name?
Verify identity coherence

Transaction Record Who are the sender and recipient? Determine transaction direction
What is the legal nature of this transfer? Classify as donation, payment, etc.
What is the amount transferred? Record monetary value (0 if unreadable)

Quoted Content What is the speaker’s attitude toward the
quote?

Distinguish affirmation, denial, or doubt

Emoji Does the emoji express affirmation or
negation?

Interpret sentiment or intention

What emotion is conveyed? Provide cultural interpretation (e.g., sarcasm)
Dialogue Name Does the name reflect identity? Link to legally relevant identity info

What is the legal relationship between
parties?

Infer from context (e.g., em-
ployer–employee)

Timestamp What is the message time? Support timeline reconstruction
Other Elements Was this message recalled? Judge evidentiary validity

Is the speech-to-text reliable? Assess transcript usability
What file was sent? Record name, type, and purpose

Table 6: Examples of local legal reasoning questions in the VQA task. This set is under annotation and not yet
released or evaluated.

Setting Value
Model DETR (COCO-pretrained)
Data Augmentation Brightness, Crop, Flip, Rotate
Anchor Generation k-means clustering + elbow method
Optimizer AdamW
Learning Rate 5× 10−5

Batch Size 8
Epochs 50
LR Scheduler Cosine Annealing
Early Stopping Based on validation mAP
Metrics mAP, IoU

Table 7: Training configuration for DETR-based screen-
shot layout detection.

as a heuristic for enhancing contextual coherence,1363

not for evidentiary authentication or precise legal1364

timeline reconstruction. Future work may incorpo-1365

rate device metadata or cross-image logical cues to1366

improve legal robustness and applicability.1367

Note on Scope. While the timestamp imputation1368

strategy described here is designed to support multi-1369

image temporal modeling—especially for future1370

tasks involving conversation reconstruction or inter-1371

message reasoning—our current benchmark eval-1372

uation remains screenshot-level, with each VQA1373

or KIE instance based on a single image input.1374

This section primarily serves to document the semi-1375

automatic annotation and reasoning methods ap-1376

plied during partial KIE labeling. It lays the ground-1377

work for subsequent extensions of ScreenshotLe-1378

galBench toward multi-screenshot and temporally-1379

aware legal understanding benchmarks. 1380

B.4 JSON Schema 1381

To support structured KIE from WeChat chat 1382

screenshots, we define a unified JSON output for- 1383

mat that organizes each conversation into times- 1384

tamped message entries with bounding box and 1385

semantic attributes. Figure 4 presents an example 1386

of the structured annotation used in KIE tasks. 1387

B.5 Annotation Interface UI for VQA Tasks 1388

To facilitate structured annotation for the VQA 1389

tasks in ScreenshotLegalBench, we employed the 1390

LabelU platform to design a dual-level labeling 1391

interface. The annotation process includes both 1392

global-level and local-level legal reasoning ques- 1393

tions. 1394

Global questions focus on the legal attributes of 1395

the entire screenshot—e.g., whether it constitutes 1396

valid evidence or what type of legal dispute it may 1397

relate to. Local questions target specific elements 1398

within the screenshot, such as a particular message, 1399

emoji, or transaction, and aim to elicit fine-grained 1400

legal interpretations. 1401

Figure 5 shows an example of a global ques- 1402

tion annotation scenario, where the screenshot is 1403

assessed for its potential relation to a partnership 1404

dispute. Figure 6 displays a local question focused 1405

on a transfer message, prompting the annotator to 1406
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{ "dialog_name": "Debt Repayment Dispute",

    "conversation": [

……
         {

            "timestamp": "15:35",

            "speaker": "avator_0",

            "content": "那就先转9990给我吧。",

            "message_bbox": {

                "min_x": 335,"max_x": 537,

                "min_y": 499,"max_y": 517

            },

        },

        {

            "timestamp": "22:21",

            "speaker": "avator_1",

            "content": "微信转账",

            "message_bbox": {

                "min_x": 301, "max_x": 347,

                "min_y": 622,  "max_y": 698

            },

            "image": [],

            "transfer": "微信转账请收款¥0.01",

            "file": [] },…… ]}

1. 请分类这张图片：

（1）它是聊天截图，也有法律意义。

（2）它是聊天截图，但它没有法律意义。

（3）它不是聊天截图，但有法律意义。

（4）它既不是聊天截图，也没有法律意义。

2. 它是规范的聊天截图证据形式吗？

（1）是

（2）不是

3. 它可能与什么案由有关？
民间借贷纠纷。当事人民间借贷纠纷标的额为
叁万元整，正在协商部分还款（一万元）借款

人（avator_1）承诺还款 9990 元确认借款事

实，但随后发送文本消息“转账【1000 元】请
你确认收钱”，构成虚假意思表示或戏谑行

为，由于被借款人（avator_0）未陷入错误认

识，不构成欺诈。转账0.01元与承诺还款金额
相差较远，不构成真实债务履行。被借款人有

权主张借款人按约履行还款义务

1. Please categorize this image:

(1) It is a chat screenshot and carries legal significance.

(2) It is a chat screenshot but does not carry legal significance.

(3) It is not a chat screenshot, but it carries legal significance.

(4) It is neither a chat screenshot nor does it carry legal 

significance.

2. Does this image represent a normatively valid form of chat-

based legal evidence?

(1) Yes (2) No

3. Which type of legal dispute (cause of action) might this 

image be relevant to?

Private Lending Dispute

The dispute involves a loan of 30,000 RMB. The borrower 

(avator_1) acknowledged the debt and agreed to repay 9,990 RMB. 

However, they later sent a message stating “Transfer [1,000 RMB], 

please confirm receipt,” which constitutes a false or mocking 

expression of intent. As the lender (avator_0) was not misled, this 

does not amount to fraud. A transfer of only 0.01 RMB, far below 

the promised amount, does not constitute valid debt repayment. 

The lender has the right to demand full repayment as agreed.

{ "question": "What is the underlying meaning 

expressed by the party in this message?",

  "question_zh": "本条消息表达了当事人的什

么意思表示？",

  "answer": "False expression of intent: since no 

actual transfer was made, it does not constitute a 

genuine act of debt fulfillment..",

  "answer_zh": "虚假意思表示或戏谑行为，由

于被借款人（avator_0）未陷入错误认识，不
构成欺诈。由于并非实际转账，不构成真实

债务履行行为"}
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Figure 4: Example Data Instance for Annotation
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determine its legal nature.1407

C Appendix : Datasets statistics1408

Object Detection Subset. This subset contains1409

50 manually annotated screenshots with a total of1410

945 bounding boxes across 15 interface element1411

categories, used to train the layout detection mod-1412

els. As shown in Table 7, the majority of bounding1413

boxes are concentrated in message and avatar re-1414

gions, reflecting the visual dominance of conversa-1415

tion bubbles and speaker identity in chat interfaces.1416

KIE Training Set. The training set contains1417

39,477 message units extracted from screenshots1418

via a semi-automatic pipeline. It includes 145,0441419

structured field annotations. As shown in Table 8,1420

all samples have both speaker and message_bbox,1421

while 85.5% include content, and 59.3% con-1422

tain timestamp information. Additionally, the1423

dataset captures non-textual legal indicators such1424

as transfer and image.1425

KIE Evaluation Set. This subset consists of 1431426

human-annotated screenshots comprising 696 mes-1427

sage units and 2,678 structured fields. Table 8 sum-1428

marizes the distribution. Most messages include1429

speaker, message_bbox, and content. Although1430

rarer, legal fields such as transfer, image, and1431

file are included due to their evidentiary value.1432

VQA Subset. The VQA set includes 1,176 chat1433

screenshots annotated for multiple legal under-1434

standing tasks. As shown in Table 9, 38.9% are1435

considered valid legal dialogs, and the same per-1436

centage were judged as evidential. A total of 5021437

samples include a textual case analysis written by1438

legal professionals. Due to class imbalance, chat1439

type (private vs. group) is only used as an auxiliary1440

label.1441

D Appendix : Evaluation Detail1442

We evaluate a diverse set of baseline approaches1443

on ScreenshotLegalBench to establish performance1444

benchmarks for both KIE and VQA tasks. In this1445

section, we describe the experimental setup, base-1446

line methods, and implementation details.1447

D.1 Evaluation Results1448

Table 10 presents the performance of baseline and1449

fine-tuned models on the KIE task, evaluated over1450

the private chat subset of ScreenshotLegalBench.1451

Scores reflect structured output quality in terms of1452

format validity, spatial alignment (IoU), and con- 1453

tent accuracy. Fine-tuned InternVL2.5-2B achieves 1454

the highest overall score of 0.6921, demonstrating 1455

strong improvements across all dimensions. 1456

Table 11 reports the performance of baseline 1457

models on two classification sub-tasks: (1) Classify, 1458

which determines whether a screenshot qualifies as 1459

legally meaningful chat evidence, and (2) Evidence, 1460

which assesses whether the screenshot conforms 1461

to a valid legal format. All results are based on 1462

a unified evaluation setting using non-structured 1463

prompts. Across both tasks, most models exhibit 1464

limited performance, with low F1 scores and high 1465

variance across metrics. Notably, Qwen2.5-VL- 1466

3B-Instruct(Bai et al., 2025) achieves relatively 1467

higher classification accuracy, while Qwen2.5-VL- 1468

72B(Bai et al., 2025) shows better recall for evi- 1469

dence detection, albeit with poor precision. 1470

Table 12 summarizes the results for the third sub- 1471

task: case_text, which requires generating a plausi- 1472

ble legal cause of action from multi-image inputs. 1473

We evaluate models using a weighted composite 1474

score that aggregates hit rate (i.e., dispute match), 1475

semantic similarity, and length alignment. Among 1476

all tested models, Qwen2.5-VL-32B-Instruct out- 1477

performs others, followed by Qwen2.5-VL-3B- 1478

Instruct, indicating the benefit of larger model 1479

scales and instruction tuning. Nevertheless, overall 1480

scores remain modest, suggesting that multi-image 1481

legal reasoning remains a challenging task for cur- 1482

rent VLMs. 1483

D.2 Field Validation Rules for KIE Tasks 1484

Each predicted message is considered structurally 1485

valid only if it contains the fields speaker, 1486

timestamp, content, and message_bbox. The 1487

timestamp must include at least one digit and pass 1488

regex-based sanity checks. Bounding boxes must 1489

be well-formed 4-tuples with positive width and 1490

height. For model outputs in invalid JSON or par- 1491

tial structures, we apply a fallback parser with 1492

bracket completion and nested field recovery. Mes- 1493

sages failing all checks are excluded from scoring. 1494

D.3 Finetune Configuration 1495

We fine-tune the InternVL2(Chen et al., 2024b) and 1496

InternVL2.5(Chen et al., 2024a) models using the 1497

QLoRA approach; key training hyperparameters 1498

are listed in Table 13. 1499
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Figure 5: Annotation interface for global-level legal VQA tasks. This example shows a screenshot being annotated
for its potential connection to a partnership dispute.

Field Train Eval Struct. Completeness BBox Time Validity Content Metric
speaker 39477 696 ✓ ✓ ✗ ✗ ✓ TP / Total
message_bbox 39477 696 ✓ ✓ ✓ ✗ ✓ IoU
content 33753 681 ✓ ✓ ✗ ✗ ✓ λ SeqSim + (1-λ) LCS
timestamp 23397 522 ✓ ✓ ✗ ✓ ✓ F1 (digit-check)
dialog_name 3208 61 ✓ ✓ ✗ ✗ ✓ λ SeqSim + (1-λ) LCS
image 2661 10 ✓ ✓ ✗ ✗ ✓ λ SeqSim + (1-λ) LCS
transfer 3071 10 ✓ ✓ ✗ ✗ ✓ λ SeqSim + (1-λ) LCS
file – 2 ✓ ✓ ✗ ✗ ✓ λ SeqSim + (1-λ) LCS

Table 8: Summary of annotated fields across KIE dataset subsets and evaluation criteria.

D.4 Prompt Templates1500

The following prompt templates were used during1501

evaluation. Figure 8 shows the full Chinese prompt1502

used for zero-shot evaluation. The first line of the1503

template (“Please extract structured information1504

from this chat screenshot”) was also used as the1505

fine-tuning instruction.1506

D.5 Ablation Results1507

To understand the impact of structural signals, we1508

ablate the use of KIE-enhanced prompts in VQA1509

(Table 14) and the effect of bounding-box inputs in1510

KIE (Table 15).1511
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Figure 6: Annotation interface for a local-level legal VQA task. The annotator is asked: “What is the legal nature of
this transfer?”

(c) Distribution of non-empty field annotations in the KIE training set (total 

= 145,044 entries)

(a) Proportion of bounding boxes for each category in the object-detection 

subset (total = 945)

( b )  Distribution of non-empty field annotations in the KIE evaluation 

subset (total = 2,678 entries)

Figure 7: Annotation distribution statistics across the object detection and KIE subsets of ScreenshotLegalBench.
Left: bounding box category ratio (N=945). Center: non-empty field counts in the KIE evaluation set (N=2,678).
Right: non-empty field counts in the KIE training set (N=145,044).

Task Dimension Label Count Percentage Total
Dialog Type legal_dialog 457 38.9%

1,176nonlegal_dialog 664 56.5%
not_dialog_but_legal 21 1.8%
not_dialog_and_nonlegal 34 2.9%

Evidence Validity is_evidence 457 38.9% 1,176not_evidence 719 61.1%
Chat Type private_chat 1,142 97.1% 1,176group_chat 34 2.9%
Case Reasoning with_case_text 502 42.7% 1,176without_case_text 674 57.3%

Table 9: Annotation distribution in the VQA subset (total = 1,176).
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Model Format Score IoU Content Score Overall Score # Valid Samples
InternVL2-2B 0.9131 0.0009 0.3260 0.6195 143
InternVL2-2B (fine-tuned) 0.9517 0.0603 0.3909 0.6713 143
InternVL2.5-2B 0.9764 0.0006 0.2839 0.6302 143
InternVL2.5-2B-ft (run-13) 0.9644 0.0420 0.3944 0.6794 143
InternVL2.5-2B-ft (run-14) 0.9472 0.1044 0.4369 0.6921 143
Qwen2-VL-2B-instruct 0.3496 0.0006 0.0617 0.2057 143
Qwen2-VL-7B-instruct 0.5806 0.0000 0.2064 0.3935 31
Qwen2.5-VL-3B-instruct 0.9355 0.0012 0.2293 0.5824 31
Qwen2.5-VL-7B-instruct 0.0398 0.0009 0.0151 0.0274 143

Table 10: Evaluation results on the ScreenshotLegalBench KIE task (private chat subset). All scores are averaged
over valid samples with parsing.

Model Classify Task Evidence Task
Accuracy Precision Recall F1 Accuracy Precision Recall F1

Qwen2.5-VL-32B 0.0000 0.0000 0.0000 0.0000 0.0382 0.0144 0.3333 0.0275
Qwen2.5-VL-72B 0.0357 0.0556 0.0238 0.0333 0.0328 0.0242 0.4444 0.0447
Qwen2-VL-7B-Instruct 0.0513 0.0635 0.0286 0.0394 0.0000 0.0000 0.0000 0.0000
Qwen2.5-VL-7B-Instruct 0.0357 0.0536 0.0204 0.0296 0.0244 0.0240 0.3606 0.0404
InternVL2-2B 0.0123 0.0167 0.0048 0.0074 0.0182 0.0007 0.0095 0.0014
InternVL2.5-2B 0.0602 0.0510 0.0340 0.0408 0.0113 0.0017 0.0069 0.0019
Qwen2-VL-2B-Instruct 0.0120 0.0159 0.0071 0.0099 0.0026 0.0003 0.0010 0.0004
Qwen2.5-VL-3B-Instruct 0.2143 0.0310 0.0857 0.0456 0.0023 0.0003 0.0016 0.0005

Table 11: Classification and Evidence Evaluation Results (w/o Structured Prompt)

Model Hit Rate Similarity Length Score Weighted Score
InternVL2-2B 0.0253 0.0233 0.1169 0.0430
InternVL2.5-2B 0.0253 0.0415 0.1278 0.0507
Qwen2-VL-2B-Instruct 0.0633 0.0200 0.0647 0.0506
Qwen2-VL-7B-Instruct 0.0443 0.0376 0.1088 0.0552
Qwen2.5-VL-3B-Instruct 0.1329 0.0333 0.1127 0.0990
Qwen2.5-VL-32B-Instruct 0.2089 0.0187 0.0537 0.1208
Qwen2.5-VL-72B-Instruct 0.1250 0.0301 0.0566 0.0829

Table 12: Cause-of-action generation performance (multi-image reasoning).
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 <image>\n请从这张聊天截图中提取结构化信息,

    Format：```

    {

  \"dialog_name\": \"<对话名称>\",

  \"conversation\": [{

      \"timestamp\": \"<第一条消息的时间戳>\",

      \"speaker\": \

"<如果是右侧发出则是avator_0，左侧发出是avator_1>\",

      \"content\": \"<说话内容>\",

      \"message_bbox\": {

        \"min_x\": <边界框的min_x，是个数字，如917>,

        \"max_x\": <边界框的max_x，是个数字>,

        \"min_y\": <边界框的min_y，是个数字>,

        \"max_y\": <边界框的max_y，是个数字>

      },

      \"image\": \

"<如果是图片或表情包，需要描述这个图片>\",

      \"transfer\": \

"<如果有转账信息，填写在这里，如微信转账请收款¥520

.00>\",

      \"file\": \

"<如果有excel或者doc等文件，把文件名填写在这里，记

得带上文件格式后缀，如2004年度数据分析表.xlsx>\"

    },

    ...

  ]

}

    ```

<image>\nPlease extract structured information from this 

chat screenshot.

Format: ```

{

"dialog_name": "<Name of the conversation>",

"conversation": [{

"timestamp": "<Timestamp of the first message>",

"speaker": "<If the message is on the right side, use avator_0; if 

on the left side, use avator_1>",

"content": "<Text content of the message>",

"message_bbox": {

"min_x": <Minimum x-coordinate of the message bounding box 

(e.g., 917)>,

"max_x": <Maximum x-coordinate of the message bounding 

box>,

"min_y": <Minimum y-coordinate of the message bounding 

box>,

"max_y": <Maximum y-coordinate of the message bounding 

box>

},

"image": "<If the message contains an image or emoji, provide 

a description of the visual content>",

"transfer": "<If the message contains a transaction, describe it 

here, e.g., WeChat Transfer: Please confirm receipt ¥520.00>",

"file": "<If the message includes a document (e.g., Excel or 

Word), write the filename including its extension, e.g., 

2004年度数据分析表.xlsx>"

},

...

]

}

```

Figure 8: Chinese prompt used during KIE pass@1 evaluation (left), with English translation shown on the right.
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Hyperparameter Value
Max sequence length 8192
Batch size (per GPU) 1
Gradient accumulation 2
Epochs 1 / 4
Optimizer AdamW
LR scheduler Cosine decay
Warmup ratio 3%
Initial learning rate 5× 10−5 / 1× 10−4

LoRA rank 16
LoRA scaling factor 16
LoRA dropout 0.05
Gradient clipping 1.0
Layer-wise LR decay 0.75

Table 13: Fine-tuning hyperparameter configuration.
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Table 14: Ablation: Effect of structured KIE input on VQA tasks.

Setting Task Accuracy Macro P Macro R F1 Score
w/o KIE guidance classify 0.4286 0.3333 0.1428 0.1999
+KIE-augmented input classify 0.8333 0.5000 0.4167 0.4545
w/o KIE guidance evidence 0.0157 0.0013 0.0107 0.0019
+KIE-augmented input evidence 0.0187 0.0126 0.0606 0.0204

Table 15: Performance of InternVL2-2B on ScreenshotLegalBench with and without message_box bounding boxes

Model Format Score Avg. IoU Content Score Overall Score
InternVL2-2B (w/ bbox) 0.9384 0.0338 0.3703 0.6544
InternVL2-2B (w/o bbox) 0.7579 0 0.3934 0.5756

25


