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Abstract

Relational data synthesis is a complex task that requires effective modeling of mixed
data types spread across multiple tables connected by foreign key constraints. Most
of the research in tabular data synthesis has focused on single tables, which has
resulted in current approaches failing to successfully model the relational aspects
of the data. Most of the methods do not explicitly model the topological structure
of the data and struggle to capture the dependence between columns in different
tables. To address these challenges, we introduce a novel approach that uses a
graph representation of the relational data induced by foreign key constraints. This
representation leverages the expressive power of graph neural networks (GNNs) to
capture the structure of the data. Our proposed method uses GNN embeddings to
condition a tabular latent score-based diffusion model. This combination allows the
model to capture relationships between tables while preserving the structural and
statistical properties of the data. We demonstrate the effectiveness of our approach
on six benchmark datasets in terms of multi-table fidelity and utility metrics.

1 Introduction

Data is an important asset in modern society, driving research, innovation, and decision-making in
critical domains. However, challenges like data scarcity, privacy concerns, and biases can limit access
to high-quality datasets [21, 25]. This is especially true in fields such as healthcare [1, 9] and finance
[2, 24]. Synthetic data promises a solution to these challenges, allowing the creation of datasets
that preserve the statistical properties of the original data while protecting sensitive information.
Relational databases are estimated to account for over 70% of the world’s data management and
storage systems [7]. However, when it comes to synthetic data, they have only recently started to
gain traction. While most synthetic data research has focused on single-table generation, real-world
datasets often consist of multiple interconnected tables, making synthetic relational data an important
area of tabular learning.

The field was pioneered by the Synthetic Data Vault [23]. The focus has since shifted to deep
learning-based methods, most of which were proposed in the last few years. These include a variety
of techniques ranging from generative adversarial networks (GANs), variational autoencoders (VAEs),
Bayesian networks, transformers, and diffusion models [6, 11, 19, 20, 22, 26, 28]. Industry leaders
like Google, Amazon, and Microsoft have also taken notice, incorporating leading commercial tools
into their cloud platforms [10].

Single-table synthesis involves modeling complex interdependencies, diverse data distributions, miss-
ing values, outliers, and domain-specific constraints. While a lot of research has been focused on these
issues [4], modeling relational data introduces new challenges. Besides capturing the characteristics
of individual tables, methods must also account for the relationships between them and conform to
the constraints introduced by foreign keys. Recent findings from the SyntheRela benchmark [14]
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suggest that most state-of-the-art approaches still struggle with modeling the relational aspect of the
data, highlighting the need for more advanced methods capable of addressing these challenges.

Reflecting the increasing focus on tabular deep learning, relational deep learning is emerging as
an alternative to traditional methods by utilizing the power of graph neural networks (GNNs) [8].
Just as transformers and convolutional neural networks (CNNs) introduced inductive biases well
suited to natural language processing and computer vision [5], these methods can model the topo-
logical structure of relational data accounting for both permutation invariances between columns
and in relationships between tables. In this work, we propose a novel approach that combines the
expressive power of GNNs with the generative capabilities of diffusion models for tabular data
synthesis. Specifically, we extend the TabSyn [32] method to support conditional generation, using
the embeddings obtained using a graph neural network to guide the diffusion process. The code is
available at https://github.com/ValterH/relational-graph-conditioned-diffusion.

2 Related Work

The Synthetic Data Vault (SDV) [23] introduced the first learning-based method for generating
relational data. The method utilizes the Hierarchical Modeling Algorithm (HMA), which is based
on the Gaussian Copula method. To model tables in a relational database, they propose a recursive
conditional parameter aggregation technique, which incorporates child table covariance and column
distribution information into the parent table. The method requires the relational structure, or metadata
to be specified, which has since become a common practice. The work of Mami et al. [20] leverages
the graph representation of relational data using Graph Variational Autoencoders. They focus on
the case of a single primary table connected to an arbitrary number of secondary tables. Canale et
al. [6] propose a framework for modeling complex data, including relational databases based on
codecs. Both Row Conditional-TGAN (RCTGAN) [11] and Incremental Relational Generator (IRG)
[19] extend the conditional tabular GAN model [31] to relational data. RCTGAN incorporates data
from parent rows into the child table GAN model, while IRG incrementally fits and samples the
relational dataset based on the topology induced by foreign key relationships. The Realistic Relational
and Tabular Transformer(REaLTabFormer) [26] focuses on synthesizing single parent relational
data and employs a GPT-2 encoder with a causal language model head to independently model
the parent table and a sequence-to-sequence (Seq2Seq) transformer to model the dependent tables.
Xu et al. [28] propose a method for modeling many-to-many (M2M) datasets using multipartite
graphs under (ϵ, δ)-differential privacy. They propose a factorization of the joint distribution of
the data and combine it with methods from random graph generation. The Cluster Latent Variable
guided Diffusion Probabilistic Models (ClavaDDPM) [22] utilizes classifier-guided diffusion models,
integrating clustering labels as intermediaries between tables connected by foreign-key relations.
Several methods utilizing diffusion models have been proposed for single table synthesis [16, 17, 18],
notably Zhang et al. [32] propose TabSyn a method using a VAE and score-based diffusion in the
latent space that achieved state-of-the-art performance on a variety of tabular datasets.

3 Methodology

3.1 Relational Data Modeling

We adopt the representation of a relational database as a heterogeneous graph, following the approach
by Xu et al. [28]. A simple relational database consisting of two tables—a parent table and a
dependent child table, connected via a foreign key—can be modeled as an attributed bipartite graph
B = {U,V,L}. Here U and V represent disjoint sets of nodes, where each node corresponds to a
row in one of the tables of the database. The relation between the tables is represented by the edges
of the graph L. An example of how we can model such a database with a graph is seen in Figure 1.

For the task of generating new relational data, we treat B as our sample coming from some joint
distribution p(U,V,L), representing our data. To simplify the modeling of our data, this distribution
can be trivially factorized as p(L)p(U | L)p(V | U,L), where p(L) is the distribution of the edges,
p(U | L) the distribution of the parent table attributes conditioned on the edges, and p(V | U,L) the
distribution of child table attributes conditioned on both edges and attributes of parent table nodes.

The factorization can be easily extended to multiple tables, where we condition each new table on
previously generated tables. For a detailed derivation, see [28]. This divide-and-conquer approach
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Figure 1: A two-table relational dataset and its corresponding graph representation induced by
foreign key relationships.

offers two key advantages: first, it allows for flexible modeling of any relational database, regardless
of its hierarchical structure, and second, it ensures scalability, as the process scales linearly with the
number of tables.

3.2 Modeling Graph Structure

We define sampling from p(L) as generating a featureless graph—a structurally fully defined graph
without node attributes. The primary focus of this work is addressing the limitations of current
methods in modeling the relationships between attributes across different tables and their inability
to account for arbitrary foreign key constraints. For this reason, we do not focus on generating new
graph structures and limit ourselves to those present in the original database. Effectively, we sample
the empirical distribution of p(L). This prevents us from sampling structures plausible under the
underlying data generating process, that do not appear in our dataset; however, it does not expose the
privacy of the subjects of the data as all of the features (i.e., potentially sensitive information) are
removed from the graph.

3.3 Conditional Table Synthesis

We adapt TabSyn [32], a diffusion-based approach for tabular data synthesis to support conditional
generation, giving us the ability to inform the feature generation process with both the structure
of our data and the features of the rows in connected tables. TabSyn consists of two stages: the
first stage trains a transformer-based VAE to obtain a joint representation of both numerical and
categorical features via a latent space representation of our data; the second stage trains a diffusion
model between the latent distribution of the data and a standard multivariate normal distribution. The
encoder and decoder models are trained using a β-VAE [13] loss, where a β1 coefficient balances
the KL divergence against the reconstruction loss with separate terms for numeric and categorical
features L = l2(xnum, x̂num) + CE(ycat, x̂cat) + β · lKL.

The diffusion model is trained using the EDM loss [15].We adapt the denoising process to use the
embeddings h obtained using a GNN, incorporating the information from the graph structure and
related tables. Effectively we adapt the original training objective to:

L = Ez0∼p(z0)Et∼p(t)Eϵ∼N (0,I) ∥ϵθ(zt, t,h)− ϵ∥22 , zt = z0 + σ(t)ϵ,

where z0 is the embedding obtained from the encoder, zt the diffused embedding at timestep t, σ(t)
the noise level, ϵ ∼ N (0, I) the prior distribution, and ϵθ a neural network. The decoder of the
VAE model and conditional sampling of the diffusion model represent the p(U | ·) part of the joint
distribution from Section 3.1.

An important shortcoming of the TabSyn model is its inability to model missing values. Similarly to
[23], we address this by factoring numerical variables with missing values into two components: an
imputed variable and an indicator variable that identifies rows with missing values.

1The authors of TabSyn propose an adaptive scheduling of β in order to achieve a lower reconstruction error.
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3.4 Graph Conditioning

We represent a relational database using a heterogeneous graph. The rows of each of the tables in
the database are represented by a set of nodes. The foreign keys between the tables are represented
by edges connecting the corresponding rows. Both nodes as well as edges have types. We adapt the
Graph Isomorphism Network (GIN) [29] to its heterogeneous variant, that uses separate message-
passing parameters for each type of edge (i.e., foreign key relation). To address the fact that the
relevant information for the synthesis of a table can be located at different path lengths, as well as
to avoid oversquashing, we include a jumping knowledge layer [30]. We train one GNN for each
table, incrementally adding features to the nodes of the already-generated tables. For the first table,
we train the model on a featureless graph, obtaining embeddings only based on the structure of the
data. When modeling the second table, we add the features of the first table, effectively transforming
p(V | U,L) to p(V | f(U,L)), where f represents our GNN. To supervise the training of the model,
we use the embeddings of the VAE encoder, which the GNN is trained to reconstruct using the l2 loss.

Graph neural networks are invariant to permutations of node orderings, which is appropriate when
it comes to foreign key constraints. However, relational databases may include information that is
naturally ordered (e.g., transaction entries at regular intervals). As we generate the features of all
rows in a table at the same time, our basic approach is not able to capture the dependencies induced
by these orderings well. When an appropriate ordering can be defined, we use positional encoding, as
in [27] to circumvent this problem.

3.5 Training and Sampling

We use a tabular and graph representation of the data. We first train a VAE to reconstruct the data
in tabular form, embedding each row x to its latent representation z. We then construct a graph
with nodes corresponding to entities in the tables and edges to foreign key relations. We train a
message-passing GNN to reconstruct the latent representations z based on the structure of the graph.
After training the GNN, we obtain embeddings h for the target table. Lastly, we train a diffusion
model in the latent space between the latent variables z0 and zT , which we condition on h. The
training pipeline for modeling a single table is shown in Figure 2.

Figure 2: Overview of the proposed method training on a three-table database. Each row in the
target table x is mapped to its latent representation z using a VAE. We construct a graph based on
the foreign key constraints and train a GNN to embed the data. The embeddings h then guide the
diffusion process in the latent space zt ←→ z0.

For each consecutive table, we follow the same process; however, when constructing the graphs, we
add node attributes to nodes corresponding to tables that have already been processed. The order in
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which tables are processed is determined by the dataset structure; tables without parents are generated
first, followed by dependent tables according to foreign key relationships defined in the dataset
metadata.

During sampling, we first uniformly sample structures (i.e. weakly connected components) from
the original graph representation of the data and combine them into a single, attribute-free graph.
Next, we compute embeddings for the first table using the previously trained GNN. To obtain data
attributes, we sample from the prior distribution and use the embeddings to guide the denoising
process. We then reconstruct the latent representations into the original data space. Finally, we update
the corresponding nodes in the graph with the attributes of the newly generated rows. We then repeat
this process until all of the tables are generated.

4 Results

We evaluate our approach on six datasets from the SyntheRela benchmark against all state-of-the-art
methods with available source code. We evaluate two key aspects of synthetic data: fidelity—the
degree of similarity between synthetic and real data in terms of their statistical properties; and
utility—how effectively the synthetic data can substitute real data in downstream tasks. Our primary
focus is on assessing multi-table fidelity, as preserving relationships between tables remains a
significant challenge for existing methods.

4.1 Multi-Table Fidelity

To evaluate the statistical fidelity of the data, we use the discriminative detection with aggregation
(DDA) metric [14]. For DDA, we use an XGBoost classifier to discriminate between the original and
synthetic data. The metric aggregates information from the connected tables into a single table and
thus implicitly evaluates how well the relational structure and the relationships between tables are
preserved. A dataset with perfect fidelity would be indistinguishable from the original, and its’ DDA
score (classifier accuracy) should be 0.5, while a poorly synthesized one is scored 1.

The multi-table fidelity results for six benchmark datasets are presented in Table 1. Our method
achieves the best performance with respect to the DDA metric on five out of six datasets and remains
competitive (within the standard error) on the Walmart dataset.

Table 1: Multi-table fidelity results on the SyntheRela benchmark datasets with respect to discrimi-
native detection with aggregation (DDA). We train a classifier to distinguish between the real and
synthetic data and report the accuracy and standard error. Scores range from 0.5 to 1, lower is better.
Our approach consistently achieves lower detection scores than previous work.

AirBnB Biodegradability CORA IMDB Rossmann Walmart

Ours 0.67± 0.003 0.83± 0.01 0.60± 0.01 0.64± 0.01 0.77± 0.01 0.79± 0.04
ClavaDDPM ≈ 1 - - 0.83± 0.004 0.86± 0.01 0.74± 0.05
RCTGAN 0.98± 0.001 0.88± 0.01 0.73± 0.01 0.95± 0.002 0.88± 0.01 0.96± 0.02
REaLTabF. ≈ 1 - - - 0.92± 0.01 ≈ 1
SDV ≈ 1 0.98± 0.01 ≈ 1 - 0.98± 0.003 0.90± 0.03

Our approach performs best on datasets with a complex relational structure such as CORA, IMDB,
and Biodegradability (see Appendix A for a description of the datasets). Notably, our method is
also one of the three methods that can synthesize all six of the datasets, as it is not limited by the
structure of the data. REaLTabFormer can only generate linear relationships (Walmart, Rossmann,
and AirBnB). ClavaDDPM2, the second best performing method only supports a single foreign key
relation between two tables. Our method significantly outperforms the other two methods capable
of generating all dataset structures—RCTGAN and SDV, with SDV failing to synthesize the IMDB
dataset due to scalability limitations. To ensure that our method does not sacrifice privacy for utility
performance, we conduct a privacy check in Appendix B.

2On the Airbnb dataset the performance of ClavaDDPM is impacted by missing values, which the method
does not explicitly model.
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4.2 Utility

We evaluate the utility of the relational data using the train on synthetic, test on real paradigm [3]. To
do this, we construct machine learning pipelines on three datasets: AirBnB, Rossmann, and Walmart.
For each dataset, we follow the commonly defined prediction tasks: predicting the next booking
destination for AirBnB, forecasting the number of customers for Rossmann, and estimating weekly
sales for Walmart. Following [12], we assess not only the accuracy of target attribute predictions but
also the preservation of model rankings and feature importance for the best-performing models. The
results are summarized in Table 2.

Table 2: Utility results on three benchmark datasets. We include scores achieved on real data, along
with naive baseline scores (in parentheses). For the classification task (AirBnB), we report the ROC
AUC score, and for the regression tasks (Rossmann and Walmart), root mean squared error. For
model and feature selection, we report weighted rank coefficients. We estimate uncertainty with
standard error; the two highest scores for each metric are highlighted in bold. Our approach scores
high in utility on all datasets.

Dataset Method ML Score Model Selection Feature Selection

AirBnB

Real Data 0.73± 0.001 (0.5) - -
Ours 0.69± 0.002 0.79± 0.01 0.64± 0.01
ClavaDDPM 0.60± 0.004 0.32± 0.02 0.71± 0.01
RCTGAN 0.70± 0.001 0.80± 0.01 0.62± 0.005
REaLTabF. 0.54± 0.001 0.49± 0.02 0.42± 0.01
SDV 0.51± 0.002 −0.08± 0.02 0.11± 0.01

Rossmann

Real Data 81± 1 (345) - -
Ours 303± 1 0.12± 0.03 0.62± 0.01
ClavaDDPM 269± 1 0.7± 0.01 0.68± 0.01
RCTGAN 321± 0.600 0.78± 0.03 0.38± 0.01
REaLTabF. 424± 3 0.53± 0.02 0.31± 0.02
SDV 3406± 20 −0.37± 0.01 −0.11± 0.02

Walmart

Real Data 6117± 102 (7697) - -
Ours 6092± 91 0.73± 0.02 0.57± 0.01
ClavaDDPM 7756± 87 0.45± 0.02 0.14± 0.01
RCTGAN 8194± 154 0.58± 0.03 0.27± 0.03
REaLTabF. 19071± 431 0.10± 0.01 −0.10± 0.02
SDV 4954± 66 0.93± 0.02 −0.17± 0.03

Consistent with previous findings, the highest fidelity score does not necessarily lead to the best
utility performance [12]. However, our method consistently ranks among the top in all three metrics,
with predictions closely mirroring those of models trained on real data.

5 Conclusion

We propose a novel solution to the problem of relational data synthesis, utilizing a graph representation
of the data. This representation allows us to model any relational database irrespective of the
complexity of the foreign key constraints. By combining the expressive power of GNNs and diffusion
models, our method effectively captures relationships between tables, addressing a key limitation in
existing approaches. We evaluate our approach on six benchmark datasets, achieving strong utility
results as well as state-of-the-art performance with respect to multi-table fidelity. Our approach
demonstrates that a graph representation of relational data provides a powerful framework for
relational data synthesis.

Sampling from the set of previously observed structures limits our ability to synthesize unseen graph
structures. We leave the investigation of methods that could generate such structures to future work.
Additionally, as all of the components of our proposed pipeline are optimization-based methods with
closely related objectives, it seems that combining them into an end-to-end approach for modeling
relational data should be possible.
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Appendix

A Datasets and Scalability

We evaluate our method on six datasets from the SyntheRela benchmark, described in Table 3. The
datasets are listed in order of increasing structural complexity, ranging from simple two-table linear
structures to more complex multi-child and multi-parent relational schemas. For a detailed description
of the datasets, refer to [14].

Table 3: SyntheRela datasets description. We report the number of tables, total dataset rows,
modeled columns, foreign key relations, and the type of relational structure.

Dataset # Tables # Rows # Columns # Relations Relational Structure
Rossmann 2 59.085 16 1 Linear
AirBnB 2 57.217 20 1 Linear
Walmart 3 15.317 17 2 Multi Child
Cora 3 57.353 2 3 Multi Child
Biodegradability 5 21.895 6 5 Multi Child & Parent
IMDB MovieLens 7 1.249.411 14 6 Multi Child & Parent

We also examine the scalability of our method as the number of tables in a dataset increases. We
observe that all components of our framework scale linearly with the number of tables, similar to the
nearest competitor in terms of relational fidelity ClavaDDPM. We visualize the scaling behavior in
Figure 3.

Figure 3: Scaling of model parameters with respect to the number of modeled tables. All parts of
our proposed approach scale linearly and the overall number of parameters is comparable to that of
the closest competitor ClavaDDPM.

Here we note that the Cora and Biodegradability datasets each include a table containing only foreign-
key columns. Our method does not explicitly model these tables, as they are entirely defined by the
underlying graph structure.
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B Privacy Sanity Check

We follow [22] and [32] by examining the distance to closest record (DCR) [33] distributions of our
data to assess potential privacy risks in our generated data. We split the original dataset in half, and
compute the DCR between these two samples and a synthetic data sample of the same size. Figure 4
shows the DCR distributions. Additionally, we report the DCR score, which is the probability of two
random original records being closer to each other than a random synthetic and original one. A score
near or above 0.5 indicates that the distance distribution between synthetic and training instances is
comparable to, or at least not systematically smaller than, the distance distribution between training
and holdout instances which is a positive indicator for privacy preservation. Our synthetic samples
achieve scores of 0.56± 0.001 and 0.51± 0.002 on the AirBnB and Rossmann datasets, respectively.

(a) Rossmann - Stores (b) AirBnB - Users

Figure 4: DCR distributions on the parent tables of the AirBnB and Rossmann datasets. The
distribution of the synthetic data scores closely mirrors that of the original data.

C Hyperparameters

In all of our experiments we use the default hyperparameters of our method. For a fair comparison with
related work, we do not perform any hyperparameter optimization. Table 4 shows the hyperparameters
used in our experiments. For a detailed explanation of the TabSyn parameters, see [32].

Table 4: Default Hyperparameters
Parameter Value

GNN hidden dim 128
GNN embedding dim 64
GNN jk mode concat
GNN aggregation sum
GNN layers # Tables
GNN lr 0.008
GNN weight decay 0.00001
GNN epochs 1000
GNN optimizer AdamW
GNN scheduler OneCycleLR

VAE layers 2
VAE token dim 4
VAE hidden dim 128
VAE δ 0.7
VAE βmax 0.01
VAE βmin 0.00001
VAE lr 0.001000
VAE epochs 4000
VAE optimizer Adam
VAE scheduler ReduceLROnPlateau

Diff model MlpDiffusion
Diff layer sizes [1024, 2048, 2048, 1024]
Diff lr 0.001
Diff weight decay 0.000001
Diff epochs 4000
Diff optimizer AdamW
Diff scheduler ReduceLROnPlateau
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