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Abstract001

In the rapidly evolving landscape of Natural002
Language Processing (NLP) and text genera-003
tion, the emergence of Retrieval Augmented004
Generation (RAG) presents a promising av-005
enue for improving the quality and reliability006
of generated text by leveraging information re-007
trieved from user specified database. Bench-008
marking is essential to evaluate and compare009
the performance of the different RAG config-010
urations in terms of retriever and generator,011
providing insights into their effectiveness, scal-012
ability, and suitability for the specific domain013
and applications. In this paper, we present014
a comprehensive framework to generate a do-015
main relevant RAG benchmark. Our frame-016
work is based on automatic question-answer017
generation with Human (domain experts)-AI018
(Large Language Model (LLM)) teaming. As019
a case study, we demonstrate the framework020
by introducing PermitQA, a first-of-its-kind021
benchmark on the wind siting and permit-022
ting domain which comprises of multiple sci-023
entific documents/reports related to environ-024
mental impact of wind energy projects. Our025
framework systematically evaluates RAG per-026
formance using diverse metrics and multiple027
question types with varying complexity level.028
We also demonstrate the performance of dif-029
ferent models on our benchmark.030

1 Introduction031

In recent years, the advancements in LLM have032

revolutionized various natural language processing033

tasks, including text and response generation. How-034

ever, text generation using LLM often encounters035

challenges such as generating irrelevant or incoher-036

ent outputs, perpetuating biases ingrained in the037

training data, and struggling to maintain context038

and factual accuracy. These issues pose significant039

obstacles to achieving human-level performance040

in automated text generation systems. RAG ef-041

fectively mitigates these common challenges by042

incorporating retrieved information to enhance co- 043

herence and factual accuracy, thus minimizing the 044

generation of fictitious or irrelevant content (Gao 045

et al., 2024; Lewis et al., 2021). Furthermore, con- 046

current works suggest RAG is the most sought ap- 047

proach for adapting models towards niche scientific 048

domain such as nuclear, renewable energy, environ- 049

mental policy, etc. (Munikoti et al., 2024a,b; Phan 050

et al., 2023) 051

As this innovative approach gains traction within 052

the research community and industry applications, 053

its effectiveness and robustness must be rigorously 054

assessed against established benchmarks to en- 055

sure its practical utility and reliability (Chen et al., 056

2023a). Benchmarking is essential to establish 057

standardized evaluation metrics and dataset that 058

can effectively capture the nuances of text quality, 059

coherence, factual accuracy, and relevance. Fur- 060

ther, it facilitates comparison between RAG and 061

existing text generation methods, shedding light 062

on its strengths, limitations, and potential areas for 063

improvement (Xiong et al., 2024). A robust bench- 064

marking framework can enable researchers and 065

practitioners to systematically investigate the im- 066

pact of various parameters, such as retrieval strate- 067

gies, model architectures, and training data, on the 068

performance of RAG (Ray, 2023). 069

In benchmarking RAG for text generation, it is 070

crucial to evaluate its performance across a diverse 071

set of questions to ensure its efficacy in handling 072

various linguistic contexts and user intents (Lyu 073

et al., 2024). A set of well curated and diverse ques- 074

tions enable a comprehensive assessment of RAG’s 075

ability to generate coherent and relevant responses 076

across various domains, ensuring its applicability 077

in real-world scenarios. To generate such questions, 078

automated methods leveraging NLP techniques can 079

be employed. These methods include rule-based 080

approaches, template filling, and neural network- 081

based models, which enable the efficient creation 082

of diverse question sets by leveraging linguistic 083
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patterns and semantic transformations.084

Human-curated questions offer a level of linguis-085

tic richness and contextual relevance that may be086

challenging to achieve solely through automated087

generation methods (Zhang et al., 2024). By lever-088

aging human expertise and domain knowledge, cu-089

rated question sets can encompass a broader spec-090

trum of linguistic variations, domain-specific con-091

siderations, and nuanced semantics, providing a092

more comprehensive evaluation of RAG’s perfor-093

mance across diverse scenarios and applications.094

Combining automated generation with human cu-095

ration for benchmarking RAG offers a synergistic096

approach to ensure both efficiency and quality in097

question sets. This hybrid approach leverages the098

strengths of both automated and human-driven pro-099

cesses, that provide efficient and robust evaluation100

metrics for RAG’s performance.101

In this work, we present a hybrid workflow to102

benchmark RAGs, which combines rapid question103

generation through automated methods, augmented104

with properly designed human prompts to generate105

diverse set of questions. Our proposed benchmark-106

ing framework is used to generate questions from107

documents related to wind turbine siting and per-108

mitting. These questions serve as a tool to evalu-109

ate the performance of RAG-based LLMs, which110

are designed to answer queries related to these ex-111

tensive and comprehensive documents. Given the112

vast amount of information contained in these doc-113

uments, manually reviewing them is impractical,114

making RAG-based LLMs essential for generat-115

ing accurate responses to specific queries. Our116

benchmarking framework assesses the effective-117

ness of these models in accurately retrieving and118

responding to queries, ensuring that they can reli-119

ably process and provide relevant information from120

the documents.121

Contributions The paper introduces a novel122

benchmark in a specific domain and also proposes123

a generic framework to evaluate the performance124

of RAG-based LLMs in responding to different125

types of questions. This framework is designed to126

be adaptable across various domains, with a spe-127

cific focus on wind energy-related documents in128

this study. The contributions of this research are as129

follows: (i) We present PermitQA, 1 the first bench-130

mark in the Wind Siting and Permitting domain,131

(ii) our proposed framework is domain-agnostic,132

so it can be tailored for any desired niche domain133

1This benchmark will be made publicly available.

Figure 1: An overview of data extraction and curation
pipeline to generate a vector database of relevant wind
energy related documents.

(iii) we introduce a hybrid method to automatically 134

generate various types of questions, producing both 135

objective and subjective responses. The framework 136

also generates questions from different sections of 137

documents to evaluate LLM performance across 138

various sections and question types, and (iv) we 139

utilize existing scoring frameworks like RAGAS to 140

evaluate model performance, incorporating differ- 141

ent LLMs as evaluators for scoring. This approach 142

ensures scalability and quick reproducibility of this 143

approach, while also providing a holistic compar- 144

ison of LLM performance in terms of responding 145

to questions and assessing or comparing LLM re- 146

sponses with the ground truth answers. 147

2 Related Works 148

There have been a lot of work in the field of bench- 149

marking, particularly for question answering (QA) 150

task. These can be broadly divided into general QA 151

and domain-specific QA. 152

The Stanford Question Answering Dataset 153

(SQuAD) (Rajpurkar et al., 2016), consisting of 154

100,000+ questions and a reading comprehension 155

dataset, is arguably the most famous general QA 156

benchmark of the field. They contain three sub- 157

tasks within QA: reading comprehension, Open- 158

domain QA, and missing word prediction. The 159

AI2 Reasoning Challenge (ARC) (Clark et al., 160

2018) is another major work, which contains al- 161

most 8, 000 science questions in English, and also 162

included questions that neither a retrieval-based al- 163

gorithm nor a word co-occurrence algorithm were 164

able to answer correctly. Similarly, the MCTest 165

dataset (Richardson et al., 2013) consists of 500 166

stories and 2000 young children level multiple- 167

choice reading comprehension questions. Some 168

other notable QA benchmarks include Big Bench 169

(Srivastava et al., 2022), ARC2 (Bhakthavatsalam 170

et al., 2021), GLUE (Wang et al., 2018), Common- 171

senseQA (Talmor et al., 2018), TriviaQA: 650K 172

QA pairs with evidence (Joshi et al., 2017), Search 173

QA (Dunn et al., 2017), NewsQA: 10K news arti- 174

cles (Trischler et al., 2016), inter alia. 175
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More recently, there have been several bench-176

marks that focus on scientific and adjacent fields.177

The scientific portions of the MMLU (Hendrycks178

et al., 2020) benchmark is perhaps one of the most179

widely used science benchmarks, which include180

college and high school level questions in Physics,181

Chemistry, Biology, Computer Science, etc. Sci-182

ence Questions: 1K multiple choice questions183

in AI2R (Talmor et al., 2018) and SciQ Dataset:184

(Welbl et al., 2017) 13,679 multiple choice science185

questions are two other major benchmarks in the186

scientific domain, as is the SciQA (Auer et al.,187

2023), a scientific QA benchmark created by using188

knowledge graphs of academic articles. SciRepE-189

val(Singh et al., 2022) is a benchmark that has190

four different task types – classification, regression,191

proximity – over scientific documents.192

Similarly, some of the other most recent works193

include SciBench(Wang et al., 2023), a bench-194

mark of ∼700 questions sourced from textbooks195

for college-level science problems and QASA (Lee196

et al., 2023), a QA benchmark of ∼1800 questions197

to test reasoning on scientific articles, specifically198

in AI and ML domains. There are also bench-199

marks that address specific fields, with TheoremQA200

(Chen et al., 2023b) for mathematics, emrQA (Pam-201

pari et al., 2018) for medicine, and BioRead (Pap-202

pas et al., 2018) and BioMRC (Pappas et al., 2020)203

for biology, and NukeBERT (Jain et al., 2020) and204

NuclearQA (Acharya et al., 2023) for the nuclear205

domain.206

While these scientific domains are related to our207

task in terms of technological similarity, to our208

knowledge, there are no benchmarks for our spe-209

cific field and this is the first such work. The only210

one that comes close is the NEPAQuAD benchmark211

(Phan et al., 2023) that deals with QA task for En-212

vironmental Impact Statement (EIS) documents.213

3 Dataset Creation214

In this paper, we focus on wind energy-related doc-215

uments to enable the RAG-based LLMs to answer216

questions specific to this field. We gather PDF217

documents, including research articles and environ-218

mental impact studies published by the Department219

of Energy (DOE) under the National Environmen-220

tal Policy Act (NEPA). Accessing information from221

this vast database is not straightforward, necessi-222

tating the need for a trained LLM to accurately223

retrieve and answer questions from the provided224

context. The challenge is to ensure that the model’s225

Figure 2: An overview of the proposed RAG bench-
marking framework. Multiple versions of hybrid ques-
tions are generated from specific text chunks of source
documents with human-in-the-loop to review them.
These questions are used as prompts for the LLM or
RAG model under test.

responses are based on the actual documents and do 226

not hallucinate information. By using RAG-based 227

LLMs, we aim to enhance the reliability and accu- 228

racy of responses related to wind energy, leveraging 229

the rich information within our extensive document 230

collection. This approach ensures that the informa- 231

tion provided is both relevant and grounded in the 232

sourced material. 233

We constructed a data extraction and curation 234

pipeline to extract text, image, and table informa- 235

tion from wind energy-related documents as de- 236

picted in Figure 1. Utilizing large language model 237

(LLM) based methods such as the Unstructured.io 238

tool (Raymond, 2023), we efficiently extracted in- 239

formation and converted it into JSON elements. 240

These JSON elements were then organized into a 241

schema, creating a page-wise assortment of text, 242

table, and image elements. This structured format 243

ensures that the extracted data is easily accessi- 244

ble and can be accurately referenced during model 245

training and evaluation. 246

4 Methodology 247

While past works have generally preferred to use 248

crowdsourcing as a way to craft datasets and bench- 249

marks (Sap et al., 2019; Acharya et al., 2021), we 250

choose to automated methods for benchmark ques- 251

tion generation. Automatically generating bench- 252

marking questions using GPT-4 allows for efficient 253

and scalable evaluation of other LLMs and RAG. 254

However, this approach can introduce errors, lead- 255

ing to poor quality of questions being generated. 256

This makes it essential to incorporate a human- 257

in-the-loop for reviewing and refining the ques- 258

tions and responses. This paper proposes hybrid 259

approaches, where automated methods are com- 260
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bined with human curation to ensure the accuracy261

and reliability of the benchmarking process. By262

leveraging both machine and human expertise, we263

can achieve more robust and comprehensive bench-264

marking framework.265

Figure 2 provides an overview of the proposed266

LLM benchmarking framework. The core of the267

benchmarking framework is the question genera-268

tion aspect, where automatic generation of ques-269

tions forms the foundation. We combine this with270

human curation to select high-quality questions,271

ensuring relevance and clarity. Corresponding an-272

swers to these questions are then validated by hu-273

mans, establishing a reliable ground truth. This274

curated set of questions and validated answers is275

used to evaluate the responses of other LLMs and276

RAG models.277

Different question types. We generate multiple278

types of questions, including closed, open, com-279

parison, evaluation, recall, process, and rhetorical280

questions. This diversity ensures a comprehensive281

benchmarking process, as each question type as-282

sesses different aspects of the models’ capabilities.283

By incorporating a wide variety of questions, we284

can more effectively evaluate and compare the per-285

formance of LLMs and RAG models across various286

dimensions. This approach provides a holistic view287

of their strengths and weaknesses.288

Each of these question type evaluates different289

capabilities of the LLM under test. Open ques-290

tions require models to generate detailed, free-form291

responses, testing their ability to construct coher-292

ent and informative answers. Comparison ques-293

tions ask models to compare and contrast different294

concepts or entities, assessing their analytical and295

comparative reasoning skills. Evaluation questions296

require models to make judgments or provide as-297

sessments, gauging their ability to evaluate infor-298

mation critically. Recall questions focus on the299

model’s ability to retrieve and reproduce specific300

information from memory, testing their factual ac-301

curacy. Process questions ask models to explain302

processes or sequences of actions, evaluating their303

understanding of procedures and logical progres-304

sion. Rhetorical questions are used to test the mod-305

els’ grasp of nuances in language and their ability306

to recognize and appropriately respond to questions307

that may not require direct answers.308

Next, we present two approaches for the hybrid309

question generation procedure required for LLM310

benchmarking purposes. The first approach311

engineers the prompt to generate well curated312

Figure 3: Summary of “introduction” section of a re-
port (Invenergy, 2014) generated by GPT-4. The ques-
tion and the answer are generated from the summarized
text chunk. The answer is retrieved from a subset of
text in the chunk, shown here in red.

enhanced quality questions. The second approach 313

summarizes the provided text chunks and generates 314

questions from the summaries. 315

316

Hybrid prompts. We use GPT-4 to automatically 317

generate questions from a given text chunk by pro- 318

viding particular prompts for each question type. 319

The prompt is structured as follows: 320

Generate {num} questions given the content provided in 321
the following paragraph. Restrict the type of questions to 322
{question type} questions. 323
{Text chunk to generate the questions.} 324

An important aspect of our approach is curat- 325

ing the automatically generated questions to en- 326

hance the quality. To this end, we manually iden- 327

tify questions which are best suited for the purpose 328

of benchmarking LLMs. We perform this process 329

for each type of question, so that we include par- 330

ticular grammatical structures for each question 331

type. Thereafter, we use these identified questions 332

as few-shot examples to regenerate questions using 333

the automatic question generation framework. The 334

updated prompt looks as follows: 335

Generate {num} questions given the content provided in 336
the following paragraph. Restrict the type of questions to 337
{question type} questions. 338
{Text chunk to generate the questions.} 339
You can generate similar questions (but not limited) to 340
sample questions provided below. 341
{List of sample questions} 342

Hybrid text chunks. A problem with the afore- 343

mentioned approach is that a significant number 344
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Table 1: Land Cover Types, Coverage, and Composition
within the Pleasant Ridge Project Area, Based on National
Land Cover Database in May of 2014 (Invenergy, 2014)

Habitat Acres [Hectares] % Composition
Cultivated Crops 55,946[22,641] 92.6

Developed 3,432[1,389] 5.7

Deciduous Forest 451[183] 0.7

Hay/Pasture 347[140] 0.6

Open Water 122[49] 0.2

Woody Wetlands 111[45] 0.2

Barren Land 19[8] 0.0

Herbaceous 3[1] 0.0

Total 60,431[24,456] 100

of questions are generated on a single sentence ba-345

sis. This is obtained by substituting the subject346

or object of a sentence with a ‘wh’ word. These347

generated questions are meaningful when we con-348

sider question types such as ‘closed’, ‘open’, or349

‘recall’, where the answers can be a single sentence350

from the provided text chunk. However, ‘process’,351

‘evaluation’, and ‘comparison’ type questions of352

enhanced quality require the answer to be inferred353

from a larger portion of the given text chunk. To354

this end, first we use GPT-4 to summarize the entire355

text chunk (consisting of more than 15 sentences)356

into a summarized text chunk (consisting 5-8 sen-357

tences) using a prompt as follows:358

You are a smart assistant. Can you summarize this input359
paragraph within {num} bullet points. Return the summa-360
rized text.361
Input paragraph: “‘ {Text chunk to summarize} ”’362

Thereafter, we use GPT-4 with appropriate prompts363

to generate questions from these summarized text364

chunks using the previous hybrid prompt along365

with the list of sample questions. Here, we show366

an example question generated using this approach.367

We include the summary text chunk generated by368

GPT-4 in Figure 3 and highlight the text in red369

color, from which the answer for the ‘comparison’370

type question is retrieved.371

Question: How does the proportion of cultivated cropland372
within the Pleasant Ridge Wind Resource Area (PRWRA)373
compared to the proportion of developed areas?374

Answer: Cultivated cropland covers 92.3% of the375
PRWRA while developed areas cover 5.1%.376

Questions from tables. Another important aspect377

of benchmarking RAG models in the domain of378

research articles and reports is to evaluate their379

performance in retrieving information from tables.380

Tables are important contents inside research doc- 381

uments and often contain useful summaries of the 382

entire documents. 383

Generate {num} questions given the table provided in 384
HTML format in the following paragraph? Generate the 385
questions keeping in mind that the caption of the table is 386
“‘ {Table caption obtained from document.} ”’ Restrict the 387
questions such that the answers are only from the provided 388
table in the html format. For each question, return 3 lines: 389
question/ answer/ proof. Make sure there are no newline 390
characters in the proof. 391

Input table: 392
“‘ {Table in HTML format extracted from document} ”’ 393

Table 1 shows a table from the report (Invenergy, 394
2014) and we generate questions from this table as 395
follows. 396

Question: What is the acreage of Cultivated Crops within 397
the Pleasant Ridge Project Area based on the National 398
Land Cover Database in May of 2014? 399
Answer: The acreage of Cultivated Crops within the Pleas- 400
ant Ridge Project Area is 55,946 acres. 401
Proof: The table entry under the “Habitat” column for 402
“Cultivated Crops” corresponds with the entry under the 403
“Acres [Hectares]” column that reads “55,946[22,641]” 404

5 Results and Discussion 405

We evaluate three RAG-based LLMs, namely GPT- 406

4, Gemini, and Claude, on our PermitQA bench- 407

mark. The RAGAS framework is employed for this 408

evaluation, utilizing an evaluator LLM to assess 409

the models’ performance. The assessment includes 410

metrics such as answer correctness, context preci- 411

sion, and context recall, providing a comprehensive 412

understanding of each model’s capabilities in re- 413

trieving and generating accurate information from 414

the given context. In our case, we have used GPT- 415

4 and Gemini-1.5Pro as choices for the evaluator 416

LLMs. Figure 4 presents the answer correctness 417

score, while context precision and context recall 418

depicted in Table 2 show the ability of the models 419

to retrieve the context accurately. 420

Observation 1 The observed answer correctness 421

scores are notably low, indicating a robust and 422

challenging benchmark. 423

Specifically, "evaluation" and "comparison" type 424

questions yield nearly zero answer correctness 425

scores for all models, highlighting their difficulty 426

in responding. Recall that, these challenging ques- 427

tions were crafted from summaries of text chunks 428

rather than the text chunks themselves, further com- 429

plicating the models’ ability to generate correct an- 430

swers. This underscores the complexity and rigor 431

of the benchmarking process, emphasizing the need 432

for models to improve their understanding and con- 433

textual extraction capabilities. 434
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GPT-4 as Evaluator Gemini 1.5 Pro as Evaluator
Model → GPT Claude Gemini GPT Claude Gemini

Section ↓ Type ↓ Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

Introduction

closed 0.467 0.314 0.500 0.330 0.570 0.385 0.392 0.435 0.424 0.448 0.467 0.563
comparison 0.556 0.596 0.607 0.672 0.587 0.628 0.429 0.597 0.480 0.637 0.454 0.632
process 0.565 0.608 0.598 0.625 0.586 0.602 0.457 0.568 0.467 0.603 0.483 0.591
recall 0.529 0.597 0.560 0.617 0.540 0.586 0.491 0.611 0.487 0.624 0.483 0.601
rhetorical 0.305 0.296 0.365 0.353 0.319 0.306 0.272 0.299 0.323 0.339 0.283 0.299

Method

closed 0.162 0.119 0.168 0.139 0.094 0.082 0.128 0.176 0.144 0.174 0.084 0.093
open 0.364 0.431 0.431 0.540 0.378 0.471 0.333 0.455 0.383 0.511 0.367 0.446
evaluation 0.400 0.387 0.442 0.453 0.416 0.422 0.311 0.406 0.352 0.474 0.316 0.430
process 0.270 0.275 0.270 0.293 0.282 0.302 0.209 0.282 0.162 0.268 0.210 0.306
recall 0.234 0.277 0.223 0.268 0.250 0.285 0.223 0.270 0.188 0.251 0.212 0.278
rhetorical 0.229 0.223 0.241 0.232 0.250 0.238 0.208 0.238 0.193 0.230 0.224 0.248

Results

closed 0.143 0.077 0.102 0.072 0.076 0.059 0.120 0.101 0.093 0.099 0.070 0.086
open 0.284 0.328 0.263 0.280 0.325 0.320 0.230 0.306 0.192 0.265 0.253 0.320
comparison 0.167 0.174 0.139 0.141 0.172 0.173 0.128 0.157 0.098 0.119 0.134 0.156
evaluation 0.272 0.254 0.217 0.218 0.257 0.263 0.226 0.252 0.171 0.229 0.209 0.266
rhetorical 0.192 0.182 0.133 0.126 0.183 0.175 0.156 0.180 0.100 0.136 0.160 0.176

Conclusion
comparison 0.048 0.051 0.059 0.065 0.055 0.058 0.045 0.050 0.053 0.059 0.050 0.058
evaluation 0.082 0.079 0.100 0.103 0.086 0.089 0.073 0.081 0.072 0.084 0.078 0.081
rhetorical 0.138 0.141 0.178 0.171 0.148 0.147 0.126 0.148 0.149 0.165 0.133 0.144

Table 2: Performance of the models on the PermitQA benchmark scored using the RAGAS framework across
evaluators. The "Prec." and "Rec." mean Context Precision and Context Recall respectively, while "Type" refers
to the Question Type. The best performance for each question type per evaluator is highlighted in bold.

Observation 2 There is an alignment in evalua-435

tions made by the two evaluator LLMs used within436

the RAGAS framework, particularly visible for437

‘closed’ type questions.438

This similarity arises because the answers to these439

questions are objective (‘yes’ or ‘no’), leading to440

equivalent correctness evaluations by both mod-441

els. Although there are some mismatches in the442

evaluations made by the two evaluator models, the443

number of these discrepancies is insignificant com-444

pared to the number of matching evaluations.445

Figure 5 displays the confusion matrix illus-446

trating the evaluations made by the two evalua-447

tor LLMs (GPT-4 and Gemini-1.5Pro) on the re-448

sponses provided by the RAG-based Claude and449

GPT-4 models to the benchmarking questions. In450

this context, a true positive occurs when the LLM451

evaluator correctly identifies the model response452

as matching the ground truth. Conversely, a false453

positive arises when the LLM evaluator incorrectly454

states that the model response matches the ground455

truth, while it does not. This matrix helps visual-456

ize the accuracy and reliability of the evaluations457

conducted by the LLMs, when used within the458

RAGAS framework. We note that majority of eval-459

uations made by either LLM evaluator matches the460

actual evaluation which indicates that both of them461

are reliable.462

Observation 3 Comparison between ‘closed’ and 463

‘open’ type questions within the same section re- 464

veals a higher answer correctness for responses to 465

‘open’ type questions than ‘closed’ type questions. 466

From this observation, we conclude that RAG- 467

based models generate more accurate subjective 468

responses to ‘open’ questions than objective (‘yes’ 469

or ‘no’) responses for ‘closed’ questions. This 470

suggests that these models perform better when 471

tasked with generating detailed, context-rich an- 472

swers rather than simple, binary ones, highlighting 473

their strength in handling nuanced and complex 474

queries. 475

Observation 4 The answer correctness scores for 476

questions derived from the “Introduction” section 477

are higher compared to those from other sections. 478

This is because the “introduction” section is typi- 479

cally longer, more similar to other documents, and 480

often includes a related works section, which aligns 481

closely with content found in many other docu- 482

ments. As a result, the RAG-based LLMs can 483

more easily extract relevant information to answer 484

questions accurately, leading to higher correctness 485

scores. Additionally, the content in the “introduc- 486

tion” section is primarily text-based, unlike other 487

sections which contain equations, tables, and fig- 488

ures. Therefore, the models provide more accurate 489
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Figure 4: Answer correctness scores computed using the RAGAS scoring framework with GPT-4 and Gemini-
1.5Pro as evaluator models for response generated by all three models used.

Figure 5: Confusion Matrix for evaluations by LLM
evaluators on responses from Claude (top) and GPT-4
(bottom) models

responses to questions from the “introduction” sec-490

tion compared to those from other sections.491

Observation 5 The answer correctness scores for492

‘rhetorical’ questions are lower than those for other493

question types.494

This is because ‘rhetorical’ questions lack definite 495

answers in the documents, making it challenging 496

for the models to retrieve the appropriate context 497

and provide correct responses. The absence of 498

clear, concrete answers in the source material com- 499

plicates the models’ ability to generate accurate 500

and relevant responses, leading to lower correct- 501

ness scores for this question type. 502

Observation 6 Evaluations made by Gemini- 503

1.5Pro on the responses generated by all three 504

LLMs are higher than the evaluations made by 505

GPT-4, with the responses from Gemini LLM re- 506

ceiving significantly higher scores. 507

Figure 6 shows the scores computed by the evalua- 508

tors for the responses generated by the three RAG- 509

based LLMs. The Gemini-1.5Pro evaluator tends 510

to rate high scores even when the LLMs refuse to 511

answer. An example is listed below: 512

Question: In the HTML table that estimates the annual 513
number of bird collisions at different percentages of avoid- 514
ance, what is the estimated number of collisions per year 515
at 98.0% avoidance? 516
Expected answer: The estimated number of collisions 517
per year at 98.0% avoidance is 152. 518
Gemini generated answer: This question cannot be an- 519
swered from the given source. While the text discusses 520
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Figure 6: Answer correctness (top left), answer similarity (top right), context precision (bottom left) and recall
(bottom right) scores across different evaluator and generator models.

bird collisions with wind turbines, it does not provide any521
data on estimated collision numbers at different avoidance522
rates.523
GPT-4 score: 0.194524
Gemini-1.5Pro score 0.813525

Conversely, in instances where the LLMs gen-526

erate correct answers, Gemini-1.5Pro has been ob-527

served to evaluate them as incorrect. An example528

is detailed below:529

Question: Who is the GIS Technician in the ‘STUDY530
PARTICIPANTS’ table?531
Expected answer: JR Boehrs532
Gemini generated answer: Saif Nomani JR Boehrs was533
the GIS Technician.534
GPT-4 score: 0.703535
Gemini-1.5Pro score: 0.200536

6 Conclusion537

In conclusion, this paper presents a versatile frame-538

work for evaluating the performance of RAG-based539

LLMs across various question types and document540

sections. We showcase this by introducing a hy-541

brid, automated question-generation method that542

ensures comprehensive coverage of both objective543

and subjective queries, and implement this for the544

use case of wind energy related document and545

present the PermitQA benchmark, which is a first546

of its kind benchmark in the wind Siting and Per-547

mitting space. However, the usefulness of our work548

goes beyond this niche domain as our approach is 549

domain-agnostic, meaning it can be used for cre- 550

ating benchmark for any domain. Additionally, 551

our use of the RAGAS scoring framework comes 552

with multiple benefits; it allows for a thorough eval- 553

uation of model performance, offering a holistic 554

assessment of LLM capabilities, while also having 555

the advantage of being easy for other researchers 556

to adapt this approach for their own work. 557

7 Limitations 558

A limitation of the proposed framework is that the 559

automatic method of generating questions often 560

produces queries that are too specific to the docu- 561

ment from which they were derived. When these 562

questions are posed to an LLM with a large doc- 563

ument corpus, the model may struggle to respond 564

accurately, necessitating the filtering of ambiguous 565

questions to ensure relevance and clarity. Addition- 566

ally, the RAGAS scoring framework, which relies 567

on LLMs as evaluators, introduces uncertainty in 568

performance metrics, as different LLM evaluators 569

may score responses differently. While compar- 570

isons can be made for questions with objective 571

responses, evaluating and comparing subjective re- 572

sponses across different LLMs remains challenging 573

and less consistent. 574
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8 Ethical Considerations575

While we do not anticipate the novel work pre-576

sented here to introduce new ethical concerns in577

and by themselves, we do recognize that there may578

also be pre-existing concerns and issues of the data,579

models, and methodologies we have used for this580

paper. We acknowledge that researchers should not581

“simply assume that [...] research will have a net582

positive impact on the world” (Hecht et al., 2021).583

In particular, it has been seen that Large Language584

Models (LLMs), like the ones used in this work,585

exhibit a wide variety of bias – e.g., religious, gen-586

der, race, profession, and cultural – and frequently587

generate answers that are incorrect, misogynistic,588

antisemitic, and generally toxic (Abid et al., 2021;589

Buolamwini and Gebru, 2018; Liang et al., 2021;590

Nadeem et al., 2021; Welbl et al., 2021). How-591

ever, when used within the parameters of our ex-592

periments detailed in this paper, we did not see593

such behaviour from any of the models. To our594

knowledge, when used as intended, our models do595

not pose additional ethical concerns than any other596

LLM.597
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