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Abstract

Split Federated Learning (SFL) enables scalable training on edge devices by
combining the parallelism of Federated Learning (FL) with the computational
offloading of Split Learning (SL). Despite its great success, SFL suffers signifi-
cantly from the well-known straggler issue in distributed learning systems. This
problem is exacerbated by the dependency between Split Server and clients: the
Split Server side model update relies on receiving activations from clients. Such
synchronization requirement introduces significant time latency, making straggler
a critical bottleneck to the scalability and efficiency of the system. To mitigate
this problem, we propose MU-SplitFed, a straggler-resilient SFL algorithm in
zeroth-order optimization that decouples training progress from straggler delays
via a simple yet effective unbalanced update mechanism. By enabling the server to
perform 7 local updates per client round, MU-SplitFed achieves a convergence

rate of O(1/d/(7T')) for non-convex objectives, demonstrating a linear speedup of
T in communication rounds. Experiments demonstrate that MU-SplitFed consis-
tently outperforms baseline methods with the presence of stragglers and effectively
mitigates their impact through adaptive tuning of 7. The code for this project is
available at https://github. com/Johnny-Zip/MU-SplitFed.

1 Introduction

Split Federated Learning (SFL) [[113]] integrates the strengths of Federated Learning (FL) [4] and
Split Learning (SL) [5,/6]], enabling efficient training on resource-constrained devices. FL offers
parallel client updates but imposes heavy computation on edge devices [7]], while SL reduces client
load by offloading computation to the server but suffers from high latency due to its sequential nature.
SFL balances these trade-offs, making it a promising framework for scalable training, especially as
model sizes grow. However, the relay-based training mechanism in SFL introduces synchronization
bottlenecks due to stragglers: clients with the slowest computation or communication speeds delay
the overall process [8,9]]. Both global aggregation and client-side updates must wait for the slowest
participant, limiting scalability [10]. This issue is a well-known bottleneck in distributed learning that
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can severely degrade training efficiency [11H14]. This issue is further exacerbated by the increasing
size of ML models and the limited computational capacity of edge devices [|15]].

To address this issue, existing works draw inspiration from straggler mitigation strategies in FL.
Adaptive splitting techniques [9}/16] dynamically adjust the client-side cut layer based on network
conditions to enforce synchronization. However, this strategy requires the model architecture to
expose layers with varying activation dimensions. In modern transformer-based models, where
activation sizes are nearly uniform across layers, such flexibility is absent, and shifting the cut
therefore provides little benefit: the amount of data transmitted remains essentially constant, leading
to persistent communication delays regardless of the split location. Another approach enables
asynchronous updates by allowing the server to proceed with stale information [8]]. While this reduces
idle time, it exacerbates client drift under high data heterogeneity, harming model performance.
Although these methods focus on reducing the straggler-induced latency, they often overlook a more
dominant factor contributing to training overhead: the total global communication round. As a result,
we investigate the following question: Can we efficiently alleviate the impact of stragglers in SFL by
strategically reducing communication round?

We provide an affirmative answer in this paper, aiming to accelerate convergence under practical
system heterogeneity and thereby reduce training time overhead. We propose MU-SplitFed, a SFL
framework that leverages unbalanced server-client updates to improve training efficiency by con-
trolling communication frequency. Our approach exploits the computational advantage of powerful
servers: instead of idly waiting for slow edge devices, the Split Server performs 7 optimization
steps for each client-server communication round, effectively accelerating the training process. To
further ease memory and computation burdens on edge devices, we incorporate Zeroth-Order (ZO)
optimization on the client side, enabling training without backpropagation [[17}/18]]. Beyond empirical
performance, we provide a rigorous theoretical analysis showing that our method achieves linear
speedup with respect to the server iteration T, without relying on strong assumptions. As a result,
the total training time is no longer affected by the speed of the slowest client. Our analysis also
rigorously accounts for the variance introduced by ZO methods. Due to model splitting, obtaining
tight convergence bounds for SFL is more challenging than for standard FL: existing theoretical
results in parallel SFL [9] use stronger assumptions (e.g., bounded gradients) while failing to capture
the acceleration from clients or local updates. In contrast, our theoretical results not only reflect the
acceleration from 7 but also account for other factors such as the number of clients.

‘We summarize our main contributions as follows:

* A novel SFL framework: We propose MU-SplitFed, a straggler-resilient SFL framework that
effectively reduces the communication round by leveraging unbalanced server-client updates.
While other SFL methods suffer from server idleness due to stragglers, MU-SplitFed enables the
server to perform 7 local updates during each client-server communication round. This effectively
utilizes server-side computation and decouples total training time from the slowest client. By
incorporating ZO optimization, our method further reduces resource usage on low-capacity edge
devices (Sec.[3).

* Theoretical convergence with linear speedup: We provide a rigorous convergence analysis of
MU-SplitFed. The convergence rate is O(+/d/(7T)) for non-convex setting with the standard
assumptions, showing the linear speedup w.r.t the server-side update 7. Furthermore, our theory
supports that the reduction in the communication round allows the total training time to become
independent of the straggler’s speed, directly addressing a major bottleneck in SFL (Sec.[4.2).

* Insights into model partitioning and update alignment: We uncover a critical connection
between the model splitting strategy and the unbalanced update ratio. Both our theoretical and
empirical results demonstrate that aligning the server-side model depth with the value of 7 is
essential for optimal convergence. A larger 7 would benefit from more layers on the server side,
thus accelerating convergence through more effective server-side computation (Sec. @.1)).

* Empirical validation: We validate the effectiveness of MU-SplitFed through experiments
on benchmark datasets. Beyond its advantage in reducing communication round, our method
consistently outperforms baselines under high client heterogeneity, highlighting its practical
feasibility for straggler mitigation in SFL (Sec.[3).



7 Steps of Unbalanced Updates

_
Zem Client-Side Model , h(mal) ' during each Communication Round ¢
1
Tsm Server-Side Model : I 5’ =
]
h(@¢m) Client-Side Embeddings , 5 1 (2} + /\“s my M(Zem))
. 1 ! —F(@} — My h(Tem))
5m Z.0 Information !
(1) ZO estimation with fixed client-side embeddi
Sim i
\ 1
) 1 CASEE Wswu’s,m
L h(zcyM) : = 0 o=
: 1 (2) Efficient local update utilizing Server Capacity
1
IxD ' !
(11 oo ] \ o) s ! Total Communication Time:
_ J o
m TeM M tstraggler = - * Lstraggler = 10 * tserver
Fed Server Clients Split Server % Straggler Free Training Time

Figure 1: Overview of MU-SplitFed. The global model x is split at the cutting layers into two parts: client-side
model x. and server-side model zs. Each client m trains its local copy x.,» while the Split Server performs 7
local updates on x5, using the latest embedding, without waiting for the client to finish. At the end of each
global round, the Fed Server aggregates all client-side models, and the Split Server averages all the server-side
models to form the updated global model.

2 Background and Motivation

SFL Setup. We consider the parallel SFL framework [/1]] which combines the model-splitting strategy
of SL [5] with the parallel client updates of FL [4]. In SFL, a neural network is partitioned at
layer L., assigning the first L. layers to the M clients as “client-side model”, parameterized by
{Z¢1,---,%cm ), and the remaining layers to the Split Server, which maintains M corresponding
“server-side model” {xsyl, Cey T, u }- The combined parameters for client m are denoted as x,, =
{Zc,m, Ts.m}. Client m computes the embedding h,,, = h(x.,m;&m) at the cut layer and sends it to
the Split Server, which holds the label y,,, and computes the loss:

F(xm55m) = F(xs,myh(mc,m;gm);ym)a €))

where &, ~ D,, is the data sample as client input. The server computes a gradient estimate and
returns it to the client, which uses it to update both client-side and server-side parameters. The
M client-server pairs collaboratively train a global model. After each round of local training, the
client-side models are aggregated by the Fed Server, while the server-side models are aggregated by
the Split Server. The overall objective of the SFL framework can be formulated as:

ming f(2) == 30y W f (), )
where f(2) = 57 Yeep,, F(2:€) is the local loss function, and wy, is the weight of client m,
with wy, € [0, 1] satisfying Zm 1 Wm =1

7.0 Optimization. Zeroth-Order Optimization (ZOO) is a gradient-free method, offering an al-
ternative solution for scenarios where explicit gradient computation is impractical, expensive, or
unreliable [19-H21]. ZOO has shown significant advantages in memory saving because it requires only
forward passes [[17,|18]]. Since our goal is to improve training efficiency for edge devices with limited
memory resources, we adopt ZOO to reduce even more memory consumption for our resource-
constrained devices. In specific, we adopt Simultaneous Perturbation Stochastic Approximation
(SPSA) [22] as our ZO gradient estimator. Let v be uniformly sampled from the Euclidean sphere

\/38‘1_1, for any function f(x) : R% — R and A > 0, we define its ZO gradient estimator as:

g(.’L’) _ f(w-l—)\u)z—)\f(w—)\u)u (3)

Challenges in Mitigating Stragglers in SFL. The straggler problem is a persistent bottleneck in
distributed learning systems, where synchronous training requires coordinated updates across multiple
agents [9,/10,23]]. In SFL, this issue is further exacerbated by the interdependence between clients
and server. There are two factors that contribute to this severity: 1) the server must wait for all clients
to transmit embeddings or gradients before continuing, making the system highly sensitive to the
slowest participant; 2) the model is split across client and server, requiring frequent communication
during both forward and backward passes. This tight coupling amplifies the impact of stragglers
compared to traditional FL, where delays are typically limited to full model updates.

In FL, asynchronous updates have been proposed to mitigate such issues by decoupling client
updates from global synchronization [[2327]. However, these approaches are insufficient for SFL,



—

® N u B

10

as they only address global aggregation. In SFL, the straggler problem also arises from split-layer
communication, a fundamental difference that makes asynchronous techniques in FL less effective
when directly applied to SFL. Recent efforts in SFL have explored adaptive model partitioning to
balance computation and communication delays [[8,9,|16]]. These methods are constrained by the
network architecture and fail to address the core issue: the high communication frequency between
clients and the server. As a result, none of the existing straggler solutions explicitly aim to reduce
the number of communication between client and Split Server, which is the key problem to SFL’s
straggler-induced inefficiency. These limitations point to the need for a new framework that explicitly
exploits SFL’s structural properties to reduce communication frequency, thereby mitigating stragglers
without sacrificing model performance.

3 Methodology

Building upon the aforementioned challenges, we propose MU-SplitFed to mitigate the straggler is-
sue by jointly addressing memory inefficiency, computation imbalance, and communication overhead.
By combining unbalanced update scheduling and zeroth-order optimization, our algorithm achieves
robust and scalable performance tailored for resource-constrained edge devices.

Algorithm 1: MU-SplitFed

Input: Unbalanced update steps 7, global communication rounds 7, local learning rate on server side 7,
learning rate on client side 7.

Output: Global model 27 = {zI T}

each globalround t =0,...,7 — 1 do

each client m € {1,2,..., M} in parallel do

| Pull global model for initialization: x. ,,, «— x&; 245, < ai;

/* Phase 1: Unbalanced Update on Split Server */
each client m € {1,2,..., M} in parallel do

Send embeddings AL, k%, to the Split Server;

each local iteration i = 0,...7 — 1 do

LCompute zeroth-order gradient gﬁ:im according to (3);

Update Split Server model: m?f}# — xilm — nSGZ’fm;

Compute zeroth-order info 627m according to (6) and send it back to the client;
Update client model: z£4) < =t . — n.GL . (x");
/* Phase 2: Model Aggregation on Fed Server */

| Fed Server and Split Server updates according to (@, Fed Server broadcasts x5+ to all clients.

Training Procedures. MU-SplitFed integrates an unbalanced update strategy and ZO optimization
into the SFL framework. The overall training process consists of two main phases: 1) Unbalanced ZO
updates between clients and Split Server: A subset of clients communicates with their corresponding
server-side models on the Split Server and performs local training using ZO optimization in an
unbalanced update manner. 2) Federated Aggregation across M models: The Fed Server collects the
updated model weights x,,, for m € [M] and applies the FedAvg strategy to compute a new global
model. We detail both phases below and provide the full procedure in Algorithm [I]

Client Model Perturbation and Forwarding. At global round ¢, each activated client m samples a
data point ¢!, € D,,,. To perform ZO updates, the client perturbs its model parameters and computes
the corresponding embeddings multiple times. First, the client computes the unperturbed embedding
hy, = h(xl ,;&},), and the perturbed embeddings:

Bt = (@ g+ Mg 3 6,), and - B = h(xf = Aug i €), @

where u! ,, is the perturbation direction sampled according to Equation (3), X is a smooth parameter,

c,m

!, is the client-side model at round t. We define HY, = {hj,,, hi,t', i, }. The client then transmits

HY to the server for computing the ZO gradient required for model updates.

Unbalanced Split Server Update. The transmission of embeddings follows an on-the-fly manner:
each embedding is sent immediately after it is computed. Unlike the client, which requires feedback
from the server to proceed updates, the Split Server can compute ZO gradients independently. To
fully utilize the server’s computational capacity, we introduce an unbalanced update mechanism,

allowing the server to perform multiple updates using the unperturbed embedding h!,. Specifically,



instead of remaining idle, the server initiates multiple local updates using h,, while waiting for the
full set of perturbed embeddings % and hm We denote 7 = 0,1,...,7 — 1 as the server update
round. At global round ¢ and server round 1, the server perturbs its model parameters and computes
the corresponding ZO gradient differencesﬂ

5@’)3” = F(zb, + bl hfn) —F(actZ —Aub?

s,m?

M) ®)

s,m?

where v’ is sampled accordmg to (3), and a2’ denotes the server-side model parameters for
client m at global round ¢ and server update step 1. The corresponding ZO gradient estimator is

.svn

computed as: G4 = =5 ult 'm» Where 8% denotes the loss difference obtained from the perturbed

embeddlngs The server-side model is updated iteratively over 7 local steps using the ZO oracle:

xglnfl—x Gé’m,le[o 7).

Zeroth-order Back Propagation and Client Update. After completing server-side local updates, it
then computes the ZO loss differences required for client-side model updates:

Sem = F(@yfn, hil) = Flagfo, b)), ©)
where each 5§’m is a scalar and incurs minimal communication overhead. These ZO differences are
. . . . 8t .
sent back to the client. Clients compute their ZO estimates as G, ,, = =5 ul. ,,, and update their
models via 2} = xl . — nlGL .

Global Aggregation. At the end of the global communication round ¢, once all activated local models
T = {Te,m, Ts.m ; has completed their update, the Fed Server collects the updated parameters .,
and performs model aggregation, while the Split Server also locally aggregates x ,,, and performs an
update on z:

Hl = 35 —Ng Z W (2 ztrlL - xi,m% and $§+1 = 33 — Mg Z wm(xé m xi,m)’ (N

where w,,, denotes the aggregation weight for client m, in our algorithm we choose to set w,,, =
1, is the learning rate for global update. Then, the Fed Server broadcasts 21! to all clients.

1
M:

4 Convergence Analysis

In this section, we present a rigorous convergence analysis of MU-SplitFed. Specifically, we want to
quantify the effect of our unbalanced update mechanism on convergence. However, in FL, this effect
may be intertwined with other factors such as data and system heterogeneity. To isolate the influence
of the unbalanced updates, we first analyze the single-client setting, which simplifies to a standard
SL framework (Sec.[d.T). Then, we propose our general result under SFL settings (Sec.4.2). The
complete proofs are deferred to Appendix [Cland [D] Here, we first make some standard assumptions
that will facilitate our analysis

Assumption 4.1 (L-Smooth). The loss function f is bounded from below, and is L-smooth, i.e.
Vo, | V() = Vi) < Lilz —y].

Assumption 4.2 (Bounded Variance). The variance of the stochastic gradient w.r.t. the client and the
server is upper-bounded by o2 and 2. Specifically, for V¢ € D,,, ||V, f(z;€) — Va, f(2)|? < 02
and [V, f(23€) — V., f(2)||> < 7.

4.1 Convergence Analysis for MU-Split

To analyze the impact of multiple server updates alone, we consider the special case where M = 1,
denoted as MU-Split, which reduces to the SL setting. The convergence of MU-Split is established
in the following theorem:

Theorem 4.1. Under Assumption @.1| and H.2] and let the server lteratlon number be 1. If the
learning rates on client and server satisfy n./T = 1, = 1 < min{ g7 T+2d ik 16L‘rd }, the sequence

of iterates generated by our MU-Split satisfies:
F X0 Bl Vaf )P <727 + 160L (7L + 1)ds0? + 8yrLdco?
+ AL (P21 + 1/4)N\2d2 + L2 N2d2, ®)

"Here we slightly abuse the notation and denote F(z%?%,) = F(z%%,, h(zh ., €5.); yh, ), where y},, is the
label corresponding to data &7,

The assumptions adopted in our analysis are standard and consistent with those commonly used in the
distributed optimization literature [28-30]]. We focus on the non-convex setting.




where F = E[f(x°) — f(x")]; d. and ds represent the dimensions of the parameters on the client and
server side, respectively; d = d. + d; is the total number of parameters. A is the smooth parameters
for ZO Oracle defined in (3), and o2, o2 are the upper bound of the gradient variance on client and
server, respectively. 17 = 1./T = 15 is the unified learning rate.

To establish the theorem, the learning rate on server needs to shrink linearly with multiple update
steps 7, i.e. 7)./T = n5. This requirement stems from the need to balance client and server progress:
since the server performs 7 updates for each client update, a proportionally smaller server learning
rate ensures synchronized convergence. The convergence bound in equation (8) contains five distinct
terms, each capturing different aspects of the algorithm’s behavior.

The first term, :T—FT, represents the optimization error and decays as either the total number of
communication rounds 7" or the server-side update frequency 7 increases. This rate matches the
same rate as typical ZO-SGD methods when 7 = 1, which generalizes the classical convergence
rate without unbalanced update. It also highlights the benefit of unbalanced updates: increasing the
number of server iterations per round leads to a faster reduction of this term. This demonstrates the
improved convergence behavior enabled by unbalanced server updates.

The second and third terms quantify the error introduced by the variance of the stochastic gradient
estimates on the server and client, respectively. Notably, those two terms scales up with the parameter
7. This means that a larger 7 exacerbates the stochastic error, thus leading to high variance in the
estimated gradient that hinders convergence performance. To keep these terms small, an inverse
relationship between the Split training learning rate and server-side local steps should be satisfied, i.e.,
ns = n = O(1/4/7). Specifically, note that both the server-side and client-side variances are linearly
amplified by 7. This requires a sufficiently small 7 to offset the variance between two successive
communication rounds to make the those error term in small. The intuitive explanation behind this
is that when the server applies multiple consecutive updates using outdated client information, it
introduces client drift and allows stochastic errors to accumulate progressively. Consequently, smaller
step sizes are required to balance the impact of these accumulated error terms.

The last two terms, 4L2(n?>72L? +1/4)A?d2 + L?\2d? capture errors introduced by the zeroth-order
gradient estimation. These terms are independent of the learning rate choice and decrease as the
smoothing parameter A\ decreases, indicating that more accurate ZO gradient estimation improves
overall convergence.

We can further derive a convergence rate for all terms if certain conditions are met.
Corollary 4.2. Based on Theorem let the model split satisfies d. = \/d/T,ds = d — \/d/T; let
T < d, the smoothing parameter satisfies \? < m, and choose the unified learning rate as

. 1 1 1 ; .
7 < min{ GIL(r2d.) T6L7d, \/ﬁ}' Then we have the following convergence rate:

T 48LVdo? 8Lo?
%Et:OE[HVXf(Xt)HQ] S{f%‘FW‘F \g)/g_'_ﬁ (9)

Discussion. All dominant terms in equation (9] converge at the rate of O(+/d/7T), when we choose
d. = \/d/7 and dy = d — /d/T, where d = d. + d; is the total number of parameters. This
rate highlights a linear speedup in term of Tﬂ The linear speedup is achieved when the client-side
parameter dimension d. scales as O(d/+/7). This has direct implications for network architecture
design in split learning systems. In particular, when the server has higher computational capacity,
it is beneficial to allocate fewer parameters to the client side, thereby placing the split closer to the
input layer. That’s being said, ZOO provides a natural mechanism for controlling stochastic variance
through the cutting layer strategy. By connecting the cutting layer choice with multiple server updates
steps 7, the variance impact on the client side is effectively reduced. This variance reduction occurs
because fewer layers are processed on the client side, which inherently limits the accumulation of
gradient estimation errors. This theoretical finding aligns with our empirical observations in the
ablation study presented in Section [5]

3To attain e accuracy for an algorithm, it needs (’)(6%) communication rounds with a convergence rate
(’)(%), while needing O(—L7) rounds if the convergence rate is O( \/%) In this sense, one achieves a linear

speedup with respect to 7.



4.2 Convergence Analysis for MU-SplitFed

We further derive the following convergence result for MU-SplitFed under SFL with M clients.
For the convergence analysis of MU-SplitFed under SFL, we further assume that the above two
assumptions apply to f,,, for Vm € [M]. To quantify the data heterogeneity across clients, we make
the following assumption on data distribution:

Assumption 4.3 (Bounded Heterogeneity). For Vm € [M], the global variability of the local gradient
is upper bounded: ||V f,,(z) — Vf(2)|? < €2.

Theorem 4.3. Under Assumption{4.1|to consider a SFL framework with M clients, and let the
server iteration number be 7. If the learning rates on client and server satisfy n./7 = ns = n <
min{ 120LT(11+2(15/T) , 12%(10 }, the sequence of iterates generated by MU-Split satisfies:

LGBV () 2] SiZ + 160(207L + 0y /M) Ldyo? + a7 de0s

4 24n(4n7L + ng/M)L(r + 2d,)e? + 121sn7Ldec
+ (1/7 + 8n*7L? + 2ngn/M)TL*N?d2 + L*\*d? (10)

where F = E[f(x°)— f(xT)]; d. and d;; represent the dimensions of the parameters on the client-side
and server-side, respectively; A is the smooth parameters for ZO Oracle defined in (3), and 02, o2 are
the upper bound of the gradient variance on client and server. Additionally, 7, is the global learning

rate for model aggregation, and €2 quantifies data heterogeneity.

The first term and the last two terms are similar to MU-Split, which are attributed to model initial-
ization and ZO optimization. Compared to traditional SFL, the presence of server iteration 7 is again
observed on the denominator, which corresponds to our observation in MU-Split: convergence is
accelerated by multiple server updates. The second and third terms correspond to the variance of
the stochastic gradient estimator on the server and client, respectively. Again, both terms scales
with the increase of 7, which is consistent with MU-Split. In contrast to the analysis in MU-Split,
the fourth and fifth terms are newly introduced to account for data heterogeneity, and they are also
observed in other Federated Learning literature. Notably, those two terms scales with the parameter
7. This means that a larger 7 exacerbates the heterogeneity error thus leading to increases client drift
consequently. So, similar to SL, to offset the variance introduced by data heterogeneity and stochastic
gradient estimation, a sufficiently small 7 should be selected and decay linearly with 7.

Corollary 4.4. Based on Theorem if we further ensure that the neural network is cut such

that d. = +/d/T,ds = d — \/d/7; let T < d, let the smoothing parameter \*> < m,
M

and choose learning rate as 1) < min{ 120LT(11+2d‘/T), oL Lnl/ﬁ}’ ng = VTM. Define
F =E[f(x°) — f(x1)], and we have the following bound:

T 8v/d(3e* 202 32f36 o 1262 +40
3 SB[ Ve (x)[[?) SARLEE 4 8VAOtp0s) | 32VAGCes) 4 Bothos | 6vd (1))

Discussion. The first and second term converge at the rate O(\/d/(7TM)). Compared with
MU-Split, the involvement of multiple clients M accelerates convergence through the increased
number of participating clients. This property is particularly desirable in the federated setting, where
large-scale parallelism can be leveraged to speed up training. In contrast, the third and final terms
do not benefit from parallelism across clients. Nevertheless, their impact is mitigated by the faster
convergence rate with respect to 7', which decays faster than the dominant terms. The fourth term,
which captures client heterogeneity and gradient variance at the client side, does not contain the 7
acceleration factor. This further confirms that multiple local updates contribute to the acceleration of
initial error and variance introduced by the server, while the client side does not benefit from it. More
importantly, while the server-side learning rate decrease with 7, the global learning rate amplifies
by 7. The intuition behind this is as follows: as the server side uses stale information to update, a
smaller learning rate ensures that each server update remains close to the original model, preventing
large deviations. However, smaller learning rates reduce the cumulative gradient step at the server. To
ensure a globally faster convergence rate, the global aggregation compensates for this by applying a
slightly larger learning rate. Finally, the overall convergence rate is O(1/d/(7T'M)), demonstrating
that multiple local updates 7 and multiple clients M jointly accelerate convergence in SFL.

Straggler resilient communication time. The total communication time in SFL is largely determined
by the straggler, as all other parties must wait for the slowest client to complete its computation before



Table 1: Test accuracy on four datasets. We run each method for 100 epochs on Fashion-MNIST and 500 epochs
on the others, and report the resulting test accuracy at the final epoch.

Dataset GAS  Vanilla SplitFed/(t = 1) Ours(7 =2) Ours(7t =3) Ours(t =4)
CIFAR-10 75.28 69.73 77.86 73.20 69.40
Fashion-MNIST 83.70 77.50 85.45 85.28 84.47
CINIC-10 57.80 51.96 59.50 55.75 52.43
CIFAR-100 25.33 16.58 32.16 24.64 22.38

proceeding to the next communication round. We first define three terms for further explanation: 1)
Lstraggler denotes the time delay of the straggler, 2) T represents the number of communication rounds
required for convergence, and 3) ¢ as the server-side computation time for one local update. In
parallel SFL settings, the required total delay caused by straggler can be represented as Tp - Esyraggler
which mainly depends on the straggler and results in slow and unstable convergence.

In contrast, with unbalanced updates, if we let the server perform 7 = fgaggler /tserver local iterations
during each round. According to Corollary [4.4] this reduces the total number of communication
rounds from T to 77 = T /7. Consequently, the total communication time becomes:

T - tstraggler =1Tp - tstraggler/T = Tp - tserver, (12)

which is now independent of the straggler time. This result highlights a key advantage of
MU-SplitFed: by appropriately choosing 7, the system can effectively decouple overall training
time from the performance of the slowest client.

S Experiments

Experimental Setup. To evaluate the effectiveness of MU-SplitFed, we conduct experiments
on four image classification benchmarks: Fashion-MNIST [31f], CINIC-10 [32], CIFAR-10, and
CIFAR-100 [33]]. All experiments are carried out on a node with 3 NVIDIA A100 40GB GPUs.
The model cut layer is denoted as L., where L. = n means the model is split after the n-th block.
For these tasks, we adopt the AlexNet architecture, assessing the framework’s ability to mitigate
the impact of stragglers. As AlexNet contains only 8 layers, it offers limited flexibility in exploring
different splitting configurations. To further analyze the role of the unbalanced update ratio 7 in
controlling communication round, we extend our study to a large language model (LLM), OPT-
1.3B [34]], which has 24 transformer blocks and enables a broader range of splitting strategies. We
evaluate its performance on the SST-2 dataset [35]], a binary sentiment classification task, to examine
the applicability of MU-SplitFed in the LLM domain.

We compare MU-SplitFed with vanilla SplitFed and GAS [8]], a recent SFL method that addresses
stragglers via asynchronous updates. Vanilla SplitFed serves as a baseline without straggler mitigation
strategy. To simulate the device heterogeneity, we follow the simulation design of [8,(12]. In
particular, we sample the computation time from an exponential distribution to represent different
computation capacities across different clients. In our experiment, we train 10 clients in total with
50% partial partitioning for each global aggregation. For a fairness comparison, we modify both
vanilla SplitFed and GAS to use ZO optimization, aligning them with MU-SplitFed’s gradient-free
design. Additionally, we evaluate the convergence performance w.r.t to time unit of our simulation,
providing a direct measure of each method’s performance to straggler-induced delays.

Impact of T Selection. First, we investigate how the choice of 7 impacts the performance of our
proposed MU-SplitFed. We compare the accuracy from the same global communication round
across different methods: we pull the result of the 100th epoch for Fashion-MNIST, and choose the
500th epoch result for the rest three datasets. As shown in Table[I| we compare the training accuracy
with different values of the server iterations 7 € {2, 3,4}. Our method achieves the highest accuracy
when 7 = 2, demonstrating its effectiveness in reducing communication round. However, increasing
T over 2 leads to a noticeable drop in accuracy. This observation aligns with our theoretical insights.
Specifically, Corollary .2] suggests that the choice of 7 is related to the parameter size of the client-

side submodel d. = g, which is governed by the cut layer L.. Given the structure of AlexNet,

L. = 2 is the only split type satisfied this setting without violating the constraint L. > 1. Thereby,
T = 2 corresponds to the optimal choice of server steps given fixed cutting strategy. Consequently,
as 7 exceeds this value, the mismatch between 7 and splitting strategy contributed to the observed
accuracy drop. Based on this insight, we use 7 = 2 for our method in the next experiment.
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Figure 2: Performance Under Stragglers, where we set 7 = 2 for MU-SplitFed.

Performance under Straggler. In this subsection, we evaluate the resilience of MU-SplitFed
to straggler effects by comparing its convergence performance against baseline methods on four
datasets. Here, we introduce random delays following an exponential distribution to emulate
straggler-induced latency. Figure 2] presents the accuracy over wall-clock time for all methods.
Across all tasks, MU-SplitFed consistently achieves higher accuracy and in less time compared
to both vanilla SplitFed and GAS, highlighting its efficiency in mitigating straggler-induced
delays. Notably, on both CIFAR-10 and more complex task CIFAR-100, MU-SplitFed main-
tains a fast and stable convergence trend, while GAS exhibits slower convergence and less con-
sistency. One possible reason for these scenarios is that GAS supports asynchronous updates,
its activation generation step scales poorly with the increasing size of the label, introducing
significant computational overhead that limits its efficiency in straggler-prone settings. In con-
trast, MU-SplitFed maintains lightweight computation on both server and client sides, which
allows efficient parallelization and better utilization of system resources during straggler delays.
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Memory Efficiency. To evaluate the memory efficiency of our ZO-based framework in the context of
LLM fine-tuning, we compare the peak memory usage on the client side. Specifically, we compare
our proposed MU-SplitFed with FedAvg [4] and FedAvg with LoRA [36] (FedLoRA) for fine-tuning
the OPT-1.3B model on the SST-2 dataset. As illustrated in Figure. 4] FedAvg incurs a peak memory
cost of 8.02 GB on the client. FedLoRA, which reduces memory usage by updating only low-rank
adapter matrices, reduces this to 5.64 GB. Despite these improvements, both FedAvg and FedLoRA
still require substantial memory to store gradients and maintain the full model locally. In contrast,



MU-SplitFed reduces the peak client-side memory footprint to just 1.05 GB. This is achieved by
storing only a partial model on the client and leveraging ZO optimization, which eliminates the need
to store gradient information during training, further contributing to its memory efficiency.

6 Related Work

Split Federated Learning. SFL [1]] is a powerful distributed learning framework that enables scalable
training across resource-constrained edge devices. By model partitioning on the client side without
sharing raw data with the server, SFL provides a memory-efficient and privacy-preserving solution for
resource-constrained devices. Recent advances in SFL have addressed key challenges from different
perspectives. To mitigate the communication bottleneck, Chen et al. [37]] reduces communication
frequency by proposing a loss threshold that determines when to exchange information between client
and Split Server. Han et al. [3]] employ different local loss functions on the client and server sides,
thus reducing the gradient information transmission rounds. Other approaches apply quantization or
sparsification techniques to reduce communication costs in each transaction round. For instance, [38]
leverages Top-S sparsification for both forward embedding and backward gradient transmissions,
while [39] introduces randomness for further enhancement. FedLite applies Top-K quantization to
compress intermediate features [40]. For privacy purposes, several methods tackle model inversion
attacks. ResSFL [41] and NoPeek [42] achieve attacker-aware training by integrating inversion score
regularization term. Moreover, other strategies apply differential privacy on intermediate embedding
features to provide privacy guarantees against label leakage [43]]. In heterogeneous settings, methods
like SCALA [44] and GAS [8§] introduce activation concatenation and centralized training to enhance
robustness and accommodate for varying client capabilities. However, theoretical research for SFL is
still insufficient. [45] provides the first convergence analysis for sequential SFL, while [2]] proposes
an efficient update mechanism using different synchronization frequencies on client and server with
rigorous convergence analysis for both sequential and parallel SFL.

Existing Straggler Solutions. The straggler issue in FL has been well explored, with asynchronous
updates emerging as one of the most promising directions [[10]]. Yet, asynchronous methods rely on
stale information to update, which can lead to performance degradation due to outdated or inconsistent
model information. To address this, ASO-Fed [23|] proposed a dynamic learning rate adjustment
mechanism tailored to each client’s training progress to reduce the staleness effect from straggler.
FedBuff [26] enables efficient training by using a buffer to store information from faster clients. Based
on that, CA2FL [27] enhances the performance on heterogeneous data by adaptively adjusting model
updates based on data property. Similarly, FedCompass [46] adopts a resource-aware scheduling
policy that prioritizes clients with high computation capacity, thus mitigating the impact of stragglers.
FedASMU [47] employs dynamic model aggregation with adaptive model adjustment to mitigate the
impact of stragglers. Yet, existing strategies regarding the straggler in SFL remain limited. [9}/16]
reduce the time delay by employing adaptive splitting strategies to balance the arrival times of
activations. GAS [_8]] propose an asynchronous SFL framework that utilizes an activation buffer to
generate activations based on the degree of bias, thereby enhancing the robustness of the algorithm.

7 Conclusion and Limitations

We propose MU-SplitFed, a simple and effective framework for mitigating the straggler problem
in Split Federated Learning by introducing unbalanced updates on server-side. The simple yet
efficient unbalanced update strategy enables faster training by reducing communication complexity,
thereby mitigating delays caused by stragglers. Notably, both our theory and experiments show that
increasing the unbalanced update ratio 7 yields a linear reduction in communication frequency. When
T = tstrggler /tserver» the total training time becomes independent of the straggler delay. Moreover,
our analysis uncovers a key connection between the choice of the splitting layer and the optimal 7,
offering practical guidance for further system design. These findings suggest that MU-SplitFed is a
promising solution for enabling scalable and efficient training on resource-constrained edge devices.

Our work also highlights the potential of applying SFL for fine-tuning task of LLM, where memory
efficiency is an impetus need. In LLM setting, SFL offers a natural fit: edge or local servers can serve
as client-side device, while high-performance cloud servers act as the central server. Although our
framework demonstrates initial promise in this direction by solving the bottleneck in this realm, how
to fully realize the benefits of SFL for scalable LLM fine-tuning remains an open challenge and needs
further investigation.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The goal of our work is to solve the straggler issue under Split Federated
setting. Due to the frequent communication between client and Split Server, leading to the
training time overhead. To solve this problem, we propose an unbalanced update mechanism
that presents advantage in controlling the communication frequency, consequently reduce
the total time delay induced by straggler.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

» The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitation of this paper is placed at the end of the conclusion part.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We claim that all the assumptions we make are minimal and common in
distributed optimization literature. The proof details are attached in the appendix.

Guidelines:
* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We conduct comprehensive experiments to testify our claims.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.
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(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We use open access dataset for evaluation the performance of our proposed
framework. We will later put our code on github.

Guidelines:
* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental setup and results are included in the paper, and the choice of
hyperparameters is put on the appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

16


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The advantage of our proposed method is very large, that we surpass the
baselines under straggler. To verify our theory we only need to observe the trend align with
our theory finds.

Guidelines:
* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We mention this at the beginning of the experiment part.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).
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9.

10.

11.

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research presented in the paper fully conforms to the NeurIPS Code of
Ethics. All experiments were conducted with integrity and transparency, ensuring fairness,
accountability, and respect for privacy.

Guidelines:
e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

¢ If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:
» The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.
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Guidelines:
* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We clearly cite every assets that we use in experiment section.
Guidelines:
* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:
» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
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14.

15.

16.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowd-sourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve crowd-sourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The core method of our work does not involve LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.
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* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Communication Benefits of Unbalanced Update

A.1 Dimension-Free ZOO achieved by Unbalanced Updates

As shown in Table 2] the proposed MU-SplitFed can further achieve dimension-free ZOO with
convergence rate O(1/+/T), when 7 — d. By appropriately scaling the unbalanced update factor 7
to match the model dimension d, the convergence rate becomes independent of d. This is particularly
significant for ZOO, where the parameter dimension d often dominates the denominator of the
convergence rate and thus slows down training as the model size grows. Large models exacerbate
this issue because the increased d in the denominator hinders convergence and adds communication
overhead. MU-SplitFed mitigates this by exploiting unbalanced updates, which not only accelerates
ZOO0 training but also reduces communication costs. Specifically, the convergence rate improves
from O(,/d/T) to O(1/v/T), meanwhile, the communication complexity reduces from O(d/e?)
to O(1/€%). Compared with other dimension-free methods [17,[18]], which often rely on strong
assumptions, e.g. low-rank assumption, that are impractical in real-world scenarios, MU-SplitFed
provides a more flexible way towards this end. By introducing unbalanced updates into ZOO, we
effectively remove the dependency on d without imposing additional assumptions, making the method
significantly more feasible in practice.

A.2 Comparable Analysis

We analyze the communication costs of MU-SplitFed under different choices of 7 and compare
against two existing theoretical baselines for SFL frameworks. SFL-V1, introduced in [_2], serves as
the fundamental baseline for parallel SFL architectures using first-order optimization. Reference [45]]
provides rigorous convergence analysis with the perspective of SFL in a sequential update manner.
To systematically validate the benefits of unbalanced updates, we present results across different 7
configurations: 7 = 1 represents the balanced update scenario where client and server updates with
equal frequency, providing insight into combining ZOO with traditional SFL; 7 > 1 corresponds to
our proposed unbalanced update strategy; and 7 — d is the optimal case that 7 scales to the same
order of dimensionality d. That being said, the convergence rate is no longer dependent on d, thus
achieving the dimension-free convergence rate.

Communication Advantage of Unbalanced Updates. Compared to balanced SFL with ZOO
(7 = 1), our unbalanced update strategy (7 > 1) demonstrates linear convergence acceleration with
respect to 7. This improvement translates directly to communication complexity, where 7 provides
linear communication cost reduction from O(d/Me?) to O(d/TMe?). Specifically, unbalanced
updates reduce total communication overhead by decreasing the number of communication rounds
required for convergence. When 7 — d, we achieve a convergence rate of O(y/1/TM) that

eliminates dependence on dimensionality d, resulting in dimension-free communication complexity
of O(1/Mé?).

Comparison with SFL-V1. To the best of our knowledge, SFL-V1 [2]] provides the first theoretical
analysis for parallel SFL under bounded gradient, non-convex, and non-iid assumptions. However,
their theoretical results exhibit no acceleration with respect to either the number of clients M or local
update steps. In contrast, our convergence rate demonstrates faster convergence as both the number of
clients M increase under the more loose assumption, e.g. bounded variance, consequently requiring
fewer communication rounds to reach an e-approximation solution.

Comparison with SFL-V2. Our method achieves comparable convergence rates to SFL-V2 [45],
where K is the number of local updates. While multiple local updates K accelerate convergence

Method | Convergence Rate | SplitServer Comm. Cost | Assumptions |
SFL-V1 [2] 0(1/VT) O(K/e?) b.g./N.C./non-iid
SFL-V2 [45] O(1/VTMK)) O(K/Me?) b.v./N.C/non-iid
MU-SplitFed (r = 1) O(\/d/TM) O(d/Me?)

MU-SplitFed ( > 1) |  O(,/d/7TM) O(d/TMe?) b.v./N.C/non-iid
MU-SplitFed (- — d) | O(,/1/TM) O(1/Me?)

Table 2: Comparison of Communication Complexity
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in FL settings by reducing communication frequency, they impose additional communication costs
when applied to SFL architectures. As demonstrated in Table 2] increasing local updates K actually
increases the total communication cost for convergence in the SFL setting. This counterintuitive
result stems from the relay-based update mechanism inherent in SFL, where local updates exacerbate
communication overhead between clients and servers rather than reducing it. Conversely, our unbal-
anced update parameter 7 facilitates convergence without requiring additional communication rounds,
achieving linear communication cost reduction with respect to 7. This fundamental architectural
advantage establishes the superior communication efficiency of our unbalanced update strategy over
existing theoretical result.

B Preliminaries
B.1 Notations

Table 3: Notations in this paper

Notation Meaning

d Total model parameter dimension

m, M Index, total number of clients

t,T Index, total number of communication round

p, P Index, total number of perturbations

i, T Index, total number of server iterations

x! Global model parameters in the ¢-th round

xt Client-side model parameters in the ¢-th round

abt Server-side model parameters in the i-th iteration
t Data sample in the ¢-th round for m-th client

gé:; Stochastic Zeroth-order gradient for ¢-th round

g?; Stochastic Zeroth-order gradient for ¢-th iteration

Gi,m Zeroth-order gradient estimator for client

ngm Zeroth-order gradient estimator for server

fm(*) Local loss function for client m

fe) Global loss function for SL or SFL

B.2 Assumptions

Assumption B.1 (L-Smooth). For Vm € [M], the loss function f,, is bounded from below, and is
L-smooth, i.e. Yz, y, | V frn(2) = V fm(y)l| < Ll|lz —y/.

Assumption B.2 (Bounded variance). For Vm € [M], the variance of the stochastic gradient w.r.t.
the client and the server is upper-bounded by o2 and 2. Specifically, for V¢ € D,,,,

Ve Fm(z;€) — me(x)||2 < Ug

Vo, Frn(2:€) = V fin(2)||* < 02

Assumption B.3 (Bounded Heterogeneity). For Vm € [M], the global variability of the local gradient
is upper bounded:

IV fn(z) = V f(2)|]” < €
B.3 Technical Lemmas

Lemma B.1. Let g(x) be defined as in (B). We define the smoothed function fy(x) = E,[f(z + \v)],

where v is uniformly sampled from the Euclidean ball \/dB? = {z € R? | ||z|| < Vd}. The
following properties hold:

(1) fx(z) is differentiable and E, [gx(x)] = V fa ().
(i2) If f(x) is L-smooth, then we have that

L
IVF(2) = Vi@l < SA, (13)
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and
L2
Eullgr(@)|] < 2d - |V f(2)[]* + - A*d". (14)

Remark B.1. By (I3) we immediately have

L?

IVA@)IF <2V @7+ 5 A% (15)
L?

IVF@I* < 2AVA@I7 + 5 A% (16)

The dual-paced model aggregation and model update in SFL presents more challenge in convergence
analysis compared to the analysis in traditional FL setting. To address this problem, we decompose
the convergence analysis into client-side and server-side, respectively. The following lemma reveals
this relationship.

Lemma B.2 (Decomposition). Let x' = [z%; 2] denote the global model at the tth training rounds.
By applying Assumption[B.1| we have:

E[f(x"™) = f(x")]

<E[(Vxf(x"),x"*1 = x")] + gnxm 2
L L
Eszsf(Xt)y x2+1 — J"Z>] + EE[ng'i_l — 152”2] +E[<Vmcf(xt)’ .’L‘Z+1 . xi>] n EE[HJ;Z—Fl 3 .132”2]
© K2 Ks pa
(17)

C Proof For MU-Split

C.1 Proof of main theorem

We now prove the main theorem of MU-Split, and defer all important lemmas to Appendix We
first restate the main theorem below.

Theorem C.1. Under Assumption [B.1|and [B.2} and let the server iteration number be T. If the
learning rates satisfyn./T =ns =n < mln{64L(Tl+2d 3 16er }, the sequence of iterates generated

by MU-Split satisfies:

4
T S BUIVxS 6)IP] < 5B ) = S + 160L 7L+ 1)dso
+ 80T Ld.o? + AL (P2 L% + 1/4)N2d2 + L2N%d3,  (18)

C.1.1 One-Round Update on Server Side
For IC1 .

E[(Va, f(x"), 25" — 27)]
_]E v f Zns s tlagt ]

—E[(V.., f(x Zns (Va3 = Vi Fx') + Vi, £x)))]

BV fx), Y Z(V Ve 1))~ BV, £ )

2

5 (Vo £ = Vi 1)

=0

T s
B[V, f(<)?] + 2E

2

= 0sTE[[Va, f(x")[|?)

Tsd X\
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2

B (Vo f47 = o 49,1 -9, 1)

=0

=— LLE[|V,, f(x'

2 2

T—1

E|D (Ve /3" = Vo, f)

=0

z_j Vo f5 = Vo, 1)

=0

TE[| Vo, F(x9))2] +

T—1 2
_ TLE Z Vl's f;\J
1=0

T—1
T % % 2
B[V, (<)1) +nsZEHVmsf§’ Vo "

+nSZE||V I A v ]

i=0

T—1 2

TE[IIVxSf(Xt)IIQH%TL2A2d§+77sL2ZEH$?i— | -5
=0

51/’5

Ay

Z vxsfil
2, L2 (872 (7 + Tzds/PmmvxSf(xt) 2+ 477§T2d503/P PO LA
= (1603 L2(r% + 72,/ P) = 1) B[V (<)) + L2\

2
T7—1 2
D Ve £y
=0

T s
< — BLE(|V., f(<) 2]+ LN -

877?7’2L2d503
+ - " 2

S it LN — R

19)

where we apply L-smooth, Lemma {a,b) < M and |la + b[|? < 2(||a]|* + [|b]|?), and
substitute Lemma[C4]into A;.

For ICy:
E[|lag" — 23| E[ ZG eI

By (31):

T—1

B G
=0
T—1 ] T—1 ) )
B[ Y Va, AIP] 42D B[ Go(xM5€) = Vo, (x|
=0 =0

Similar to the proof in[C.4] we substitute in (23)) and (30) in order:
T—1
D EIG (x5 = Vo AP
i=0
1= .
A
=0
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T—1
4Ld v ayy, 2ds0%  LPN2d3
# 3 (I O+ Rl a1+ 2R T
-1 = ty]12 2 t,i t12 L2 243
<5 2 (4BIIVe. ST + ALl — 2t 7] + 52
=0
1
4Ld v ayy, 2ds0%  LPN2d3
Z( B[V, £+ R att -t 7] 4 20 A
<4TdsE[”V )2 47-L2 Tzlﬂaug;“— 24 27d,0?
= P Ts P
So
8n?rd, TL2d
Eflle — 24| S%Emv%ﬂ x| ZJE ot — 2t)1]
n57dso] 2 £,y (|2
B o o[ Vs A1)
=0
8n27L2d, 8n2rd, nirdso?
(1 - =R Bt - o) s"STE[nvxsf(xt)n?] e
+ 272K HZV A
Further assume that 7, < m, we have
16n%7d; nirdso?
Blllef - o) < PRV, fe] + % LS v A o
=0

C.1.2 One-Round Update on Client Side
For K3, we have

E(Vy, f(x'), ac™ — t)

=E(Va, f(x') neGe(x':¢))
=E<chf(xt), —Tlc (chf)t\ - chf(xt) + chf(xt)»
—E<\/7%chf(xt)7 —ﬁ (vxcf,t\ - vcht)> - WcEHVfo(Xt)HQ
—iﬁ[\\vhﬂanz} + FE (Voofs = Voo f') IP) = TE (Vo A1 = el Ve, £(c)]7]
< — SEVe SO+ 12N} - TE (V. 5 e
For ’C4.
Effat™ = wfl?) =nZB | Ge(x's €]

=nE V. fA|| + 0BG = Ve Al
Substituting (23) and (30) in order, we have
n2E|GL = Vo fi

4d, 2d 2,02  L2N2d 1
<o (BT s + 2t - st + 2 4 TR Lo, g
2d 2d.0?  L2X\2d3
< t+1 _ t)2 cYc c
<o (BT sG] + 2t - et 2 4 E2 )

, L2
B (4B V) ALt — o)+ %)
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2d 4n?L%d 2n%d,o?
clc ty(2 Tc c 1 )2 Nc@cOc
L (0 Rt | e

So
4nc
B[||ztt — 22)|2] <n?E || Va. f2]|° + —S<E[[|V,. £ (x')]|?]
4n2L2d, 2ntd.o?
e Ce mﬁ“—xmﬂ+1@¢i

P P
dn?L2d, 4nC 2nd.o?
(1- T)E[Hxi“ — zl||?] <n’E Hvxcf,\H + E[|Va, f(x")]*] + —p
Further assume 7. < W and we have
, 2 8nc dn2d.o?
E[llzit — al]1?] <2n2E || V., fX||” + B[V, f (x| + — 5 (22)

C.1.3 Server-Client Combination

We now substitute (T9), 20), 1)), (22) into (T7):
E[/(x*1) — 7(x')
SEVe (), 4 = al)] + TE[fot a2+ Ve, F0), 2 — )] + TRt — ot

Ky Ko Ks Ka
() < < 3 2LQdS 2
< (162127 + 7,/ P) ~ BT IV, 7)) + Brravad + TSy gy
K1
2
i 8n2Lrds an?Lrdso? = i
e B3|+ R, )P+ TR 4 22 LB Y Vi, £ (6]
=0
K:l }CZ
7, Te Tle 2
— GBIV S P + LN~ TE (Ve f]|
K3
2 2 2
4nzLd, 2n5Ld.o
+ 2 LE(|Vo, A + =SBl Vo  f)P) + e
Ky
(”) NsT inor - AN2TL(2nsTL + 1)dgo?
< (1652 L(r +dy/P) — BT ) EI|Va, £() 2] + >
s An?Ld, . . 202 Ld, o>
L2 LR+ 14N + (1 n)HWmﬂ R R
(@) per n27L(2n TL + 1)dso
& BT, o) )+ METECRTEA DA a1 a2

(& c 2 2de .
— TEIVa S 6)P) + LN 4 Tegete 3)

where in (i) we applied (T9), @0), @1), (22); in (ii) we assume n;, < -L- to index on terms of

12
Ns, assume 7, < 277 < 57 to remove the term E HZ;OI V.. fi*|| , and combine the terms of

|V, f(xH)]|? and ||V, f(x)]|?. In (iii), we let

<
s = 64L(rP + 2d,)
And

< .
e = 16 Ld,
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To combine the squared norm of the server gradient E[||V,., f||?] and client gradient E[||V ., f||?],
we define the universal step size 17 := 7, and let 7. = 7. Rearranging the terms in (23), we have

T (B{I92. £ )2+ Bl Vi, ) |7]) < BLF() — fact+1)] 4 20T E V0,

P
+ T L (20?2 L% + 1/4)\2d3 + ZTLQ)\QCZZ)
21?72 Ld o>
P
nrT dn?tL(2nTL + 1)ds0?
—E[[Vxf(x)P] < E[f(x") = f(x)] + 2
Mm2r2Ld, 02
L2 (2272 L%+ 1/4) 023 + ZTLQ)\Qdi AT 0T = Te 4
Take the average from ¢ = 0 to 7' — 1 at both sides:
T
1 nT 1 an?7L(2n7TL + 1)d,0?
> B[V s () 7] < RELf () - f ()] 4 TLTEEITE 2 D,
=0
20?72 Ld o2
L (2nPrL? + 1/4)N S + TrL?adl 4 T2l de0
T
4 16nL(2nTL + 1)dso?
= < E 0y _ T s
T; IV f )P} < ZRBL ) = )] + 5
8n7Ld.o?

+AL? (20?72 L% 4+ 1/4)N2d3 + L2\?d2 + T

where in the last step we divided both sides by “-. Let P = 1, and we complete the proof.

C.14 Justification for Corollary [4.2]
To further snnphfy the result and achieve the optimal convergence rate in Corollary M.2] again, we

assume 7 < —-. We also optimize upon 7 to get the convergence rate. Let p = \/T’ we derive that
T

1 4v/d 48Ld 02 8y/7Ld o>

— El|Vx x0) — f(xT)]) + —==2 FOLPNAd3 4 L2N2a3 =

7 3BT e < B0 — 1]+ % v

Letd, = d/+/T and ds = d — d/+/7, and further let
2 _ 1
VTTd>/2L

Thus, we have

1 W oo oy, ALV 9V 8L
T;HWJ m1¢4wﬂ> S+ = J,
The convergence rate is seen to be O( \/\/TET)

C.2 Important Lemmas

Lemma C.2 (Bounds on the variance of Zeroth-order Gradient). Under the same condition as Lemma
[B.1 and consider the stochastic Zeroth-order Gradient, we can further bound the variance of the
stochastic Zeroth-order Gradient by true gradient at the beginning of the local iteration and the local
update distance.

% % i 4d5 2d K
E[|GY (2t 205 €") = Ve fi(t o )IP] <5 Bl Ve, FGIP) + Efl|z5* — 241
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2ds02  LEN2@2 1 ;
s%s s _ R - to .t tiy(12
e o S|V, (e 2t )

(25)

proof:
We use multi-perturbation to calculate the Zeroth-Order Oracle: GL(xf,zb%¢t) =
% 25:1 gLt (xk, xbt; €'), where gl is the stochastic Zeroth-Order Oracle for one perturbation.

Then, the A-smooth function is represented as B, ¢t [g5% (zf, 2175 €1)] = Vo, fi(2f, 27).
By Lemma [B.T] we have

) ) ) L?
Eu[llgts, (al, b €1P] < 2ds - (| Vo, F(al, 5% 601 + 7/\2d§’~
Thus we have
E[|GY — Vo, (2l 20|12
P

— 25 D_Elllgt (ot at") = Vi, fi(al a1
p=1
P
1 % % 1 %
=25 D Elllgt (kb 2] = 5 Ve, £t a1
p=1

cr S

IA
T -
M~

. L2 1 .
2B, Pl at €)1 + A%~ BV et
1

S
Il

[ L2 1 [
20, BV, ot al )P+ 02) 4 5] - BB Aot at )

p=1

IA
— "g‘,_.
M~

) L2 )
=5 [2dsE[||vxsf<xz,xzﬂ>|21 + 207 + - N} — B[V, f (el 2l ] (26)

The bound for the squared norm of the variance is:
E[|Va, f (e, 21 =Ell[Va, f (¢, 20") = Vo, f(x") + Va, f(x)]]?
<2E[||Vo, f(5, 25") = Vi, f(x)P] + 2E[|| Vo, f(x)]1?]
<2L°E[llag’ — 2 |1*] + 2E[|[Va, £ (x")]|°] 27)

Substituting (27) into (26)), and we finish the proof.
Lemma C.3 (Bounds on the norm of the Zeroth-order gradient estimator).

E[IGY" (e, 2517

AP gy, ey 2+ LT L Do ey 200 | L0
proof:
It follows that
E[|GY (ze, 20 °] = E[|GY (wg, 25") — Va, fX (26 22 + E[[| Ve, fx(ze, 25D 29)
From Lemma [B 1] we have
E[[|Va, £ (zf, 20))|I°] <2E[|| Vo, f (2, 207)|1%] + L;)\zdi
12

||V, (e, 20") = Vi ) + Vi FOO)P] + -2
. L2
ARV, (e, 28") = Vo FO) P+ 4E[[Va, f7] + 2 A%
, L2
ARV, £ ()P + AL7E[|2y" — 2]|*] + - A% (30)
Then we can finish the proof by combining Lemma [C.2]and (30).
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Lemma C.4 (Bounds on multiple update steps(Zeroth Order)). Ifns < L \/W) we have

i 16n273(P +ds/T 8n2r202d,
ZEnxf ol < OB Dy, a2y 4 SRTE | gpppa g

proof:
We first apply the update formula:

T—1 T—1
D E[llat —al)?) =) mE IIZG” e, zy7)|7]
=0 =0

By the property of martingale difference sequence, we have

IIZG” I

1—1
OB S A a2+ 25(] S G et o) — Vo f et at)
7=0 7=0
i—1 i—1
<222E Ve, fi(2h, 257)]1?] +22]E [|GE (2, 287) — ¥, fi(2k, 259)||] (31)
7=0 =0

‘We thus have

T—1
> Ellab’ — o))
=0

i—1
<2y 0} [ D E(|Va, izl 2477 +ZE 1GY (w5, a8?) = Vo, f{ (25, 257) %]
7=0

=0
T—1 T—1
<7y B[ Ve, (el ab)|?) + 2027 Y EIGY (al, 2b?) — Vo, f{ (2l 2|17,
=0 =0

where the last inequality is by the following equations:

T—111—1 71 7—1 T—1
DXy =YD iX; <Y X
=0 j7=0 7j=0 i=m 7=0
And
T—11i—-1 T—1 7—1 T—1
ZXJ =) (D )X; < ZTXJ
=0 j=0 7j=0 i=m 7=0
Substituting in (23):
T—1
SB[l — )
=0

PT -7 ;
<2} Z]E IV, £ (2, 26" |17

AL%dg 0 e 202ds  L2A2d3
BV, £2)I%] + S5 Ellat — 2t )+ ZE2 + 225

+2nsrz (
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Further substitute in (30):

T—1

> E[llah — )]

1=0

<2n2£§ AE[IV f(Xt)||2]+4L2E[Hfft’i—xtH2]+L:>\2d3

— s P Pt Ts S s 9 s
AL2dy . .0 e 20%dy  L2A2d3

+2nSTZ( BV, 118+ 2ot oty 4 228% 2N

- P
47727'20%d
P

8n2r3(P + d, /7) 8n2r 2L2(P+d /7) A .
< E[||Va, fOlI?] + > E[lht — 27
1=0
+77§7'3L2/\2d§

Rearranging the terms, we have

87727'2L2P+d 7). — !
(1- 0o/ S g ot
1=0

dn’r20?d,
BV, f)IP) + I 2y

<877§7—3(P + ds/T)
- P

her: m he term E[||z%¢ — 2%||?] to the left in the last inequality. L < —F1
where we moved the te [|lz%* — 2%||?] to the left in the last inequality. etns_4L\/m,

we have the coefficient on the L.H.S larger than % Thus, we complete the proof.

D Proof for for MU-SplitFed

D.1 Proof of main theorem

We now prove the main theorem of MU-SplitFed, and defer the important lemmas to Appendix [D.2}
We re-state the theorem below:

Theorem D.1. Under Assumption[B.1|to[B.3] consider a SFL framework with M clients, and let the
server iteration number be T If the learning rates on client and server satisfy n./7 = ns = n <

1
mln [ the sequence o, ll‘erate§ eneratedb MU S llt Satlsﬁes
{\/120L2(T2+2Td )’ 127 Ld. } 1 f & Y P

F o EllIVaf (xh)]2] < E[f(x°) = f(xT)] + 24n(4nTL + ng/M)L(7 + 2d,)€?

“Tngnt
+16n(2nTL + ng/M)Ldso? + (1/7 + 8n°7L* + 2n,n/M)TL*\*d?
n 127’]97’]7'de62 n 47]9177'de0§

i i + L2\%d (32)

Similar to the proof of MU-Split, We begin by analyzing the update on client and server side,
respectively. By (I7), we bound one-round update Ky, K2 on the server side, and K3, Ky on the
client side.

D.1.1 One-Round Update on Server Side

For K1:
E[(Va, f(x"), 2 = a5)]
M T—1 )
=E[(V,, f(x"), ”MQZ e GL (s €8 ))]
m=1 i=0
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=E[(Va, (), =35 D0 D (Ve fiils = Ve F6) + Vi S ))

m=1 =0
M T-1
TgMs i
=BTV fO), =372 20 D (Veadiia = Ve bi ) = g Bl Ve FO) P
m=1 =0
. 77 Ng7 S ; i
BRTE(IVa, f)12) + 5B | [ D03 (Ve fiin = Vi £
m=1 i=0
NyT M T-1 2
= 3| 0 2 Ve fila | BV S
n 77 Ny & :
___ Ugllst 2 g'ls ti tyi t,i t
= B[V £ ()] ]+2M27E mz_z(v U = Ve fE AV f = V)
) M T-1
S t,i
E ]
Ng7sT g1 LS : Nk
< — TRV, £ + T5E || 30D (Vo i = Vi £
m=1 1=0
. 77 M 7—1 ‘ 2 - M -1 2
+ s ZZ szfﬁjbz_vmsfﬁm) - 2]\9425
m=1 i=0 m=1 i=0
gT)sT Nglls N~ 2
_Tig'is g'ls ti t,i
< 2 E[”V:vsf( + M mZ:l;E |:H(V:vsfm,)\ vmsfm) ‘ :|
) M T-1 ) 9 Ny M T-1
+ 20 S S R [ (Ve st~ V)] - S| S vrs|
m=1 =0 m=1 i=0
U 77 g1 NglsL? S S 2
<= TG, fo) + B2 4+ S S [at, — ]
m=1 i=0
Ay
Nyl M T-1
o g'ls t,2
< — BR[|V, £ ) + BT LdE - T B[S S, g
- 2M2T ™A
m=1 =0

P
ST S
= (2n L2 4+ 72, P) — TV BT, FG)E) + LN 4 2403 4 7, P)E

2 2,3 2 12 2/.3 2 2 87757'261503 2 3721233
+779778L 24775(7— +T dS/P)E[”VfL’sf(X )” ]"‘24’75(7' +T dS/P)E + +2’757 L )‘ ds

2

M T—1
8779773 2L2d, ‘7 3423 Ngls t
#M Ny LA — oazE SN Ve il
m=11=0

where in the last step we use Lemma[D.3|for A;.

For Ks:

2
e

M 1
ng 775 Z G

m=1 =0

Bl — 241 =
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77 77 M T-—1 n ,'72 M T—1 ] ) 2
g |5 S| #2823 e, - v
m=1 i=0 m=1 i=0
Substituting (34) and @) in order, we have
7]2772 M -1 2
T IP B (AL AN
m=1 =0
N N~ N (1 ty)12 2 210 ki b2 L s
< S S (S 6Bl Ve, £GP + 6 6L2E[ o, — a2 + N
m=1 i=0
6d, 6L d, 6d, > 2dsa§ L2>\2d3
5 EllIVa. I + Ellz5m — #5ml®] + —5— + )
M —
6L%d, i 6dse?  2dgo?
S (Bemiiv. s+ oty ot 1 P 202
m=1 1=0
2,2 2
777‘(]775 6d 6d E 2d50'S
M( (V.. £ + 2 4 2

2L2d M -1

Z ZE ”xs mo Gm”z}
=0

m=1

‘We then use Lemma and assume that n; < \/‘2/4:7 It follows that

2 M -1 y 2
e E (Gt - Vu. |
m=1 =0
6ds Gde 2ds02
<l ( IV )]+ 5+ 2 )
2 M
T 3 (037 + 7P|V, S ()] + 24727 + 72, P)e?
m=1
8 2 st 2
+ WSTP O—8+2773T3L2>\2d§)

2,2
<% (6(72 +27dy [ P)E[|[Va, f(x")IIP] + 6(r* + 27d,/P)e® +

T2L2)\2 d‘Z’ n 4rdg 0?
2 P ’

where in the last step we use the fact that 7 > 1.

D.1.2 One-Round Update on Client Side
For K3:

E[(V,. f(x!), 25! xiﬂ
—E[(V,. f(x ”QZmG“ i €))]

M

=E[(Va, f(), =22 D7 e (Vi ffun = Vo PO + Vi, f(x)))

M
B[ TV, f (), =Y S (Vi o n = Vo )] = 1B Vo, S (<) )
m=1

__NgNe 77g770 ty 2
=LV, ()] + ||Z VeiTtun = Varfi) I
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2
TgTe

— E
2M?2

— 0gneB[[[Va, f(x")]%]

t
Ted m,A

2

Nglc t\121 . Mglle r2y2 53 Tglle
< — B EE[||V, LA\ — 2R
<~ BT, f(c )+ 2 1232 - Tt

Tedm,

For Ky4:

2,2
Eflat™ — of|]?) =L E §jc €8)
c c _MQ m m7

172772 2 2 M

C

= 1342 E Z vxcfm A M2 mz::l(Gz,m - vxcfrtn,)\)
2 990 M

n2n2

C

SJ‘;}QE vac A
=

Substituting (34) and @0) in order, we have

+ > E[Glin = VaSiuall

% 2
g'lc t t
22 EllGem = Vaifual
m=1
2,2 M 2 2 21243
779770 1 2 6dc€ dc QdCUc L)\ dc
< ——E
._Mzg;(_P!w% CE[|Va, f()|P) + s S 1 L
2.2 M 2
Mgz 1 2 2, L7233
< ——(6E —
="M2 m_1< P(6 [V, f(x)]7] + 6¢° + B A*dy)
6d. 6d €2 2dcaz Lg)\ng
BV )P+ 2 o e E )
2.2 2
Ny ( 6d. 6d € 2d.o?
< —_cc
_A[( B[V £()]12) + =5 + =5

D.1.3 Server-Client Combination
Putting together:

B[f (1) — fx)]
< (242 4 72y P) — ML) BV, f()]] + %mrﬁx%@+ﬂ%#L%r+T%Jpx2

8779773 *LPdso?} iy BLANGS — TgMs i Tz:l v, fbi 779775 EM: Tz:l v, fb
P 977 T 2M2 TsJm,\ ZTsIm, A
m=1 1=0 m=1 i=0

2 2L 1 4 2
+ (6(7’2 o+ 27d, [ PYE[|[V o, £ ()| + 6(r2 + 27, [ P)e + Sr2L2N%E + ”Jlj‘S)

77776 NgTlc NgNe
o nw%ﬂ>w+%;ﬁV£—ﬁpE

cdm,

779770
2M2

sT
S@WMMJDHWMﬂﬁ4JmJH—%g)EWhﬂfW]

+ 677977?(47757'L + ng/M)L(7'2 + ZTdS/P)62
n Angn? (2nsTL J;ng/M)TLdsoi n Ngs(1/7 + 87731112 + 2ngns /M) P2L2N2d

+

Tc

2 2
779 77(, 3d 3d 6 dCO'C
i (SR e+ 2
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3773772de Mg 3n2n2Ld,.€ 77 2n2Ld.o? NgNeL2N2d>
¢ _ < E - t\ (12 g g gllc c

< — BEETE| Vo, ()] + Gngn? (4,7 L + 1 /M)L(7? + 27d, / P)é?

i 4779773 (2nsTL + 7)g/M)TLdsU§ + 779773(1/T + 877§TL2 + 2779775/M)
P 4

T2LANdS

2,2 2\2 93
_ Mgy 3nznz Ld.€? L 2n2Ldeo?  ngneL*\2d?
g E[[|Va, f(x)IP] + gMP ! wp T ! 1 ;

where we assume
1 MP

e < o
= V10022 tard,/P) T 12Ld,

Ns <

and combine the terms.

To combine the squared norm of the server gradient E[|| V., F'||?] and client gradient E[||V,, F||?],
we define the universal step size 1 := 7),, and let 1. = 7. Rearranging the terms, we have
PRV f ()] SELF () = F(x"+)] + Bgn? (4L +mg /M) L(7? + 27d, / P)e?

dngn®*(2nTL + ng/M)TLdso?  ngn(1/7 + 8n*TL? + 2n,m/M)
+ P + 4
N 37727727'2[/(1562 N 7737]27'2de0'3 N ngnT L2 N\2d3
MP MP 4 ’
Taking average from ¢ = 0 to 7" — 1 at both sides:

T2LANd]

T
= 3 BT, f )] < L) — )] + g (L -+ 1y [M)L(r + 27,/ P)e
t=0

Angn®(2nTL + ng/M)TLds0?  ngn(1/T + 89°TL? + 2n4m/M)
+ +
P 4
2 2 2,22 2
N 3nzn*T? Ld.e N nyn°T°Ld.o;; N ngnTLAN2d3
MP MP 4
T
1
7 2 ElIVR /GO <7 "B () = S + 2ennr L+, [M)L(r 424,/ P)e
t=0
16n(2nTL M)Ldso?
. Lom(2em +}’Zg/ JLAST5 | (1 /7 4 8212 + 200/ M) L0203
12n,n7Ld.e?  4ngnTLd.o? 21213
: : c 4+ L2X\%d 33
MP ' mp ¢ 3)

where in the last step we divided both sides by “F. Let P = 1, and we complete the proof.

D.1.4 Justification for Corollary [4.4]

The optimal convergence rate is achieved by optimizing w.r.t 1) and 7,, solving which gives
Ng = VTM and 5 = ﬁ. Since dg, d. is typically very large, and 7 is relatively small, we can
assume that 7 < d,. Thus, we have

1 ALVd 24(4/VT + /7/VM)(ds/Vd)e®
fgﬂimvxf X)) < g B ) = F] + 7T
16C2/VT + ﬁf/\;ﬁxd‘*’/\@af 4 (14 8/dT + 27/ LVATM) L2 N2 d?
n 12%(‘?;4\/@52 n 4ﬁ(d¥$)03 + L2/\2d§

Since d, T, M, T are positive integers and L are typically large, we have that

(1+8/dT + 2¢/7/LVAT M) L*\*d2 + L*N\*d2 < 11L*\*d®
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Letd/d? = 7, so that d. = \/d/7 and ds = d — \/d/7, and further let

5 1
- TTd5/2L2
Finally, we have
1 ALNd 8Vd(3€? +202)  32V/d(3€* 4 o2
T S EIIVaf ()] <RI () — £ D) | B )
— ™ TTM T
4(3€* 4 02) n 6v/d
vTM 7T

We can conclude that, the overall convergence rate is O( \/%)

D.2 Important Lemmas

Lemma D.2 (Bounds on the variance of Zeroth-order Gradient). Under the same condition as Lemma
[B1| and consider the stochastic Zeroth-order Gradient, we can further bound the variance of the
local stochastic Zeroth-order Gradient by global gradient at the beginning of the local iteration and
the local update distance.

6d 6Ld y

E(IGY" (<35 €m) = Ve AP S F Bl Ve, F O IP] + =5 Elll2g 5 — 25 l”)
6dse?  2dgo? Lz)\zdg, 1 ;

(34)
proof:

First notice that G (x;/ €4,) = 5 30,1 gt (xiii; €6,) and B, o (940 (%575 €6,)] = Vo, fL(x5D).
By Lemma[B.I] we have

Eulllgep (s &)%) < 2ds | Vo, F (x5 65) 17 + AQdS

Thus we have

E[G (6 6n) — Ve 1G5

P
P—Z gt 0 = Vi, £ 6t 7

P

sz [llgts (b7 — fHszfi(xf#)HQ

<L 2d,E[|| V., F(xbE €4 )12 + 2>\2d3 —lE[HV DN

=p I T nLa m s P TsJ X\ m

<L oa v, st 2]+02>+Lix2d3 LR et

=p I s TsJ)m s 9 s P TsJ A\m

1 .
=5 | 24Ell a2 — E[|| Ve, A xED?] (35)

Now we bound the squared norm of the variance:

E(|Ve. £ I? =ElIVe. £ = Va. frn + Vo, fro = Va, f(x") + Vo, f(x)II]?
<3E(|Va, fri' = Va S lll” + 3E[IVa, £ — Vo, F) ] + 3E[ Vo, f(x)]%]
<LZE[a%5, — w8 mll*] + SB[ Ve, f(x")I[°] + 3¢ (36)

Substituting (36) into (33)), and we finish the proof.
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o t < VP
Lemma D.3 (Bounds on multiple update steps). Ifn; < R CTITIt we have

T—1
D Elllali, — 2b ] <240 (78 + 72 ds /P)E]| Vo, f(x) %] + 24(nl)* (7° + 72d, / P)e®
=0

8(nt)*r%dso?

M P

+ 20! LARS

proof:
We first apply the update formula:

T—1 T—1 —
Y Ellabi, — b WlP) =D ()| IIZG (at, 2t9)|?]
1=0 1=0 7=0

By the property martingale difference sequence, we have

i—1 i—1
||ZG lP] < 2B Y Vo, frl P12+ D EIIGES, = Va, 1)
j=0 3=0
<212E||V N +22E||Gw = Vo 2257 (37)
j=0 7=0

We thus have
T—1 — —
> Efll2k, — 2kl Z zZEHv s E[| Gy = Va, frl 7]
i=0 i=0 =0

2(00)°7° Y EllIVa, Sl + 00?7 Y EIIGE, = Ve, fulal?):
=0

1)+ 3Bl
3 CALDS

(38)

where the last inequality is by the following equations:

T—11—1 T—1 7—1 T—1
diX; =) O X <> X
=0 j=0 7=0 i=m 7=0
And
T—11—1 T—1 7—1 T—1
DX =2 D)X <) 7X,
=0 j=0 7=0 i=m 7=0
Substituting in (34):
7—1
Y Elllati, — zhmll®)
1=0
P24 ny
<2(n9)*—5— D _ElIVa, £
i=0

T—1 :

6d, 612d, . 6dse?  2d,02  L2N\2d3

+20°7 Y (ST S0 + S Bl lath, - at )+ F 4 27 B
=0

(39)

From Lemma[B.1] we have
E[[|Va, £ 5I7]

38



2 L2 233
<OB| V., i 1+54d5
SE(||Va, " = Vo fin + Ve, iy = Va, f(X') + Vo, F()]°] + >\2d3
<SOE[[|Va, 1 = Vi, Fiall?] + 6E[[| Ve, fr, = Ve, f(X)|P] + 6E[| Vo, F(x")[[*] + >\2d3
) 12
<6E[[|Vo, f(x)|*] + 6¢® + 6L*E[||2%5, — 2 [17] + 7>\2d§ (40)
Substitute into (39):
T—1
> E[llabi, — 2kl
=0
Pr:— 1 , L?
<20 5 (GBI AP+ 0L Bk — 2]+ 062+ 0%
=0
T—1
6d 6L ds . 6d.€2d 2d,02  L2X\2d3
2 tag .t 2 S s sYs s
20t 3 (RIS N+ PRl ot )+ S 4 2
2r3(P 4 d, 12 2r2L2(P+dg/T
PSP Ao Dy, gty 2 4 RSP L o)) zﬁzsm—sau

12007 (P + dy/7)e | A(n})*rdc?
P + P

+ (PN

Rearranging the terms, we have

=g mll’]

(1 120 )2 2L2(P+d/7 ZEHx

<12(nf)*(7° + Tzds/P) H\szf(xt)ll |+ 12(n) L% (7% + 72d / P)e?
t\2,.2 2
+ 4(775); dso + (n§)273L2A2d‘;’

where we moved the term E[||z%? — x

smll’]
VP : 1
SNt we have the coefficient on the L.H.S larger than 5. Thus, we complete the proof.

to the left in the last inequality. Let nt <

E Additional Experiments

To investigate the interplay between splitting strategy and unbalanced update frequency 7, we conduct
an ablation study examining various combinations of 7 values and cutting layers using OPT-1.3B on
the SST-2 dataset. To isolate the effects of our core mechanism from confounding factors inherent in
federated settings, such as data heterogeneity and client variability, we employ a simplified MU-Split
configuration with a single client.

Table shows the total communication round required to attain 85% accuracy across different cut lay-
ers and values of 7. For a fixed cut layer (e.g. L. = 2), setting 7 = 4 reduces communication rounds
by more than half compared to the baseline without unbalanced updates. Crucially, our results reveal
a clear trade-off between 7 and L.. When L. is fixed, increasing 7 initially improves convergence,
but excessive server updates eventually lead to diminishing or adverse effects. Conversely, when
fixing 7 and tuning the cut layer, convergence consistently improves as L. decreases, indicating a
deeper server-side model is beneficial for model performance. Moreover, the optimal value of 7 shifts
higher as L. moves earlier in the model. These trends confirm our theoretical insight in Section [4}
to fully exploit server-side acceleration, the model partition must scale with the number of server
iterations.
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Table [5] presents the final accuracy after 1,500 training steps under different combinations of split
layers and 7. Consistent with the observations in Table ] for a fixed split layer, increasing 7 initially
improves the final accuracy but eventually leads to a decline. However, unlike Table[d when varying
the split layer, the highest accuracy is consistently achieved at 7 = 2 or 7 = 3. This pattern aligns
with our theoretical analysis in Section[d} although a larger 7 can accelerate convergence, it does not
necessarily yield smaller loss value, which is strongly connected to better final accuracy. In practice,
selecting appropriate values for 7 and the split layer requires balancing multiple factors, including
desired training time, target accuracy, and device memory constraints.

Table 4: Ablation study of influence of 7 and cutting layer on communication rounds

SplitLayer | 7=1|7=2|7=3|7=4|7=5|7=6

2 38 17 19 16 18 18
4 - 18 16 22 20 33
8 - 23 22 26 22 32
12 - 22 32 25 29 32
16 - 21 29 28 40 36

Table 5: Ablation study of influence of 7 and cutting layer on final accuracy

SplitLayer | 7=1|7=2|7=3|7=4|7=5|7=6

2 88.75 | 88.97 | 90.90 | 87.95 | 87.05 | 88.52
4 - 89.09 | 89.89 | 87.05 | 86.93 | 89.04
8 - 90.34 | 90.11 | 89.50 | 89.54 | 88.30
12 - 89.20 | 89.43 | 88.41 | 88.41 | 88.43
16 - 88.98 | 88.75 | 87.95 | 88.41 | 87.99

F Choice of Hyperparameters

Table 6: Hyperparameters
PARAMETER VALUE EXPLANATION

Mg 0.3 Global aggregation learning rate
Ns 0.01 Server learning rate

Ne 0.005 Client learning rate

A 0.005 Scale of perturbation for ZOO

B 32 Batch size
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