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Abstract

In psychology, assessing the knowledge un-
derstanding and reasoning ability of Large
Language Models (LLMs) remains a substan-
tial challenge. A key issue is the “concept
bias” present in popular Chinese Massive Multi-
task Language Understanding (MMLU) bench-
marks. This bias stems from the collected ques-
tions only cover a small set of necessary con-
cepts. Previous Chinese MMLU benchmarks
either lack the psychology discipline or only
include a small subset of the required concepts.
This low concept coverage rate can result in
potentially misleading accuracy due to sub-
stantial performance variations across differ-
ent concepts, which could further misdirect
model development and refinement. To address
this issue, we introduce ConceptPsy, a bench-
mark that comprehensively covers all college-
level required concepts. In addition, we assign
a chapter-level concept tag to each question,
thereby enabling a more fine-grained evalua-
tion. Our results indicates though some models
achieving high average accuracy, they fail in
specific concepts. In conclusion, as a valuable
addition to the current MMLU benchmarks.
We hope ConceptPsy can help developers to
understand a their models’ ability at a concept-
to-concept level, subsequently guiding them to
develop their models.

1 Introduction

Massive Multitask Language Understanding
(MMLU) (Hendrycks et al., 2020; Huang et al.,
2023; Li et al., 2023; Zhong et al., 2023) bench-
marks play a crucial role in the development of
LLMs. These benchmarks provide average scores
of each subject to give insights on a model’s
knowledge understanding and complex reasoning
abilities, and further guide developers in refining
and deploying their models. Therefore, the fairness
and accuracy of these scores are vital importance.

However, in the domain of psychology, previ-
ous MMLU benchmarks either lack this important
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Figure 1: GPT-3.5-Turbo’s concept-wise performance
on Psychological Statistics. The x-axis represents the
sequence of concepts, arranged in the order they appear
in the textbook. The dashed circles represent sampled
questions. It can be observed that when the tested con-
cept in a sampled question only covers a subset, differ-
ent samplings can mislead people’s understanding of a
model. Although GPT-3.5-Turbo achieves an average
score of 75% upon re-running, its performance across
different concepts varies significantly.

area or solely rely on a single subject to evaluate
a model’s ability in this broad domain, which en-
compasses a wide range of professional subjects.
In this paper, we explore the issue of “concept bias”
in Chinese MMLU benchmarks. This bias implies
that the questions used for evaluation only cover
a small subset of the required concepts (Figure
1). For instance, consider a subject comprising ten
chapters, each contains dozons of concepts. If the
questions sampled only cover the concepts from the
first three chapters, the accuracy can only reflect
the performance on a subset instead of the subject.
We study the concept bias issue in the psychology
domain of previous MMLU benchmarks and ob-
serve a low concept coverage. Consequently, the
accuracy derived from biased questions can differ
from people’s understanding, potentially mislead-
ing developers. This bias can become more severe
if an LLM’s performance fluctuates significantly
across different concepts.

To mitigate the lack of a comprehensive bench-
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Figure 2: Diagram overview of concepts in ConceptPsy. We sample questions based on the requirement of the
National Post-graduate Entrance Examination in China. Each question is tagged with a modified chapter name,
serving as the chapter-level concept, to further provide chapter-level accuracy.

mark for concepts in psychology,, we present Con-
ceptPsy, the first comprehensive, concept-wise
MMLU-style benchmark in the psychology do-
main. ConceptPsy includes 12 college-level sub-
jects according to the curriculum of Peking Uni-
versity . For each subject, we manually gather
all concepts (illustrated in Figure 3) based on the
requirement of National Post-graduate Entrance Ex-
amination. Unlike the traditional collecting process
of accumulating questions to meet a target number,
collecting questions for each concept is challeng-
ing due to the volume of concepts and copyright
restrictions. To overcome this, we propose a ques-
tion generation framework aided by the power of
GPT-4, followed by a review process conducted by
professional psychological counselors. We label
each question a chapter-level concepts based on
the chapter of its tested concepts. Chapter-level
concepts differ from the concepts used for question
generation. The former uses chapter titles, while
the latter refers to a knowledge unit (Figure 3). This

!"Training Programs of Peking University

concept-level accuracy helps developers to under-
standing their models’ knowledge and reasoning
capabilities in psychology, from both concept-to-
concept and comprehensive ways.

We also conduct a case study of concept bias
on popular Chinese MMLU benchmarks: C-
EVAL (Huang et al., 2023) and CMMLU (Li et al.,
2023). Specifically, we assess the concept cover-
age and performance variance of different concepts.
The first metric reflects the coverage rate of the
required concepts tested by the sampled questions
for the subject. A higher performance variance can
lead to a more biased final average accuracy. Cal-
culating these two metrics is labor-intensive as it
requires the collection of the necessary concepts
within a subject. We manually gather these for two
subjects: Psychology and Advanced Mathemat-
ics. To further investigate the presence of concept
bias beyond psychology, we sample some subjects
based on different disciplines and prompt GPT-4 to
generate their chapter-level required concepts (sub-
ject outlines). We then prompte GPT-4 to catego-
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Concepts

* Random error refers to the inaccurate and
inconsistent effects caused by factors ...

* Almean is a numeric quantity representing
the center of collection of numbers and is ...

The mode, in statistics, is the value that
appears most often in a set of data values...

Figure 3: Examples of concepts. We define a “concept”
as fundamental units of understanding that encapsulate
specific knowledge within a broader field of study.

Subject Coverage Rate
STEM
Computer Architecture 0.55
Computer Network 0.31
High School Biology 0.52
Social Science
High School Geography 0.48
Marxism 0.70
Humanity
High School History 0.76
Logic 0.47
Avg 0.54

Table 1: The concept coverage rate of randomly sam-
pled subjects, with chapter-level concepts generated by
GPT-4, as evaluated on C-EVAL.

rize each question under one or more chapter-level
concepts. The experiments reveal that these popu-
lar Chinese benchmarks have a low concept cover-
age rate for each subject’s sampled questions, aver-
aging only 54%. Furthermore, LLMs like Qwen1.5-
MoE-A2.7B (Bai et al., 2023) shows a standard
deviation of over 10% across different concepts,
which further exacerbates the impact of concept
bias on average accuracy.

Finally, based on ConceptPsy, we conduct exten-
sive experiments to evaluate a wide range of LLMs.
Interestingly, while some models achieve high av-
erage scores, they perform poorly on specific chap-
ters or concepts, highlighting the importance of
comprehensive concept-wise evaluation.

Subject Benchmark  #Questions #Concepts Coverage_rate
. C-EVAL - - -
Professional Psychology -y 232 84 (chapter-level) 0.59
C-EVAL 173 94 0.54
Advanced Math CMMLU 104 36 0.35

Table 2: The concept coverage rate of subjects with man-
ually collected required concepts. We prompt GPT-4 to
classify each question into one or more concepts and
subsequently calculate the coverage rate.

2 Case Study on Chinese MMLU
benchmarks

We conduct a case study to analysis the concept
bias in popular Chinese MMLU benchmarks: C-
EVAL (Huang et al., 2023) and CMMLU (Li et al.,
2023). We define a concept as a fundamental unit
in the human learning process , and a chapter-level
concept as the modified chapter title where a tested
concept is located. For example, as illustrated in
Figure 3 , the “random error” can serve as a con-
cept when studying “random variables”. We study
concept bias from two perspectives: 1. concept cov-
erage rate (§2.1): the proportion of concepts tested
in the sampled questions to the total concepts re-
quired in a subject. 2. performance variance (§2.2):
the difference in model performance across various
concepts.

2.1 Analysis on the Concept Coverage

We define the “concept coverage rate” as the ra-
tio between the number of concepts Ciojection
tested by the collected questions and the num-
ber of concepts Cirequirement required by the
subject:Concept coverage rate = %
In MMLU benchmarks, a question serves as an
effective tool to assess a model’s knowledge com-
prehension and reasoning ability about the concepts
being tested. Psychology is crucial for Al to com-
prehend human behavior. However, popular Chi-
nese MMLU benchmarks, such as C-EVAL, do not
include psychology. CMMLU includes a subject
called “professional psychology” represented by
232 questions, and uses the average score to reflect
a model’s ability in psychology. We study the con-
cept coverage rate in psychology for CMMLU. We
also sample various subjects from each discipline
to explore the potential existence of concept bias
in other subjcts.

Setup Firstly, we calculate the concept coverage
in psychology. We manually collect all college-
level concepts (total 1383 concepts) based on the
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Figure 4: Overview of Our Concept-Driven Framework. We collect relevant concepts based on the requirements of
corresponding examinations. To diversify the types of questions, we summarize three question patterns from these
exams and design specific prompts for each type. Questions are then generated using GPT-4. Subsequently, we hire
professional psychological counselors to review the questions for accuracy and relevance.

Subject Benchmark min max mean std  Subject Baichuan2-13B Qwenl.5-MoE-A2.7B
Professional Psvchol C-EVAL - - - - Computer Architecture 0.50+0.17 0.72+0.14
rofessional ESychology  eMMLU 00 1.0 058 034 Computer Network 0.5920.19 0.80+0.17
C-EVAL 00 080 035 024 H?gh School Biology 0.52+0.25 0.68+0.32
Advanced Math CMMLU 00 075 041 0.8 High School Geography 0.73+0.16 0.84+0.19
. ' . . Marxism 0.88+0.10 0.96+0.03
. High School History 0.59+0.33 0.80+0.29
Table 3: Performance of GPT-3.5-Turbo on subjects Logic 0.4640.36 0.60+0.34

with manually collected required concepts across differ-
ent chapter-level concepts.

requirements of the National Post-graduate En-
trance Examination in China. We deploy the ro-
bust GPT-4 to categorize each question into one or
more concepts. Due to the constraints of context
length, rather than categorizing each question into
specific concepts, we utilize chapter-level concept
tags for each question. It’s important to note that
this approach may yield a higher score than the
instance-level concept coverage rate. Given the
scarcity of psychology-related subjects in the ex-
isting Chinese MMLU benchmark, we sampled
some subjects from various disciplines (STEM,
Social Science, Humanity) to further investigate
the concept bias in current MMLU benchmarks.
Manually collecting all required concepts for each
subject is costly and impractical. Therefore, we
randomly select advanced math and manually col-
lect the concepts it requires. For the other sampled
subjects, we carefully prompt GPT-4 to generate
the first/second/third-level chapter names that rep-
resent the required concepts for each subject. We
also prompted GPT-4 to categorize each question
to chapters. We calculated the coverage rate of the
lowest-level headings to represent the concept cov-
erage rate. More experiments details can be found
in Appendix D.

Table 4: The mean and standard deviation of model
performance on randomly sampled C-EVAL subjects
across different chapters.

The concept coverage rate is Low. Although
psychology is an vital domain for Al to learn hu-
man behavior, it is absent in C-EVAL, and its
chapter-level (we use the chapter name instead of
concept instance to calculate due to the budget lim-
itation of GPT-4) concept coverage in CMMLU is
only 59%. Questions with such an extremely low
concept coverage rate could potentially mislead
developers. Given the diverse range of subjects
within psychology, it’s not surprising that the rep-
resentation of a single subject in CMMLU is low.
However, even for fields like advanced mathemat-
ics, which naturally focus on a single subject, the
coverage rate remains low.

Compared to CMMLU, which uses general task
names (e.g., computer science), C-EVAL employs
more specific subject names, which facilitates the
collection of accurate required concepts. Therefore,
we further calculate the coverage rate of different
subjects within various disciplines in C-EVAL (Ta-
ble 1). High School History and Marxism have
relatively high coverage rates, but they only reach
around 70%. The average coverage rate is only
54%, which might be lower than what users expect
based on the average scores reflecting the number



Category #C #Q Lg La
In terms of subject

Clinical & Counseling Psy- 56 156 389 12.0
chology

Psychology of Personality 91 318 36.7 11.1
Abnormal Psychology 89 268 358 124
History of Psychology 126 472 274 105
General Psychology 183 605 353 94
Psychometrics 115 368 432 10.1
Social Psychology 169 559 262 137
Management Psychology 88 315 372 104
Psychological Statistics 99 311  57.0 84
Experimental Psychology 141 413 593 93

Developmental Psychology 159 580 30.7 113

Educational Psychology 67 208 429 115
In terms of split

Dev - 60 - -

Valid - 428 - -

Test - 4085 - -

Total 1383 4573 - -

Table 5: Statistics of ConceptPsy. The column “#C”
indicates the number of concepts we have annotated for
each subject, with each concepts generating 4 questions
and filtered by professional psychological annotators.
The number of questions obtained after the review pro-
cess is displayed in the column “#Q”. L and L 4 is the
average length of a question and answer separately.

of concepts in these subjects.

2.2 Variations in Performance Across
Different Concepts

Setup Based on the questions categorized into
various chapter-level concepts as discussed in §2.1,
we further calculate the variance in model perfor-
mance across these different concepts.

The various of performance across different
chapters is large. A high variance across dif-
ferent concepts can exacerbate the impact of a
low concept rate on the average score, making it
more misleading. As illustrated in Table 3 and 4,
strong models like GPT-3.5-Turbo(OpenAl, 2022)
exhibit a standard deviation exceeding 10% across
different chapters. We also test open-source mod-
els such as Baichuan2-13B(Yang et al., 2023a) and
Qwenl.5-MoE-A2.7B (Bai et al., 2023). They con-
tinue to demonstrate a standard deviation of over
10% on subjects sampled from different disciplines.

3 ConceptPsy

For popular Chinese MMLU benchmarks, C-EVAL
lacks the critical field in human society: psychol-
ogy. While CMMLU reflects the model’s related
ability in psychology with an average score derived

from 232 questions, its chapter-level (84 chapters)
concept coverage rate is only 59%, the instance-
level (1383 instances ). These findings highlight
the urgent need for an MMLU-style psychology
benchmark with low concept bias. Instead of only
providing an average accuracy, we also label each
question a chapter-level concept to provide more
fine-grained results.

3.1 Overview

We introduce ConceptPsy to address the problem
that the psychology is either absent in some MMLU
benchmarks or represented with a concept bias
question set. Inspired by the findings in Section 2,
we design ConceptPsy with the objective of pro-
viding a conceptually comprehensive benchmark.
Unlike the collection process of previous MMLU
benchmarks, where questions are directly collected
from public database, collecting questions for each
concept can be challenging due to copyright is-
sues. To address this, we propose generating high-
quality questions using the powerful GPT-4 model.
As shown in Figure 4, we select 12 core subjects
based on the renowned undergraduate psychology
program at Peking University. For each subject,
we manually collect required concepts based on
the National Post-graduate Entrance Examination.
To ensure the quality of generated questions, we
carefully design prompts based on the question
types of the Professional Counselor Examination?.
We then hire professional psychological annota-
tors to review these questions to ensure the qual-
ity. Additionally, we manually tag each question
with a chapter-level concept (the name of the chap-
ter where the concept is found). This provides a
more fine-grained performance measure to assist
developers in evaluating and refining their models.
ConceptPsydiffers from CMMLU and C-EVAL in
the following ways:

* Low Concept Bias: ConceptPsycovers all
required concepts according to the graduate
school entrance examination for the 12 core
subjects in psychology.

* Fine-grained Score: Instead of only provid-
ing an average score for the whole subject, we
also provide a chapter-level concept score.

* Focus on Psychology: ConceptPsy concen-
trates on the psychology domain, aiming to

Zhttps://jcpx.psych.ac.cn/



1. rationality of concepts;

2. rationality of generated questions;

3. the match between concepts and the correponding generated
questions;

4. the match between concepts and the choices in the
correponding generated questions;

Things to Note

| L

1. If the generated questions do not match the corresponding
concepts, delete the question.

2. If the generated question are of low quality, delete the
questions.

3. Ensure that there is only one correct answer among the choices.
4. If more than one correct answer is found in the generated
choices, please modify the answers while retaining the question.

5. When modifying the questions, consensus must be reached by
at least three psychological counselors.

N J

Figure 5: The review rules the question review process
are as follows. Professional psychological annotators
will filter, modify, and review the generated questions
based on these requirements.

tackle the absence and concept bias issues in
psychology within previous MMLU bench-
marks.

3.2 Data Collection

Subject Selection Our selection of 12 core stan-
dard subjects (shown in Table 5) within the disci-
pline of psychology has been meticulously consid-
ered in accordance with both higher education stan-
dards and professional qualification requirements.
We select 11 courses from the Peking University
Core Curriculum Handbook for Undergraduate Pro-
gram. Additionally, we included Psychological
Counselling as a fundamental subject within our
data set to adhere to professional qualification cri-
teria.

Concepts Collection The Graduate Entrance Ex-
amination is an official test that evaluates the pro-
fessional knowledge acquired by undergraduate
students. We collect concepts based on the require-
ment of the 12 subjects in this exam. An example
of our method for recording concept is depicted in
Figure 6. To improve the quality of generated ques-
tions, we provide the GPT-4 model not only with
the concepts but also with the first/second level
chapter names.

To generate high-quality questions, we meticu-
lously design prompts by analyzing professional
exam question types and categorizing them into

TR PRI RNTR AL T Co B A 2 o ) 20 S0 TR o o B A ) 4 22

The knowledge point I'm providing you with is located in the section on classical
measurement theory within psychometrics, specifically about the errors in
psychological measurement.

LRI EIR A2

The knowledge point I'm providing you with is:

Knowledge points for knowledge-based/cased study type quetions
FEAL R 22 (¥ 58 3o A Eh S5 00 110 716 DR A R 5 7 PR AR v ff R0 A8 — 0¥ 2802
H AR IR 2K 51 AL A T IR ZE R B LR 2 ...

Definition of random error: It refers to the inaccurate and inconsistent effects
caused by factors unrelated to the measurement purpose. The irregular
errors caused by random factors are known as random errors...

Knowledge points for cased study type quetions
BEMLIRZ: CUR RG], BT TR 8Eh 51 iR 2 R BALR 2, AT REfEE
FAEAEAT 7T EREEC; BT HEREAESRIIRER RGIRE. ...
Random Error: For instance, in shooting, hand tremors cause random error,
potentially making the bullet deviate from the target in any direction.
Improper sighting results in systematic error...

Knowledge points for calculation type quetions
WRARE (Random Errow) FnkfliRZE, Ml EKH (n) RH RN, b
HURZE S $\sum\limits_{i=1}"n RE_i=08......
Using RE (Random Error) to denote random error, when measurement
count (n) is large, the total random error: $\sum\limits_{i=1}*n RE_i=08$.....

N %

Figure 6: An example of an annotator assigning a suit-
able prompt to a concept. For the concept “random
error”’, we collect multiple descriptions. The appropri-
ate prompt is assigned based on the type of description
provided.

three groups: (1) Calculation; (2) Theory under-
standing; (3) Case Study. As shown in Figure 6,
we assign an appropriate question type based on
the category of the knowledge point during ques-
tion generation. We utilize four types of prompts
(details can be found in Appendix H). Three of
these prompts are used to generate the three types
of questions, and the fourth type is used to generate
all three types of questions for the same concept
simultaneously. Figure 14 provides an example of
a calculation type multiple-choice question. To en-
sure a relatively even number of questions for each
concept, we generate four questions per concept.

3.3 Questions Review

After using GPT-4 to generate the questions, three
professional psychological annotators will review
each one to ensure the quality of the dataset. We
primarily review the correctness of the questions
and filter out those that are unreasonable. The rules
and precautions for question review are shown in
Figure 5. The annotators will check the rationality
of the knowledge points, the questions, and their
relationship. If there are errors in a question, mod-
ifications require a consensus from at least three
psychological counselors to reduce subjective bias
and mistakes.
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Counseling Personality Psy Psy Psy  chometrics Psy Psy Statistics Psy Psy Psy
Chinese-Alpaca-2-78  0.59 0.58 0.59 0.52 0.45 0.51 0.63 0.62 0.46 0.58 0.59 0.67 0.57
Llama-2-13B-Chat 0.66 0.62 0.65 0.56 0.54 0.57 0.66 0.63 0.48 0.57 0.58 0.66 0.6
Chatglm2-6B 0.71 0.63 0.68 0.63 0.62 0.62 0.69 0.64 0.54 0.64 0.66 0.72 0.65
Llama-2-70B-Chat 0.74 0.66 0.73 0.62 0.61 0.59 0.75 0.7 0.52 0.63 0.69 0.69 0.66
Mistral-7B-Instruct 0.73 0.65 0.66 0.59 0.62 0.63 0.71 0.72 0.52 0.65 0.66 0.74 0.66
Baichuan2-7B-Chat 0.72 0.69 0.77 0.65 0.67 0.66 0.75 0.72 0.53 0.66 0.7 0.76 0.69
Baichuan2-13B-Chat 0.78 0.73 0.8 0.68 0.73 0.69 0.82 0.75 0.6 0.71 0.74 0.83 0.74
GPT-3.5-Turbo 0.78 0.74 0.8 0.67 0.73 0.7 0.82 0.8 0.64 0.74 0.77 0.81 0.75
Mixtral-8x7B-Instruct 0.82 0.76 0.78 0.65 0.73 0.7 0.83 0.78 0.71 0.73 0.74 0.79 0.75
Qwen1.5-7B-Chat 0.83 0.75 0.84 0.66 0.75 0.67 0.79 0.81 0.61 0.72 0.73 0.83 0.75
Internlm2-78-Chat 0.86 0.75 0.84 0.68 0.78 0.7 0.82 0.82 0.62 0.75 0.78 0.81 0.77
Yi-6B-Chat 0.85 0.78 0.89 0.71 0.84 0.7 0.85 0.86 0.62 0.72 0.78 0.83 0.79
Qwen1.5-72B-Chat 0.87 0.74 0.89 0.8 0.81 0.77 0.88 0.87 0.38 0.77 0.83 0.85 0.79
Qwen1.5-14B-Chat 0.86 0.8 0.85 0.72 0.83 0.72 0.83 0.85 0.67 0.81 0.79 0.85 0.8
Yi-34B-Chat 0.92 0.84 0.91 0.81 0.86 0.78 0.88 0.9 0.69 0.84 0.86 0.86 0.85

Table 6: Performances on ConceptPsywith different LLMs.

4 [Experiments

4.1 Dataset Statistics

We carefully select 12 psychology subjects, includ-
ing: clinical and counseling psychology, psychol-
ogy of personality, abnormal psychology, history of
psychology, general psychology, psychometrics, so-
cial psychology, management psychology, psycho-
logical statistics, experimental psychology, devel-
opmental psychology, educational psychology. We
manually collected 1383 concept instances from
the National Post-graduate Entrance Examination-
dataset. We generated 4 questions per instance, re-
sulting in 4573 high-quality questions after a rigor-
ous review and filtering process. Additionally, we
collected 84 chapter-level concepts and assigned
labels to each question to evaluate chapter-level
performance.

4.2 Setup

We evaluate a diverse set of strong models to ensure
a comprehensive evaluation. More details about the
models can be found in Appendix G . We conduct
the evaluations using a 5-shot method. We set the
temperature as 0, top_p as 1.0.

4.3 Results

In Table 6, we showcase the performance of popu-
lar Chinese LLMs. The Yi-34B-Chat model out-
performs, achieving an average score of 0.85, sur-
passing strong models such as Qwen1.5-72B-Chat
and GPT-3.5-Turbo. Both Qwen1.5-14B-Chat
and Qwenl.5-72B-Chat exhibit similar perfor-
mance, which may suggest a lack of train-
ing data in the psychology domain, prevent-
ing the models from leveraging their larger pa-
rameter counts. Many smaller Chinese mod-
els, such as Yi-6B-Chat and Qwen1.5-7B-Chat,
outperform larger and stronger models like

Mixtral-8x7B-Instruct, potentially due to the
former having more training data in Chinese. Most
models demonstrate lower performance in Psycho-
logical Statistics and Psychometrics compared to
other subjects, implying these models need to en-
hance their reasoning abilities in psychology.

4.4 Chapter-level Performance

ConceptPsyalso provides chapter-level perfor-
mance insights, offering more detailed informa-
tion. From Figure 7, we can understand why
the strong Qwen-72B-Chat model’s average score
is lower than the smaller model Yi-34b-Chat.
Qwen-72B-Chat underperforms Yi-34b-Chat in
most chapters, particularly in reasoning chap-
ters such as Applied Calculations in Statistical
Psychology or Statistical Charts. In contrast,
Mistral-8x7B-Instruct performs worse in theo-
retical chapters, possibly indicating a lack of corre-
sponding knowledge in its training data. All mod-
els perform poorly in non-parametric tests, sug-
gesting potential areas of improvement for devel-
opers. More chapter-level results can be found in
Appendix E

5 Related Works

5.1 Chinese MMLU benchmarks

While the evolution of English language bench-
marks continues to flourish (Hendrycks et al.,
2020; Huang et al., 2023; Li et al., 2023; Zhong
et al., 2023), Chinese MMLU benchmarks re-
main underdeveloped. The CLUE benchmark (Xu
et al., 2020) is a widely used large-scale NLU
benchmark for Chinese.The AGIEval benchmark
(Zhong et al., 2023) expands this with questions
from various Chinese exams, while MMCU (Zeng,
2023) includes questions from diverse domains.
MCU (Zeng, 2023) expands on this by collecting
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Figure 7: Concept-level results for models more than 34B, in addition to GPT-3.5-Turbo.

questions from a broader range of domains. The
C-EVAL benchmark (Huang et al., 2023) gathers
questions from different levels, including middle
school, high school, and professional qualification
exams, employing strategies to mitigate dataset
leakage by using non-paper-based questions and
simulation questions. ConceptMath (Wu et al.,
2024) also evaluates LLM’s ability in a concept-
wise manner. However, it differs from our work in
that it (1) focuses on mathematics, (2) is not a com-
prehensive MMLU benchmark, and (3) is released
more than three months after our work.

5.2 Benchmarks for LL.Ms in psychology

Although psychology is a crucial domain for
achieving artificial intelligence, there are currently
few benchmarks in this field. CMMLU has col-
lected hundreds of questions as "professional psy-
chology" to evaluate a model’s knowledge un-
derstanding and reasoning capabilities. Other
works (Yang et al., 2023b; Amin et al., 2023;
Lamichhane, 2023) approach this from a mental
health perspective, utilizing various classification

tasks, including various emotions, suicidal tenden-
cies, and more. PsyEval (Jin et al., 2023) further
expands in the mental health field by adding tasks
such as Diagnosis Prediction.

6 Discussion

This paper introduces ConceptPsy, the first com-
prehensive benchmark for manually collected psy-
chology concepts in the psychology domain. This
addresses the current issue where popular Chinese
MMLU benchmarks either lack psychology sub-
jects or have significant concept bias in psychology.
In addition to providing an average score for each
subject in ConceptPsy, we manually label each
question with a chapter-level concept to offer more
fine-grained results. This assists developers in bet-
ter improving and deploying their models. Further-
more, we conduct a case study on the presence of
concept bias in current Chinese MMLUSs, further
underscoring the urgent need for ConceptPsy.



Limitations

We have solely explored the concept-related bias
within the Chinese MMLU series of datasets and
have not investigated biases in other areas. Addi-
tionally, due to resource constraints, we have only
collected and analyzed the concepts from limited
subjects. Our work exclusively examines Chinese
benchmarks and does not extend to benchmarks in
other languages.

Ethics Statement

We have thoroughly examined our data to ensure
that there are no ethical issues. The data is gener-
ated by GPT-4, using concepts prescribed by the
National Entrance Examination for Postgraduates.
Furthermore, the generated data is subjected to
rigorous scrutiny by professional psychologists to
ensure its ethical soundness.
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Subjects Pro  Non-Pro
Clinical & Counseling Psychol- 0.85 0.28
ogy

Psychology of Personality 0.82 0.24
Abnormal Psychology 0.89 0.32
History of Psychology 0.73 0.22
General Psychology 0.9 0.26
Psychometrics 0.75 0.3
Social Psychology 0.82 0.16
Management Psychology 0.8 0.36
Psychological Statistic 0.78 0.2
Experimental Psychology 0.82 0.32
Developmental Psychology 0.83 0.16
Educational Psychology 0.82 0.16
Avg 0.82 0.25

Table 7: Human evaluation results of ConceptPsy. “Pro”
and “Non-pro” represent Professional Counselor and
Non-Professional Student respectively.

A  Human Evaluation

We also provide human performance on the subset
of ConceptPsy. Specifically, we randomly sam-
ple 50 questions from each of 12 subjects, total-
ing 600 questions. A professional counselor inde-
pendently completes all 600 questions, while ten
non-experts are each assigned different subjects for
evaluation. The results are shown in Table 7. The
professional counselor significantly outperforms
GPT-3.5, achieving an average score of 82%. How-
ever, the performance of non-expert undergradu-
ates and graduate students is poor, averaging 25%,
which is close to random. This underscores our
benchmark’s demand for specialized knowledge in
psychology and its effectiveness in distinguishing
whether a model has mastered these professional
concepts.

B Competition with Human-designed
Questions

We randomly selected 15-20 questions for each sub-
ject and an equivalent number of questions from
real exams available online. We shuffle the order
of the questions, presenting one generated and one
real question side by side, and ask two psychologi-
cal annotators to judge which was better or if there
was a tie. The averaged results are shown in Table
8. The “Win Rate” indicates the proportion of in-
stances where our generated questions were rated
better than the real ones. As can be seen, the ma-
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Subjects Win Rate Tie Rate
Clinical & Counseling Psychology 0 0.8
Psychology of Personality 0 0.9
Abnormal Psychology 0 0.8
History of Psychology 0.1 0.8
General Psychology 0.1 0.9
Psychometrics 0.1 0.7
Social Psychology 0.82 0.16
Management Psychology 0.1 0.8
Psychological Statistic 0.4 0.5
Experimental Psychology 0.2 0.7
Developmental Psychology 0.4 0.4
Educational Psychology 0.3 0.7
Avg 0.27 0.62

Table 8: We hire two professional counselor to compete
the quality of generated questions and human-designed
questions.

jority of the generated questions matched or even
surpassed the performance of actual exam ques-
tions. This success can be attributed to two factors:
1) our prompts are a carefully designed summary
of the question types found in Chinese psychologi-
cal professional examinations; 2) GPT-4’s robust
capabilities in synthetic data.

C Chapter-level Statistic of ConceptPsy

In Table 9 and Table 10, we present the chapters of
each subject along with the corresponding number
of concepts and questions.

D Experiments Details of Calculating
Concept Coverage Rate

To calculate the concept coverage rate, the chal-
lenge lies in obtaining the required concepts in a
subject. For advanced math, we first collect its
chapters and the concepts under different chapters
based on relevant exam requirements. We initially
prompt GPT-4 to classify each question into differ-
ent chapters, then prompt GPT-4 to further classify
the question into specific instance-level concepts.
We calculate the concept coverage rate and per-
formance variance based on the concepts covered
by these questions. This hierarchical classification
allows for more accurate categorization.

For psychology in CMMLU, due to the vast num-
ber of concepts, prompting GPT-4 with these con-
cepts in the input prompt each time is too expensive,
so we use chapter-level concepts. We collect 84
chapter names according to the requirements, and
classify each question into one or more chapters.



For other subjects, manually collecting concepts
is too costly, and it’s impossible to collect concepts
for each subject. We prompt GPT-4 to generate
a 3-level syllabus for the subject as the required
concepts. We then prompt GPT-4 to categorize
each question into one or more first-level headings
in the syllabi. We further classify them into the
second- and third-level headings under the selected
first-level headings.

E More Results on Fine-grained
Performance

We provide more chapter-level results in this Figure
8, 9.

F Qualifications of Our psychology
Annotators

Our psychological annotators is professional. We
enlist three psychological annotators with diverse
expertise. The first is a postdoctoral researcher
specializing in experimental and counseling psy-
chology. The second is a registered psychology
researcher with the British Psychological Society
with five years of research experience in interdis-
ciplinary psychology laboratories. The third, a
counseling psychologist, brings over three years of
practical counseling experience.

G Details About Evaluated Models

The evaluated models include
Chinese-Alpaca-2-7B(Cui et al., 2023),
Chatglm-6B(Du et al., 2022), Chatglm2-6B(Du
et al., 2022), Llama-2-13B-Chat(Touvron
et al., 2023), Llama-2-70B-Chat(Touvron
et al.,, 2023), Baichuan2-7B-Chat(Yang et al.,
2023a), Baichuan2-13B-Chat(Yang et al.,
2023a), Mistral-7B-Instruct-v@.2(Jiang et al.,

2023), Mixtral-8x7B-Instruct-v@.1(Jiang
et al, 2024), Qwen1.5-7B-Chat(Bai et al.,
2023), Qwen1.5-72B-Chat(Bai et al.,
2023), Qwen1.5-14B-Chat(Bai et al.,
2023), Internlm2-7B-Chat(Cai et  al.,
2024), VYi-6B-Chat(AI et al., 2024), and

Yi-34B-Chat(Al et al., 2024). The model codes
can be found in Table 11 . We evaluate these
models with vLLM (Kwon et al., 2023).

H Prompts for Questions Generation

We totally design four distinct prompts to steer
GPT-4 in generating questions based on provided
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knowledge points. In designing these prompts, we
have taken into account several guidelines. Firstly,
the generated questions should exhibit a high level
of difficulty and complexity. Secondly, while gen-
erating questions, GPT-4 should primarily rely on
the given knowledge points, but it can also incorpo-
rate its inherent psychological knowledge. Thirdly,
each knowledge point unit may yield multiple ques-
tions, but the content, type, or perspective of the
questions should be distinct.

Figures 10, 11, 12, and 13 show the specific
prompts that we have inputted into GPT-4. These
prompts have been meticulously designed, with
each one being tailored to control the generation of
a different kind of question. The first three prompts
correspond to generating Theory understanding,
Case study, and Calculation type questions, respec-
tively, while the last one encompasses all of the
aforementioned types. We choose the appropri-
ate prompt for each knowledge point based on its
content.
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Figure 8: Concept-level results for models wi 14 Billion parameters
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Subject Chapter #C #Q
History of Clinical and Counseling Psychology 4 13
Basic concepts of psychotherapy and counseling 3 7
. . Characteristics of the therapeutic relationship and its influences 10 32
Clinical & Counseling Psychology Work Ethics in Clinicr;l and Counseling Psychology 5 16
Research Methods in Clinical and Counseling Psychology 8 25
Theory and Practice of Counseling and Psychotherapy 25 63
Basic Concepts of Personality Psychology 12 43
Psychoanalytic School 23 84
Behaviorist school of personality theory 10 37
. Cognitive School 9 33
Psychology of Personality Humanistic School 11 40
Personality Trait Theory 18 57
Biological School 4 13
Positive Psychology 4 11
Basic Concepts of Abnormal Psychology 17 60
Anxiety Disorders 26 81
Mood Disorders 7 19
Abnormal Psychology Eating Disorders 6 18
Personality Disorders 14 40
Substance Dependence 10 28
Childhood Mental Disorders 8 22
The Origins and Establishment of Western Psychology 17 62
Psychology of Consciousness 40 154
Behaviourist Psychology 21 82
History of Psychology Psychoanalysis 25 93
Cognitive Psychology 13 48
Humanistic Psychology 8 30
History of Chinese Psychology 1 3
Basic Concepts in General Psychology 15 48
Biological Basis of Mind and Behaviour 9 33
Consciousness and Attention 15 51
Sensation 15 46
Perception 17 60
Memory 16 53
General Psychology Thinking 21 67
Speech 7 21
Moods and Emotions 15 50
Motivation, Needs & Will 15 52
Competencies 15 50
Personality Theory 22 74
Basic Concepts in Measurement Psychology 12 41
Psychometrics Classical Measurement Theory 24 91
Basic Concepts of Psychological Testing 40 105
Commonly Used Psychological Tests 39 129

Table 9: Details of the number of Concepts and Questions in each Chapter.
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Subject Chapter #C #Q

History of Social Psychology 40 134
Social Thinking 48 163
Social Psychology Social Relations 27 94
Social Influence 2479
Basic Concepts of Social Psychology 30 89
Management Philosophy 18 65
Organizational Motivation 18 80
Management Psychology Leadership Theory 18 65
Organizational Theory 33 105
Basic Concepts in Statistical Psychology 3 12
Statistical Charts 5 15
Concentration 3 13
Measures of Variation 7 34
Correlation 2 5
. . Mathematical Basis of Inferential Statistics 16 65
Psychological Statistics Parameter Estimation 13 28
Hypothesis Testing 13 53
Applied Computing in Statistical Psychology 21 62
Chi-Square Tests 2 5
Non-Parametric Tests 2 8
Preliminary Multivariate Statistical Analysis 2 11
Basic Concepts of Experimental Psychology 3 12
Variables in Psychological Experiments 23 75
. Design of Psychological Experiments 12 38
Experimental Psychology : React}ilon Ting;e Methgd 9 33
Psychophysical Methods 40 97
Major Psychological Experiments 47 158
Basic Concepts in Developmental Psychology 5 24
Basic Theories of Psychological Development 19 90
Biological Basis of Psychological Development and Fetal Development 9 33
Intelligence 9 34
Developmental Psychology Emotions 8 34
Early Childhood Psychological Development 36 114
Child Psychological Development 27 90
Adolescent Psychological Development 18 60
Psychological Development in Adulthood 27 101
Basic Concepts of Educational Psychology 6 18
. General Psychology of Learning 6 21
Educational Psychology Major Theories of Learning 29 100
Categorical Learning Psychology 25 69

Table 10: Details of the number of Concepts and Questions in each Chapter (Cont.)
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Figure 9: Concept-level results for some other models

Model Name

Model Code/API

Chinese-Alpaca-2-7B(Cui et al., 2023)
Chatglm2-6B(Du et al., 2022)

Llama-2-13B-Chat(Touvron et al., 2023)
Llama-2-70B-Chat(Touvron et al., 2023)

Baichuan2-7B-Chat(Yang et al., 2023a)

Baichuan2-13B-Chat(Yang et al., 2023a)

hfl/chinese-alpaca-2-7b
THUDM/chatglm?2-6b
meta-llama/Llama-2-13b-chat-hf
meta-llama/Llama-2-70b-chat-hf
baichuan-inc/Baichuan2-7B-Chat
baichuan-inc/Baichuan2-13B-Chat

Mistral-7B-Instruct-v@.2(Jiang et al., 2023) mistralai/Mistral-7B-Instruct-v(.2
Mixtral-8x7B-Instruct-v@.1(Jiang et al., 2024) mistralai/Mixtral-8x7B-Instruct-v0.1
Qwen1.5-7B-Chat(Bai et al., 2023)
Qwen1.5-72B-Chat(Bai et al., 2023)
Qwen1.5-14B-Chat(Bai et al., 2023)
Internlm2-7B-Chat(Cai et al., 2024)

Yi-6B-Chat(Al et al., 2024)

Yi-34B-Chat(Al et al., 2024)
GPT-3.5-Turbo(OpenAl, 2022)

Qwen/Qwen1.5-7B-Chat
Qwen/Qwen1.5-72B-Chat
Qwen/Qwen1.5-14B-Chat
internlm/internlm?2-chat-7b
01-ai/Yi-6B-Chat
01-ai/Yi-34B-Chat

Azure api: gpt-35-turbo

Table 11: Model code/API of our evaluated models.
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PR — A EDCT (R B TROB BN, TR AR 25 1 RO 31 2 6 VR e 2 ke DU S 2 5 PR AT v M BE Y R DU 4R, L
FIRYELE BRI s, RIS EAERHE 1MAR, ERFAEX AR AABRA NI MRS TR2SESE 2 NA,
VUSE R H RS N A 5L, AT PG5 A4 (B ARAR L . L H BLAA PRtk B AR T R4 S0
@Wﬁﬁoﬁﬁﬁﬁi%iﬁﬂﬁﬁﬁﬁﬁﬁﬂﬁ%,ﬁ#%%ﬂ@%ﬁﬁﬁﬂﬁuﬁ%ﬁ%ﬂﬁﬁﬁﬂﬁ*?%ﬁ
AT

BRERMMALRRT RREES]
WAERHFIREN: [ARA]

AR D EZR &1 B xR, BRI & R RSB A2 TE 4 H & AT .

You are a test question designer for a Chinese [Subject] examination. Please generate four multiple-choice questions that are
integrative and of high difficulty based on the given psychological concepts. The questions should be based on the given
concepts, and at the same time, integrate your knowledge in [Subject]. They should require the test takers to have a deep
understanding of the concepts. The concepts might encompass multiple contents. The four questions should assess different
aspects to fully evaluate the test taker's level of understanding. The questions should be challenging, aimed at examining
whether the test taker possesses the qualified credentials of a psychological counselor. The questions should require the test
takers to integrate and think about the concepts rather than simply recalling the content. Only one of the four options in the
question is the correct answer. Only one of the four options in the multiple-choice question is correct.

The concepts you have provided belong to [the chapter of concepts].
The concepts are as follows: [concepts].

Please provide the correct answers and explanations for the four comprehensive and challenging multiple-choice questions you
have formulated.

Figure 10: Theory understanding

PR—A P E T TREE TR BN, R 45 52 0o B 22 R o A D 38 255 5 e RV v 2 £ 2491 A 11 ERL TG
. FRRATRES O T2 A NA, TG MAARFER A AE . IRFEE e N REA BIUE R i — AR A A
RV EILRB), PRI S B . 7 SRS AR L, RN 45 A A CRE B T U AR, BERE A0 A
WA BIRA B AR M H AR BRARTE, BB AR T R A G L B A M B 0T, A SR A ik ek
ITEEBZE, AR LR A A B MDA IR A AR IER .

RERKMRABT [FRRTES]
WA VRBI AR RN AR

AR RINUE SR S BB, IER& PRI SRR R 42 154 & BT .

You are a test question designer for a Chinese [Subject] examination. Please generate four comprehensive and high-difficulty
single-choice questions for case analysis based on the given psychological concepts. The concepts may contain multiple
contents, and the four questions should examine different contents. You need to first generate a real case related to the
knowledge point for each single-choice question, then formulate a single-choice question based on the case. The questions
should be based on the given concepts, and also integrate your knowledge in the [Subject] field, requiring test takers to have a
deep understanding of the concepts. The questions should be challenging, aimed at determining whether the test taker has the
qualified qualifications of a psychological counselor. The questions should require the test takers to integrate and think about
the concepts, rather than merely recalling the content of the concepts. Only one of the four options in the multiple-choice
question is correct.

The concepts you have provided belong to [the chapter of concepts].
The concepts are as follows: [concepts].

Please provide the correct answers and explanations for the four comprehensive and challenging multiple-choice questions you
have formulated.

Figure 11: Case Study
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P — A BT[RBT RN, VAR 25 7 10 B 232 0 TR U A e Y T 25 v o P ) T B S0k 3. B ) AR
SRR L, RN S5 S 1EAE CREHE 10U AR, R AT AR A BUR A B AR . VY TE R H RS 7] £ 525 2 R
m DA A B L . B E N Bt DLERE AR B S i OB S WM B 5. i E M ZREE
SRR AT A A, TR (A S 2SR s A . R AN TR A — AN IR

BRAERNFRGET [FMRRFERET]
WARKFREN: [FHRR]

IBAARH P TE SR A 1 Hom X LR, IEAA S B R AT R B A I PR AT 42 145 13 RN -

You are a test question designer for a Chinese [Subject] examination. Please generate four difficult multiple-choice questions in
the type of calculation based on the given psychological concepts. The questions should be based on the given concepts and
also combine your knowledge in the [Subject] field, requiring test takers to have a deep understanding of the concepts. The
four questions should evaluate the concepts from different angles to fully assess the test taker's level of understanding. The
questions should be challenging to examine whether the test taker possesses the qualified qualifications of a psychological
counselor. The questions should require the test takers to integrate and think about the concepts, rather than merely recalling
the content of the concepts. Only one of the four options in the multiple-choice question is correct.

The concepts | provide belong to [Chapter of the concepts]
The concepts | provide are: [concepts]

Please provide the correct answers and explanations for the four comprehensive and challenging calculation-type multiple-
choice questions you have formulated.

Figure 12: Calculation

PR — A E ST (R B T RIE BN, TR 40 R A0 12 AR VR A b DU S v i 2 RIS 4 R . R ) SR 4 4 7 R
W, RIS ETE R E ] SO AR, SERE AR A A BRI B AR . PO H R CL R R i 1) #ip
g 2) VR 3) B M. VUIEH M A SN, LA DA S AR B AR . B SR
it DLBRZE AR S A S I OB S W R . i BRI AR AR G AT S B, T A S E 2 R
RN BRI ETUE R IR .

AR ARRBET R RRERET]
WAERBFIR LN [ARA]

AR B P E LR A o LR, IR A BRI R A2 T4 3 AT -

You are a test question designer for a Chinese [Subject] examination. Please generate four high-difficulty multiple-choice
guestions based on the given psychological concepts. The questions should be based on the given concepts, and also
incorporate your knowledge in the [Subject] field, requiring test takers to have a deep understanding of the concepts. The four
questions should be selected from the following types: 1) Theoretical Understanding; 2) Calculation; 3) Case Analysis. The four
questions should evaluate the concepts from different angles to fully assess the test taker's level of understanding. The
questions should be challenging, aimed at determining whether the test taker has the qualified qualifications of a psychological
counselor. The questions should require the test takers to integrate and think about the concepts, rather than simply recalling
the content of the concepts. Only one of the four options in the multiple-choice question is correct.

The concepts you have provided belong to [the chapter of concepts].
The concepts are as follows: [concepts].

Please provide the correct answers and explanations for the four comprehensive and challenging multiple-choice questions you
have formulated.

Figure 13: multiple type prompt
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PR — A ESRT L2515 BB, TR RS 45 8 0 L2 R VR o A P DY T A v A S T B R I AR
SERRRL, RIS S AE O A7 20 GUBIFIR, EORFE AN RN A BRI B AR . DUE B E AN [F] A 5 200
WL, DAAT PP 5 A (B ARAR . AL H RO R PR, BT R A SN CEEITE . &8 HNERE
AR R AT RS AUESE, TR S FAZ AR A A

WA AR RRT AR R T 55 ]
REFIRII AR RN [T

AR Y E SR S BB, BRI & SR ROTHEL LR A2 T4 & AT

As an exam question setter for psychological statistics in China, you have requested the generation of four
challenging questions based on given concepts in the psychological statistics domain. These questions
should require a deep understanding of the concepts by combining the provided topics with your expertise
in the field of psychological statistics. Each of the four questions should examine the concepts from
different perspectives, aiming to comprehensively evaluate the candidates' level of understanding ...

The concepts you have provided belong to [the chapter of concepts].
The concepts are as follows: [concepts].

Please provide the correct answers and explanations for the four comprehensive and challenging
calculation questions you have formulated.

Figure 14: The question generation prompt template (translated in English), which is primarily designed for
generating the type of calculation questions.

PATR & r [ 0% T8 B0 B 27 2 i PR B IR R R, 1 a2t L P R IE A 22
The following are multiple-choice questions about Management Psychology in China, Please select the
correct answer.

... [5-shot examples]...

MR A2 NRBCE BN, DURIRAS SRS T T3 e 52 AR S oA 20
According to the management principle of Social Man Hypothesis, which of the following strategies is the
most effective in improving employee motivation?

A DR BRI 25 4K

only providing generous financial rewards

B. iR L5 5 REMT 18

encouraging employee participation in decision-making and discussions
C. &ML 0 L4756 5 AT 55

regularly organizing employees to perform competitive tasks

D. I 53 AE [ BA o M S AT A B

emphasizing employees' status and authority within the team

BER: B
Answer: B

Figure 15: An example of prompts in few-shot setting. The black text is what we feed into model, while the red text

is the response completed by model. The English translation for the Chinese input is provided in the purple text,
which is not included in the actual prompt.
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