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Abstract

In psychology, assessing the knowledge un-001
derstanding and reasoning ability of Large002
Language Models (LLMs) remains a substan-003
tial challenge. A key issue is the “concept004
bias” present in popular Chinese Massive Multi-005
task Language Understanding (MMLU) bench-006
marks. This bias stems from the collected ques-007
tions only cover a small set of necessary con-008
cepts. Previous Chinese MMLU benchmarks009
either lack the psychology discipline or only010
include a small subset of the required concepts.011
This low concept coverage rate can result in012
potentially misleading accuracy due to sub-013
stantial performance variations across differ-014
ent concepts, which could further misdirect015
model development and refinement. To address016
this issue, we introduce ConceptPsy, a bench-017
mark that comprehensively covers all college-018
level required concepts. In addition, we assign019
a chapter-level concept tag to each question,020
thereby enabling a more fine-grained evalua-021
tion. Our results indicates though some models022
achieving high average accuracy, they fail in023
specific concepts. In conclusion, as a valuable024
addition to the current MMLU benchmarks.025
We hope ConceptPsy can help developers to026
understand a their models’ ability at a concept-027
to-concept level, subsequently guiding them to028
develop their models.029

1 Introduction030

Massive Multitask Language Understanding031

(MMLU) (Hendrycks et al., 2020; Huang et al.,032

2023; Li et al., 2023; Zhong et al., 2023) bench-033

marks play a crucial role in the development of034

LLMs. These benchmarks provide average scores035

of each subject to give insights on a model’s036

knowledge understanding and complex reasoning037

abilities, and further guide developers in refining038

and deploying their models. Therefore, the fairness039

and accuracy of these scores are vital importance.040

However, in the domain of psychology, previ-041

ous MMLU benchmarks either lack this important042

correct

incorrect
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Figure 1: GPT-3.5-Turbo’s concept-wise performance
on Psychological Statistics. The x-axis represents the
sequence of concepts, arranged in the order they appear
in the textbook. The dashed circles represent sampled
questions. It can be observed that when the tested con-
cept in a sampled question only covers a subset, differ-
ent samplings can mislead people’s understanding of a
model. Although GPT-3.5-Turbo achieves an average
score of 75% upon re-running, its performance across
different concepts varies significantly.

area or solely rely on a single subject to evaluate 043

a model’s ability in this broad domain, which en- 044

compasses a wide range of professional subjects. 045

In this paper, we explore the issue of “concept bias” 046

in Chinese MMLU benchmarks. This bias implies 047

that the questions used for evaluation only cover 048

a small subset of the required concepts (Figure 049

1). For instance, consider a subject comprising ten 050

chapters, each contains dozons of concepts. If the 051

questions sampled only cover the concepts from the 052

first three chapters, the accuracy can only reflect 053

the performance on a subset instead of the subject. 054

We study the concept bias issue in the psychology 055

domain of previous MMLU benchmarks and ob- 056

serve a low concept coverage. Consequently, the 057

accuracy derived from biased questions can differ 058

from people’s understanding, potentially mislead- 059

ing developers. This bias can become more severe 060

if an LLM’s performance fluctuates significantly 061

across different concepts. 062

To mitigate the lack of a comprehensive bench- 063
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History of Clinical and Counseling Psychology
Basic Concepts of Psychotherapy and Counseling
Characteristics of the Therapeutic Relationship and Its Influencing Factors
Ethics in Clinical and Counseling Psychology
Research Methods in Clinical and Counseling Psychology
Theory and Practice of Counseling and Psychotherapy

Basic Concepts of Personality Psychology
Psychoanalysis
Behaviorism
Cognitivism
Humanism
Personality Trait Theory
Biological School
Positive Psychology

Basic Concepts of Abnormal Psychology
Anxiety Disorders
Mood Disorders
Eating Disorders
Personality Disorders
Substance Dependence
Childhood Mental Disorders

The Origins and Establishment of Western Psychology
Psychology of Consciousness
Behaviorist Psychology
Psychoanalysis
Cognitive Psychology
Humanistic Psychology
History of Chinese Psychology

Basic Concepts of General Psychology
Biological Basis of Mind and Behavior
Consciousness and Attention
Sensation
Perception
Memory
Thinking
Speech
Moods and Emotions
Motivation, Needs & Will
Competencies
Personality Theory

Basic Concepts in Measurement Psychology
Classical Measurement Theory
Basic Concepts of Psychological Testing
Commonly Used Psychological Tests

Basic Concepts of Educational Psychology
General psychology of learning

Major Theories of Learning
Categorical Learning Psychology

Basic Concepts in Developmental Psychology
Biological Basis of Psychological Development and Fetal Development

Basic Theories of Psychological Development
Intelligence Development

Emotions Development
Early Childhood Psychological Development

Child Psychological Development
Adolescent Psychological Development

Psychological Development in Adulthood

Basic Concepts of Social Psychology
History of Social Psychology

Social Thinking
Social Relations
Social Influence

  
  
  
  
  

Management Philosophy
Organizational Motivation

Leadership Theory
Organizational Theory

  
  
  
  
  

Basic Concepts in Statistical Psychology
Statistical Charts

Concentration
Measures of Variation

Correlation
Mathematical Basis of Inferential Statistics

Parameter Estimation
Hypothesis Testing

Applied Computing in Statistical Psychology
Chi-Square Tests

Non-parametric Tests
Preliminary Multivariate Statistical Analysis

Basic Concepts of Experimental Psychology
Variables in Psychological Experiments

Design of PsychologicalExperiments
Reaction Time Method

Psychophysical Methods
Major Psychological Experiments

  
  
  
  
  
 

  
  
  
  
  
 
 
 
 

  
  
  
  
  
 
 
 
 
  
  
  

Figure 2: Diagram overview of concepts in ConceptPsy. We sample questions based on the requirement of the
National Post-graduate Entrance Examination in China. Each question is tagged with a modified chapter name,
serving as the chapter-level concept, to further provide chapter-level accuracy.

mark for concepts in psychology„ we present Con-064

ceptPsy, the first comprehensive, concept-wise065

MMLU-style benchmark in the psychology do-066

main. ConceptPsy includes 12 college-level sub-067

jects according to the curriculum of Peking Uni-068

versity 1. For each subject, we manually gather069

all concepts (illustrated in Figure 3) based on the070

requirement of National Post-graduate Entrance Ex-071

amination. Unlike the traditional collecting process072

of accumulating questions to meet a target number,073

collecting questions for each concept is challeng-074

ing due to the volume of concepts and copyright075

restrictions. To overcome this, we propose a ques-076

tion generation framework aided by the power of077

GPT-4, followed by a review process conducted by078

professional psychological counselors. We label079

each question a chapter-level concepts based on080

the chapter of its tested concepts. Chapter-level081

concepts differ from the concepts used for question082

generation. The former uses chapter titles, while083

the latter refers to a knowledge unit (Figure 3). This084

1Training Programs of Peking University

concept-level accuracy helps developers to under- 085

standing their models’ knowledge and reasoning 086

capabilities in psychology, from both concept-to- 087

concept and comprehensive ways. 088

We also conduct a case study of concept bias 089

on popular Chinese MMLU benchmarks: C- 090

EVAL (Huang et al., 2023) and CMMLU (Li et al., 091

2023). Specifically, we assess the concept cover- 092

age and performance variance of different concepts. 093

The first metric reflects the coverage rate of the 094

required concepts tested by the sampled questions 095

for the subject. A higher performance variance can 096

lead to a more biased final average accuracy. Cal- 097

culating these two metrics is labor-intensive as it 098

requires the collection of the necessary concepts 099

within a subject. We manually gather these for two 100

subjects: Psychology and Advanced Mathemat- 101

ics. To further investigate the presence of concept 102

bias beyond psychology, we sample some subjects 103

based on different disciplines and prompt GPT-4 to 104

generate their chapter-level required concepts (sub- 105

ject outlines). We then prompte GPT-4 to catego- 106
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• Random error refers to the inaccurate and 
inconsistent effects caused by factors ...

•  A mean is a numeric quantity representing 
the center of collection of numbers and is ...

•  The mode, in statistics, is the value that 
appears most often in a set of data values... 

Concepts

Figure 3: Examples of concepts. We define a “concept”
as fundamental units of understanding that encapsulate
specific knowledge within a broader field of study.

Subject Coverage Rate

STEM

Computer Architecture 0.55
Computer Network 0.31
High School Biology 0.52

Social Science

High School Geography 0.48
Marxism 0.70

Humanity

High School History 0.76
Logic 0.47

Avg 0.54

Table 1: The concept coverage rate of randomly sam-
pled subjects, with chapter-level concepts generated by
GPT-4, as evaluated on C-EVAL.

rize each question under one or more chapter-level107

concepts. The experiments reveal that these popu-108

lar Chinese benchmarks have a low concept cover-109

age rate for each subject’s sampled questions, aver-110

aging only 54%. Furthermore, LLMs like Qwen1.5-111

MoE-A2.7B (Bai et al., 2023) shows a standard112

deviation of over 10% across different concepts,113

which further exacerbates the impact of concept114

bias on average accuracy.115

Finally, based on ConceptPsy, we conduct exten-116

sive experiments to evaluate a wide range of LLMs.117

Interestingly, while some models achieve high av-118

erage scores, they perform poorly on specific chap-119

ters or concepts, highlighting the importance of120

comprehensive concept-wise evaluation.121

Subject Benchmark #Questions #Concepts Coverage_rate

Professional Psychology
C-EVAL - - -
CMMLU 232 84 (chapter-level) 0.59

Advanced Math
C-EVAL 173 94 0.54
CMMLU 104 36 0.35

Table 2: The concept coverage rate of subjects with man-
ually collected required concepts. We prompt GPT-4 to
classify each question into one or more concepts and
subsequently calculate the coverage rate.

2 Case Study on Chinese MMLU 122

benchmarks 123

We conduct a case study to analysis the concept 124

bias in popular Chinese MMLU benchmarks: C- 125

EVAL (Huang et al., 2023) and CMMLU (Li et al., 126

2023). We define a concept as a fundamental unit 127

in the human learning process , and a chapter-level 128

concept as the modified chapter title where a tested 129

concept is located. For example, as illustrated in 130

Figure 3 , the “random error” can serve as a con- 131

cept when studying “random variables”. We study 132

concept bias from two perspectives: 1. concept cov- 133

erage rate (§2.1): the proportion of concepts tested 134

in the sampled questions to the total concepts re- 135

quired in a subject. 2. performance variance (§2.2): 136

the difference in model performance across various 137

concepts. 138

2.1 Analysis on the Concept Coverage 139

We define the “concept coverage rate” as the ra- 140

tio between the number of concepts Ccollection 141

tested by the collected questions and the num- 142

ber of concepts Crequirement required by the 143

subject:Concept coverage rate = Ccollection
Crequirement

. 144

In MMLU benchmarks, a question serves as an 145

effective tool to assess a model’s knowledge com- 146

prehension and reasoning ability about the concepts 147

being tested. Psychology is crucial for AI to com- 148

prehend human behavior. However, popular Chi- 149

nese MMLU benchmarks, such as C-EVAL, do not 150

include psychology. CMMLU includes a subject 151

called “professional psychology” represented by 152

232 questions, and uses the average score to reflect 153

a model’s ability in psychology. We study the con- 154

cept coverage rate in psychology for CMMLU. We 155

also sample various subjects from each discipline 156

to explore the potential existence of concept bias 157

in other subjcts. 158

Setup Firstly, we calculate the concept coverage 159

in psychology. We manually collect all college- 160

level concepts (total 1383 concepts) based on the 161
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Materials                          Concepts                            GPT-4

Prompt    
Template

Professional
Counselors

Generated 
Questions

ConceptPsy 

People

Figure 4: Overview of Our Concept-Driven Framework. We collect relevant concepts based on the requirements of
corresponding examinations. To diversify the types of questions, we summarize three question patterns from these
exams and design specific prompts for each type. Questions are then generated using GPT-4. Subsequently, we hire
professional psychological counselors to review the questions for accuracy and relevance.

Subject Benchmark min max mean std

Professional Psychology
C-EVAL - - - -
CMMLU 0.0 1.0 0.58 0.34

Advanced Math
C-EVAL 0.0 0.80 0.35 0.24
CMMLU 0.0 0.75 0.41 0.18

Table 3: Performance of GPT-3.5-Turbo on subjects
with manually collected required concepts across differ-
ent chapter-level concepts.

requirements of the National Post-graduate En-162

trance Examination in China. We deploy the ro-163

bust GPT-4 to categorize each question into one or164

more concepts. Due to the constraints of context165

length, rather than categorizing each question into166

specific concepts, we utilize chapter-level concept167

tags for each question. It’s important to note that168

this approach may yield a higher score than the169

instance-level concept coverage rate. Given the170

scarcity of psychology-related subjects in the ex-171

isting Chinese MMLU benchmark, we sampled172

some subjects from various disciplines (STEM,173

Social Science, Humanity) to further investigate174

the concept bias in current MMLU benchmarks.175

Manually collecting all required concepts for each176

subject is costly and impractical. Therefore, we177

randomly select advanced math and manually col-178

lect the concepts it requires. For the other sampled179

subjects, we carefully prompt GPT-4 to generate180

the first/second/third-level chapter names that rep-181

resent the required concepts for each subject. We182

also prompted GPT-4 to categorize each question183

to chapters. We calculated the coverage rate of the184

lowest-level headings to represent the concept cov-185

erage rate. More experiments details can be found186

in Appendix D.187

Subject Baichuan2-13B Qwen1.5-MoE-A2.7B

Computer Architecture 0.50±0.17 0.72±0.14
Computer Network 0.59±0.19 0.80±0.17
High School Biology 0.52±0.25 0.68±0.32
High School Geography 0.73±0.16 0.84±0.19
Marxism 0.88±0.10 0.96±0.03
High School History 0.59±0.33 0.80±0.29
Logic 0.46±0.36 0.60±0.34

Table 4: The mean and standard deviation of model
performance on randomly sampled C-EVAL subjects
across different chapters.

The concept coverage rate is Low. Although 188

psychology is an vital domain for AI to learn hu- 189

man behavior, it is absent in C-EVAL, and its 190

chapter-level (we use the chapter name instead of 191

concept instance to calculate due to the budget lim- 192

itation of GPT-4) concept coverage in CMMLU is 193

only 59%. Questions with such an extremely low 194

concept coverage rate could potentially mislead 195

developers. Given the diverse range of subjects 196

within psychology, it’s not surprising that the rep- 197

resentation of a single subject in CMMLU is low. 198

However, even for fields like advanced mathemat- 199

ics, which naturally focus on a single subject, the 200

coverage rate remains low. 201

Compared to CMMLU, which uses general task 202

names (e.g., computer science), C-EVAL employs 203

more specific subject names, which facilitates the 204

collection of accurate required concepts. Therefore, 205

we further calculate the coverage rate of different 206

subjects within various disciplines in C-EVAL (Ta- 207

ble 1). High School History and Marxism have 208

relatively high coverage rates, but they only reach 209

around 70%. The average coverage rate is only 210

54%, which might be lower than what users expect 211

based on the average scores reflecting the number 212
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Category # C # Q LQ LA

In terms of subject
Clinical & Counseling Psy-
chology

56 156 38.9 12.0

Psychology of Personality 91 318 36.7 11.1
Abnormal Psychology 89 268 35.8 12.4
History of Psychology 126 472 27.4 10.5
General Psychology 183 605 35.3 9.4
Psychometrics 115 368 43.2 10.1
Social Psychology 169 559 26.2 13.7
Management Psychology 88 315 37.2 10.4
Psychological Statistics 99 311 57.0 8.4
Experimental Psychology 141 413 59.3 9.3
Developmental Psychology 159 580 30.7 11.3
Educational Psychology 67 208 42.9 11.5

In terms of split
Dev - 60 - -
Valid - 428 - -
Test - 4085 - -

Total 1383 4573 - -

Table 5: Statistics of ConceptPsy. The column “#C”
indicates the number of concepts we have annotated for
each subject, with each concepts generating 4 questions
and filtered by professional psychological annotators.
The number of questions obtained after the review pro-
cess is displayed in the column “#Q”. LQ and LA is the
average length of a question and answer separately.

of concepts in these subjects.213

2.2 Variations in Performance Across214

Different Concepts215

Setup Based on the questions categorized into216

various chapter-level concepts as discussed in §2.1,217

we further calculate the variance in model perfor-218

mance across these different concepts.219

The various of performance across different220

chapters is large. A high variance across dif-221

ferent concepts can exacerbate the impact of a222

low concept rate on the average score, making it223

more misleading. As illustrated in Table 3 and 4,224

strong models like GPT-3.5-Turbo(OpenAI, 2022)225

exhibit a standard deviation exceeding 10% across226

different chapters. We also test open-source mod-227

els such as Baichuan2-13B(Yang et al., 2023a) and228

Qwen1.5-MoE-A2.7B (Bai et al., 2023). They con-229

tinue to demonstrate a standard deviation of over230

10% on subjects sampled from different disciplines.231

3 ConceptPsy232

For popular Chinese MMLU benchmarks, C-EVAL233

lacks the critical field in human society: psychol-234

ogy. While CMMLU reflects the model’s related235

ability in psychology with an average score derived236

from 232 questions, its chapter-level (84 chapters) 237

concept coverage rate is only 59%, the instance- 238

level (1383 instances ). These findings highlight 239

the urgent need for an MMLU-style psychology 240

benchmark with low concept bias. Instead of only 241

providing an average accuracy, we also label each 242

question a chapter-level concept to provide more 243

fine-grained results. 244

3.1 Overview 245

We introduce ConceptPsy to address the problem 246

that the psychology is either absent in some MMLU 247

benchmarks or represented with a concept bias 248

question set. Inspired by the findings in Section 2, 249

we design ConceptPsy with the objective of pro- 250

viding a conceptually comprehensive benchmark. 251

Unlike the collection process of previous MMLU 252

benchmarks, where questions are directly collected 253

from public database, collecting questions for each 254

concept can be challenging due to copyright is- 255

sues. To address this, we propose generating high- 256

quality questions using the powerful GPT-4 model. 257

As shown in Figure 4, we select 12 core subjects 258

based on the renowned undergraduate psychology 259

program at Peking University. For each subject, 260

we manually collect required concepts based on 261

the National Post-graduate Entrance Examination. 262

To ensure the quality of generated questions, we 263

carefully design prompts based on the question 264

types of the Professional Counselor Examination2. 265

We then hire professional psychological annota- 266

tors to review these questions to ensure the qual- 267

ity. Additionally, we manually tag each question 268

with a chapter-level concept (the name of the chap- 269

ter where the concept is found). This provides a 270

more fine-grained performance measure to assist 271

developers in evaluating and refining their models. 272

ConceptPsydiffers from CMMLU and C-EVAL in 273

the following ways: 274

• Low Concept Bias: ConceptPsycovers all 275

required concepts according to the graduate 276

school entrance examination for the 12 core 277

subjects in psychology. 278

• Fine-grained Score: Instead of only provid- 279

ing an average score for the whole subject, we 280

also provide a chapter-level concept score. 281

• Focus on Psychology: ConceptPsy concen- 282

trates on the psychology domain, aiming to 283

2https://jcpx.psych.ac.cn/
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1. rationality of concepts;
2. rationality of generated questions;
3. the match between concepts and the correponding generated 
questions; 
4.  the match between concepts  and the choices  in  the 
correponding generated questions;

Check List

1. If the generated questions do not match the corresponding 
concepts, delete the question.
2. If the generated question are of low quality, delete the 
questions.
3. Ensure that there is only one correct answer among the choices.
4. If more than one correct answer is found in the generated 
choices, please modify the answers while retaining the question.
5. When modifying the questions, consensus must be reached by 
at least three psychological counselors.

Things to Note

Figure 5: The review rules the question review process
are as follows. Professional psychological annotators
will filter, modify, and review the generated questions
based on these requirements.

tackle the absence and concept bias issues in284

psychology within previous MMLU bench-285

marks.286

3.2 Data Collection287

Subject Selection Our selection of 12 core stan-288

dard subjects (shown in Table 5) within the disci-289

pline of psychology has been meticulously consid-290

ered in accordance with both higher education stan-291

dards and professional qualification requirements.292

We select 11 courses from the Peking University293

Core Curriculum Handbook for Undergraduate Pro-294

gram. Additionally, we included Psychological295

Counselling as a fundamental subject within our296

data set to adhere to professional qualification cri-297

teria.298

Concepts Collection The Graduate Entrance Ex-299

amination is an official test that evaluates the pro-300

fessional knowledge acquired by undergraduate301

students. We collect concepts based on the require-302

ment of the 12 subjects in this exam. An example303

of our method for recording concept is depicted in304

Figure 6. To improve the quality of generated ques-305

tions, we provide the GPT-4 model not only with306

the concepts but also with the first/second level307

chapter names.308

To generate high-quality questions, we meticu-309

lously design prompts by analyzing professional310

exam question types and categorizing them into311

我给你的知识点位于心理测量学中的经典测量理论中的心理测量的误差
The knowledge point I'm providing you with is located in the section on classical 
measurement theory within psychometrics, specifically about the errors in 
psychological measurement.

我给你的知识点为：
The knowledge point I'm providing you with is: 

Knowledge points for knowledge-based/cased study type quetions
随机误差的定义：是由与测量目的无关变因引起的不准确和不一致的效应。
由偶然因素引起的无规律的误差是随机误差……
Definition of random error: It refers to the inaccurate and inconsistent effects 
caused by factors unrelated to the measurement purpose. The irregular 
errors caused by random factors are known as random errors...

Knowledge points for cased study type quetions
随机误差：以射击为例，由于手的颤动引起的误差是随机误差，可能使弹着
点在任何方向上偏离靶心；由于准星不正引起的误差是系统误差……
Random Error: For instance, in shooting, hand tremors cause random error, 
potentially making the bullet deviate from the target in any direction. 
Improper sighting results in systematic error...

Knowledge points for calculation type quetions
如果用RE（Random Errow）表示随机误差，当测量次数（n）足够大时，随
机误差的总和：$\sum\limits_{i=1}^n RE_i=0$……
Using RE (Random Error) to denote random error, when measurement 
count (n) is large, the total random error: $\sum\limits_{i=1}^n RE_i=0$.....

Figure 6: An example of an annotator assigning a suit-
able prompt to a concept. For the concept “random
error”, we collect multiple descriptions. The appropri-
ate prompt is assigned based on the type of description
provided.

three groups: (1) Calculation; (2) Theory under- 312

standing; (3) Case Study. As shown in Figure 6, 313

we assign an appropriate question type based on 314

the category of the knowledge point during ques- 315

tion generation. We utilize four types of prompts 316

(details can be found in Appendix H). Three of 317

these prompts are used to generate the three types 318

of questions, and the fourth type is used to generate 319

all three types of questions for the same concept 320

simultaneously. Figure 14 provides an example of 321

a calculation type multiple-choice question. To en- 322

sure a relatively even number of questions for each 323

concept, we generate four questions per concept. 324

3.3 Questions Review 325

After using GPT-4 to generate the questions, three 326

professional psychological annotators will review 327

each one to ensure the quality of the dataset. We 328

primarily review the correctness of the questions 329

and filter out those that are unreasonable. The rules 330

and precautions for question review are shown in 331

Figure 5. The annotators will check the rationality 332

of the knowledge points, the questions, and their 333

relationship. If there are errors in a question, mod- 334

ifications require a consensus from at least three 335

psychological counselors to reduce subjective bias 336

and mistakes. 337
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Clinical &
Counseling

Psy of
Personality

Abnormal
Psy

History of
Psy

General
Psy

Psy-
chometrics

Social
Psy

Management
Psy

Psychological
Statistics

Experimental
Psy

Developmental
Psy

Educational
Psy

Avg

Chinese-Alpaca-2-7B 0.59 0.58 0.59 0.52 0.45 0.51 0.63 0.62 0.46 0.58 0.59 0.67 0.57
Llama-2-13B-Chat 0.66 0.62 0.65 0.56 0.54 0.57 0.66 0.63 0.48 0.57 0.58 0.66 0.6
Chatglm2-6B 0.71 0.63 0.68 0.63 0.62 0.62 0.69 0.64 0.54 0.64 0.66 0.72 0.65
Llama-2-70B-Chat 0.74 0.66 0.73 0.62 0.61 0.59 0.75 0.7 0.52 0.63 0.69 0.69 0.66
Mistral-7B-Instruct 0.73 0.65 0.66 0.59 0.62 0.63 0.71 0.72 0.52 0.65 0.66 0.74 0.66
Baichuan2-7B-Chat 0.72 0.69 0.77 0.65 0.67 0.66 0.75 0.72 0.53 0.66 0.7 0.76 0.69
Baichuan2-13B-Chat 0.78 0.73 0.8 0.68 0.73 0.69 0.82 0.75 0.6 0.71 0.74 0.83 0.74
GPT-3.5-Turbo 0.78 0.74 0.8 0.67 0.73 0.7 0.82 0.8 0.64 0.74 0.77 0.81 0.75
Mixtral-8x7B-Instruct 0.82 0.76 0.78 0.65 0.73 0.7 0.83 0.78 0.71 0.73 0.74 0.79 0.75
Qwen1.5-7B-Chat 0.83 0.75 0.84 0.66 0.75 0.67 0.79 0.81 0.61 0.72 0.73 0.83 0.75
Internlm2-7B-Chat 0.86 0.75 0.84 0.68 0.78 0.7 0.82 0.82 0.62 0.75 0.78 0.81 0.77
Yi-6B-Chat 0.85 0.78 0.89 0.71 0.84 0.7 0.85 0.86 0.62 0.72 0.78 0.83 0.79
Qwen1.5-72B-Chat 0.87 0.74 0.89 0.8 0.81 0.77 0.88 0.87 0.38 0.77 0.83 0.85 0.79
Qwen1.5-14B-Chat 0.86 0.8 0.85 0.72 0.83 0.72 0.83 0.85 0.67 0.81 0.79 0.85 0.8
Yi-34B-Chat 0.92 0.84 0.91 0.81 0.86 0.78 0.88 0.9 0.69 0.84 0.86 0.86 0.85

Table 6: Performances on ConceptPsywith different LLMs.

4 Experiments338

4.1 Dataset Statistics339

We carefully select 12 psychology subjects, includ-340

ing: clinical and counseling psychology, psychol-341

ogy of personality, abnormal psychology, history of342

psychology, general psychology, psychometrics, so-343

cial psychology, management psychology, psycho-344

logical statistics, experimental psychology, devel-345

opmental psychology, educational psychology. We346

manually collected 1383 concept instances from347

the National Post-graduate Entrance Examination-348

dataset. We generated 4 questions per instance, re-349

sulting in 4573 high-quality questions after a rigor-350

ous review and filtering process. Additionally, we351

collected 84 chapter-level concepts and assigned352

labels to each question to evaluate chapter-level353

performance.354

4.2 Setup355

We evaluate a diverse set of strong models to ensure356

a comprehensive evaluation. More details about the357

models can be found in Appendix G . We conduct358

the evaluations using a 5-shot method. We set the359

temperature as 0, top_p as 1.0.360

4.3 Results361

In Table 6, we showcase the performance of popu-362

lar Chinese LLMs. The Yi-34B-Chat model out-363

performs, achieving an average score of 0.85, sur-364

passing strong models such as Qwen1.5-72B-Chat365

and GPT-3.5-Turbo. Both Qwen1.5-14B-Chat366

and Qwen1.5-72B-Chat exhibit similar perfor-367

mance, which may suggest a lack of train-368

ing data in the psychology domain, prevent-369

ing the models from leveraging their larger pa-370

rameter counts. Many smaller Chinese mod-371

els, such as Yi-6B-Chat and Qwen1.5-7B-Chat,372

outperform larger and stronger models like373

Mixtral-8x7B-Instruct, potentially due to the 374

former having more training data in Chinese. Most 375

models demonstrate lower performance in Psycho- 376

logical Statistics and Psychometrics compared to 377

other subjects, implying these models need to en- 378

hance their reasoning abilities in psychology. 379

4.4 Chapter-level Performance 380

ConceptPsyalso provides chapter-level perfor- 381

mance insights, offering more detailed informa- 382

tion. From Figure 7, we can understand why 383

the strong Qwen-72B-Chat model’s average score 384

is lower than the smaller model Yi-34b-Chat. 385

Qwen-72B-Chat underperforms Yi-34b-Chat in 386

most chapters, particularly in reasoning chap- 387

ters such as Applied Calculations in Statistical 388

Psychology or Statistical Charts. In contrast, 389

Mistral-8x7B-Instruct performs worse in theo- 390

retical chapters, possibly indicating a lack of corre- 391

sponding knowledge in its training data. All mod- 392

els perform poorly in non-parametric tests, sug- 393

gesting potential areas of improvement for devel- 394

opers. More chapter-level results can be found in 395

Appendix E 396

5 Related Works 397

5.1 Chinese MMLU benchmarks 398

While the evolution of English language bench- 399

marks continues to flourish (Hendrycks et al., 400

2020; Huang et al., 2023; Li et al., 2023; Zhong 401

et al., 2023), Chinese MMLU benchmarks re- 402

main underdeveloped. The CLUE benchmark (Xu 403

et al., 2020) is a widely used large-scale NLU 404

benchmark for Chinese.The AGIEval benchmark 405

(Zhong et al., 2023) expands this with questions 406

from various Chinese exams, while MMCU (Zeng, 407

2023) includes questions from diverse domains. 408

MCU (Zeng, 2023) expands on this by collecting 409
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Figure 7: Concept-level results for models more than 34B, in addition to GPT-3.5-Turbo.

questions from a broader range of domains. The410

C-EVAL benchmark (Huang et al., 2023) gathers411

questions from different levels, including middle412

school, high school, and professional qualification413

exams, employing strategies to mitigate dataset414

leakage by using non-paper-based questions and415

simulation questions. ConceptMath (Wu et al.,416

2024) also evaluates LLM’s ability in a concept-417

wise manner. However, it differs from our work in418

that it (1) focuses on mathematics, (2) is not a com-419

prehensive MMLU benchmark, and (3) is released420

more than three months after our work.421

5.2 Benchmarks for LLMs in psychology422

Although psychology is a crucial domain for423

achieving artificial intelligence, there are currently424

few benchmarks in this field. CMMLU has col-425

lected hundreds of questions as "professional psy-426

chology" to evaluate a model’s knowledge un-427

derstanding and reasoning capabilities. Other428

works (Yang et al., 2023b; Amin et al., 2023;429

Lamichhane, 2023) approach this from a mental430

health perspective, utilizing various classification431

tasks, including various emotions, suicidal tenden- 432

cies, and more. PsyEval (Jin et al., 2023) further 433

expands in the mental health field by adding tasks 434

such as Diagnosis Prediction. 435

6 Discussion 436

This paper introduces ConceptPsy, the first com- 437

prehensive benchmark for manually collected psy- 438

chology concepts in the psychology domain. This 439

addresses the current issue where popular Chinese 440

MMLU benchmarks either lack psychology sub- 441

jects or have significant concept bias in psychology. 442

In addition to providing an average score for each 443

subject in ConceptPsy, we manually label each 444

question with a chapter-level concept to offer more 445

fine-grained results. This assists developers in bet- 446

ter improving and deploying their models. Further- 447

more, we conduct a case study on the presence of 448

concept bias in current Chinese MMLUs, further 449

underscoring the urgent need for ConceptPsy. 450
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Limitations451

We have solely explored the concept-related bias452

within the Chinese MMLU series of datasets and453

have not investigated biases in other areas. Addi-454

tionally, due to resource constraints, we have only455

collected and analyzed the concepts from limited456

subjects. Our work exclusively examines Chinese457

benchmarks and does not extend to benchmarks in458

other languages.459

Ethics Statement460

We have thoroughly examined our data to ensure461

that there are no ethical issues. The data is gener-462

ated by GPT-4, using concepts prescribed by the463

National Entrance Examination for Postgraduates.464

Furthermore, the generated data is subjected to465

rigorous scrutiny by professional psychologists to466

ensure its ethical soundness.467
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Subjects Pro Non-Pro

Clinical & Counseling Psychol-
ogy

0.85 0.28

Psychology of Personality 0.82 0.24
Abnormal Psychology 0.89 0.32
History of Psychology 0.73 0.22
General Psychology 0.9 0.26
Psychometrics 0.75 0.3
Social Psychology 0.82 0.16
Management Psychology 0.8 0.36
Psychological Statistic 0.78 0.2
Experimental Psychology 0.82 0.32
Developmental Psychology 0.83 0.16
Educational Psychology 0.82 0.16

Avg 0.82 0.25

Table 7: Human evaluation results of ConceptPsy. “Pro”
and “Non-pro” represent Professional Counselor and
Non-Professional Student respectively.

A Human Evaluation603

We also provide human performance on the subset604

of ConceptPsy. Specifically, we randomly sam-605

ple 50 questions from each of 12 subjects, total-606

ing 600 questions. A professional counselor inde-607

pendently completes all 600 questions, while ten608

non-experts are each assigned different subjects for609

evaluation. The results are shown in Table 7. The610

professional counselor significantly outperforms611

GPT-3.5, achieving an average score of 82%. How-612

ever, the performance of non-expert undergradu-613

ates and graduate students is poor, averaging 25%,614

which is close to random. This underscores our615

benchmark’s demand for specialized knowledge in616

psychology and its effectiveness in distinguishing617

whether a model has mastered these professional618

concepts.619

B Competition with Human-designed620

Questions621

We randomly selected 15-20 questions for each sub-622

ject and an equivalent number of questions from623

real exams available online. We shuffle the order624

of the questions, presenting one generated and one625

real question side by side, and ask two psychologi-626

cal annotators to judge which was better or if there627

was a tie. The averaged results are shown in Table628

8. The “Win Rate” indicates the proportion of in-629

stances where our generated questions were rated630

better than the real ones. As can be seen, the ma-631

Subjects Win Rate Tie Rate

Clinical & Counseling Psychology 0 0.8
Psychology of Personality 0 0.9
Abnormal Psychology 0 0.8
History of Psychology 0.1 0.8
General Psychology 0.1 0.9
Psychometrics 0.1 0.7
Social Psychology 0.82 0.16
Management Psychology 0.1 0.8
Psychological Statistic 0.4 0.5
Experimental Psychology 0.2 0.7
Developmental Psychology 0.4 0.4
Educational Psychology 0.3 0.7

Avg 0.27 0.62

Table 8: We hire two professional counselor to compete
the quality of generated questions and human-designed
questions.

jority of the generated questions matched or even 632

surpassed the performance of actual exam ques- 633

tions. This success can be attributed to two factors: 634

1) our prompts are a carefully designed summary 635

of the question types found in Chinese psychologi- 636

cal professional examinations; 2) GPT-4’s robust 637

capabilities in synthetic data. 638

C Chapter-level Statistic of ConceptPsy 639

In Table 9 and Table 10, we present the chapters of 640

each subject along with the corresponding number 641

of concepts and questions. 642

D Experiments Details of Calculating 643

Concept Coverage Rate 644

To calculate the concept coverage rate, the chal- 645

lenge lies in obtaining the required concepts in a 646

subject. For advanced math, we first collect its 647

chapters and the concepts under different chapters 648

based on relevant exam requirements. We initially 649

prompt GPT-4 to classify each question into differ- 650

ent chapters, then prompt GPT-4 to further classify 651

the question into specific instance-level concepts. 652

We calculate the concept coverage rate and per- 653

formance variance based on the concepts covered 654

by these questions. This hierarchical classification 655

allows for more accurate categorization. 656

For psychology in CMMLU, due to the vast num- 657

ber of concepts, prompting GPT-4 with these con- 658

cepts in the input prompt each time is too expensive, 659

so we use chapter-level concepts. We collect 84 660

chapter names according to the requirements, and 661

classify each question into one or more chapters. 662
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For other subjects, manually collecting concepts663

is too costly, and it’s impossible to collect concepts664

for each subject. We prompt GPT-4 to generate665

a 3-level syllabus for the subject as the required666

concepts. We then prompt GPT-4 to categorize667

each question into one or more first-level headings668

in the syllabi. We further classify them into the669

second- and third-level headings under the selected670

first-level headings.671

E More Results on Fine-grained672

Performance673

We provide more chapter-level results in this Figure674

8, 9.675

F Qualifications of Our psychology676

Annotators677

Our psychological annotators is professional. We678

enlist three psychological annotators with diverse679

expertise. The first is a postdoctoral researcher680

specializing in experimental and counseling psy-681

chology. The second is a registered psychology682

researcher with the British Psychological Society683

with five years of research experience in interdis-684

ciplinary psychology laboratories. The third, a685

counseling psychologist, brings over three years of686

practical counseling experience.687

G Details About Evaluated Models688

The evaluated models include689

Chinese-Alpaca-2-7B(Cui et al., 2023),690

Chatglm-6B(Du et al., 2022), Chatglm2-6B(Du691

et al., 2022), Llama-2-13B-Chat(Touvron692

et al., 2023), Llama-2-70B-Chat(Touvron693

et al., 2023), Baichuan2-7B-Chat(Yang et al.,694

2023a), Baichuan2-13B-Chat(Yang et al.,695

2023a), Mistral-7B-Instruct-v0.2(Jiang et al.,696

2023), Mixtral-8x7B-Instruct-v0.1(Jiang697

et al., 2024), Qwen1.5-7B-Chat(Bai et al.,698

2023), Qwen1.5-72B-Chat(Bai et al.,699

2023), Qwen1.5-14B-Chat(Bai et al.,700

2023), Internlm2-7B-Chat(Cai et al.,701

2024), Yi-6B-Chat(AI et al., 2024), and702

Yi-34B-Chat(AI et al., 2024). The model codes703

can be found in Table 11 . We evaluate these704

models with vLLM (Kwon et al., 2023).705

H Prompts for Questions Generation706

We totally design four distinct prompts to steer707

GPT-4 in generating questions based on provided708

knowledge points. In designing these prompts, we 709

have taken into account several guidelines. Firstly, 710

the generated questions should exhibit a high level 711

of difficulty and complexity. Secondly, while gen- 712

erating questions, GPT-4 should primarily rely on 713

the given knowledge points, but it can also incorpo- 714

rate its inherent psychological knowledge. Thirdly, 715

each knowledge point unit may yield multiple ques- 716

tions, but the content, type, or perspective of the 717

questions should be distinct. 718

Figures 10, 11, 12, and 13 show the specific 719

prompts that we have inputted into GPT-4. These 720

prompts have been meticulously designed, with 721

each one being tailored to control the generation of 722

a different kind of question. The first three prompts 723

correspond to generating Theory understanding, 724

Case study, and Calculation type questions, respec- 725

tively, while the last one encompasses all of the 726

aforementioned types. We choose the appropri- 727

ate prompt for each knowledge point based on its 728

content. 729
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Figure 8: Concept-level results for models wi 14 Billion parameters
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Subject Chapter # C # Q

Clinical & Counseling Psychology

History of Clinical and Counseling Psychology 4 13
Basic concepts of psychotherapy and counseling 3 7

Characteristics of the therapeutic relationship and its influences 10 32
Work Ethics in Clinical and Counseling Psychology 5 16

Research Methods in Clinical and Counseling Psychology 8 25
Theory and Practice of Counseling and Psychotherapy 25 63

Psychology of Personality

Basic Concepts of Personality Psychology 12 43
Psychoanalytic School 23 84

Behaviorist school of personality theory 10 37
Cognitive School 9 33

Humanistic School 11 40
Personality Trait Theory 18 57

Biological School 4 13
Positive Psychology 4 11

Abnormal Psychology

Basic Concepts of Abnormal Psychology 17 60
Anxiety Disorders 26 81
Mood Disorders 7 19
Eating Disorders 6 18

Personality Disorders 14 40
Substance Dependence 10 28

Childhood Mental Disorders 8 22

History of Psychology

The Origins and Establishment of Western Psychology 17 62
Psychology of Consciousness 40 154

Behaviourist Psychology 21 82
Psychoanalysis 25 93

Cognitive Psychology 13 48
Humanistic Psychology 8 30

History of Chinese Psychology 1 3

General Psychology

Basic Concepts in General Psychology 15 48
Biological Basis of Mind and Behaviour 9 33

Consciousness and Attention 15 51
Sensation 15 46
Perception 17 60
Memory 16 53
Thinking 21 67
Speech 7 21

Moods and Emotions 15 50
Motivation, Needs & Will 15 52

Competencies 15 50
Personality Theory 22 74

Psychometrics

Basic Concepts in Measurement Psychology 12 41
Classical Measurement Theory 24 91

Basic Concepts of Psychological Testing 40 105
Commonly Used Psychological Tests 39 129

Table 9: Details of the number of Concepts and Questions in each Chapter.
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Subject Chapter # C # Q

Social Psychology

History of Social Psychology 40 134
Social Thinking 48 163
Social Relations 27 94
Social Influence 24 79

Basic Concepts of Social Psychology 30 89

Management Psychology

Management Philosophy 18 65
Organizational Motivation 18 80

Leadership Theory 18 65
Organizational Theory 33 105

Psychological Statistics

Basic Concepts in Statistical Psychology 3 12
Statistical Charts 5 15

Concentration 3 13
Measures of Variation 7 34

Correlation 2 5
Mathematical Basis of Inferential Statistics 16 65

Parameter Estimation 13 28
Hypothesis Testing 13 53

Applied Computing in Statistical Psychology 21 62
Chi-Square Tests 2 5

Non-Parametric Tests 2 8
Preliminary Multivariate Statistical Analysis 2 11

Experimental Psychology

Basic Concepts of Experimental Psychology 3 12
Variables in Psychological Experiments 23 75
Design of Psychological Experiments 12 38

Reaction Time Method 9 33
Psychophysical Methods 40 97

Major Psychological Experiments 47 158

Developmental Psychology

Basic Concepts in Developmental Psychology 5 24
Basic Theories of Psychological Development 19 90

Biological Basis of Psychological Development and Fetal Development 9 33
Intelligence 9 34
Emotions 8 34

Early Childhood Psychological Development 36 114
Child Psychological Development 27 90

Adolescent Psychological Development 18 60
Psychological Development in Adulthood 27 101

Educational Psychology

Basic Concepts of Educational Psychology 6 18
General Psychology of Learning 6 21

Major Theories of Learning 29 100
Categorical Learning Psychology 25 69

Table 10: Details of the number of Concepts and Questions in each Chapter (Cont.)
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Figure 9: Concept-level results for some other models

Model Name Model Code/API

Chinese-Alpaca-2-7B(Cui et al., 2023) hfl/chinese-alpaca-2-7b
Chatglm2-6B(Du et al., 2022) THUDM/chatglm2-6b
Llama-2-13B-Chat(Touvron et al., 2023) meta-llama/Llama-2-13b-chat-hf
Llama-2-70B-Chat(Touvron et al., 2023) meta-llama/Llama-2-70b-chat-hf
Baichuan2-7B-Chat(Yang et al., 2023a) baichuan-inc/Baichuan2-7B-Chat
Baichuan2-13B-Chat(Yang et al., 2023a) baichuan-inc/Baichuan2-13B-Chat
Mistral-7B-Instruct-v0.2(Jiang et al., 2023) mistralai/Mistral-7B-Instruct-v0.2
Mixtral-8x7B-Instruct-v0.1(Jiang et al., 2024) mistralai/Mixtral-8x7B-Instruct-v0.1
Qwen1.5-7B-Chat(Bai et al., 2023) Qwen/Qwen1.5-7B-Chat
Qwen1.5-72B-Chat(Bai et al., 2023) Qwen/Qwen1.5-72B-Chat
Qwen1.5-14B-Chat(Bai et al., 2023) Qwen/Qwen1.5-14B-Chat
Internlm2-7B-Chat(Cai et al., 2024) internlm/internlm2-chat-7b
Yi-6B-Chat(AI et al., 2024) 01-ai/Yi-6B-Chat
Yi-34B-Chat(AI et al., 2024) 01-ai/Yi-34B-Chat
GPT-3.5-Turbo(OpenAI, 2022) Azure api: gpt-35-turbo

Table 11: Model code/API of our evaluated models.
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你是一个中国关于[科目]的考试出题人，请根据给定的心理学知识点生成四道综合性和较高难度的单项选择题，题目
应根据给定知识点，同时结合您在[科目]的知识，要求考生对知识点有较深入的理解。知识点可能会包含多个内容，
四道题目应从不同的内容考察，以全面评估考生的理解程度。题目应具有挑战性，以考核考生是否具备合格的心理咨
询师资质。题目应要求考生对知识点进行整合和思考，而非简单地回忆知识点内容。选择题的四个选项只有一个是正
确的。

我给你的知识点属于 [知识点所在章节]
我给你的知识点为：[知识点]

那么你出的四道综合性且高难度的，正确合理的的选择题是什么? 请给出答案和解析。

You are a test question designer for a Chinese [Subject] examination. Please generate four multiple-choice questions that are 
integrative and of high difficulty based on the given psychological concepts. The questions should be based on the given 
concepts, and at the same time, integrate your knowledge in [Subject]. They should require the test takers to have a deep 
understanding of the concepts. The concepts might encompass multiple contents. The four questions should assess different 
aspects to fully evaluate the test taker's level of understanding. The questions should be challenging, aimed at examining 
whether the test taker possesses the qualified credentials of a psychological counselor. The questions should require the test 
takers to integrate and think about the concepts rather than simply recalling the content. Only one of the four options in the 
question is the correct answer. Only one of the four options in the multiple-choice question is correct.

The concepts you have provided belong to [the chapter of concepts]. 
The concepts are as follows: [concepts].

Please provide the correct answers and explanations for the four comprehensive and challenging multiple-choice questions you 
have formulated.

Figure 10: Theory understanding

你是一个中国关于[科目]的考试出题人，请根据给定的心理学知识点生成四道综合性和较高难度的案例分析的单项选
择题。知识点可能会包含多个内容，四道题目应从不同的内容考察。你需要首先为每个单项选择题生成一个知识点相
关的真实案例，再根据案例出单项选择题。题目应根据给定知识点，同时结合您在[科目]领域的知识，要求考生对知
识点有较深入的理解。题目应具有挑战性，以考核考生是否具备合格的心理咨询师资质。题目应要求考生对知识点进
行整合和思考，而非简单地回忆知识点内容。选择题的四个选项只有一个是正确的。

我给你的知识点属于 [知识点所在章节]
我给你的知识点为：[知识点]

那么你出的四道综合性且高难度的，正确合理的选择题是什么? 请给出答案和解析。

You are a test question designer for a Chinese [Subject] examination. Please generate four comprehensive and high-difficulty 
single-choice questions for case analysis based on the given psychological concepts. The concepts may contain multiple 
contents, and the four questions should examine different contents. You need to first generate a real case related to the 
knowledge point for each single-choice question, then formulate a single-choice question based on the case. The questions 
should be based on the given concepts, and also integrate your knowledge in the [Subject] field, requiring test takers to have a 
deep understanding of the concepts. The questions should be challenging, aimed at determining whether the test taker has the 
qualified qualifications of a psychological counselor. The questions should require the test takers to integrate and think about 
the concepts, rather than merely recalling the content of the concepts. Only one of the four options in the multiple-choice 
question is correct.

The concepts you have provided belong to [the chapter of concepts]. 
The concepts are as follows: [concepts].

Please provide the correct answers and explanations for the four comprehensive and challenging multiple-choice questions you 
have formulated.

Figure 11: Case Study
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你是一个中国关于[科目]的考试出题人，请根据给定的心理学知识点生成四道较高难度的计算类选择题。题目应根据
给定知识点，同时结合您在[科目]领域的知识，要求考生对知识点有较深入的理解。四道题目应从不同角度考察知识
点，以全面评估考生的理解程度。题目应具有挑战性，以考核考生是否具备合格的心理咨询师资质。题目应要求考生
对知识点进行整合和思考，而非简单地回忆知识点内容。选择题的四个选项只有一个是正确的。

我给你的知识点属于 [知识点所在章节]
我给你的知识点为：[知识点]

那么你出的四道综合性且高难度的，正确合理的的计算类型的选择题是什么? 请给出答案和解析。

You are a test question designer for a Chinese [Subject] examination. Please generate four difficult  multiple-choice questions in 
the type of calculation based on the given psychological concepts. The questions should be based on the given concepts and 
also combine your knowledge in the [Subject] field, requiring test takers to have a deep understanding of the concepts. The 
four questions should evaluate the concepts from different angles to fully assess the test taker's level of understanding. The 
questions should be challenging to examine whether the test taker possesses the qualified qualifications of a psychological 
counselor. The questions should require the test takers to integrate and think about the concepts, rather than merely recalling 
the content of the concepts. Only one of the four options in the multiple-choice question is correct.

The concepts I provide belong to [Chapter of the concepts]
The concepts I provide are: [concepts]

Please provide the correct answers and explanations for the four comprehensive and challenging calculation-type multiple-
choice questions you have formulated.

Figure 12: Calculation

你是一个中国关于[科目]的考试出题人，请根据给定的心理学知识点生成四道较高难度的选择题。题目应根据给定知
识点，同时结合您在[科目]领域的知识，要求考生对知识点有较深入的理解。四道题目应从以下题型中选择：1)理论
理解题；2)计算题；3)案例分析题。四道题目应从不同角度考察知识点，以全面评估考生的理解程度。题目应具有挑
战性，以考核考生是否具备合格的心理咨询师资质。题目应要求考生对知识点进行整合和思考，而非简单地回忆知识
点内容。选择题的四个选项只有一个是正确的。

我给你的知识点属于 [知识点所在章节]
我给你的知识点为：[知识点]

那么你出的四道综合性且高难度的，正确合理的选择题是什么? 请给出答案和解析。

You are a test question designer for a Chinese [Subject] examination. Please generate four high-difficulty multiple-choice 
questions based on the given psychological concepts. The questions should be based on the given concepts, and also 
incorporate your knowledge in the [Subject] field, requiring test takers to have a deep understanding of the concepts. The four 
questions should be selected from the following types: 1) Theoretical Understanding; 2) Calculation; 3) Case Analysis. The four 
questions should evaluate the concepts from different angles to fully assess the test taker's level of understanding. The 
questions should be challenging, aimed at determining whether the test taker has the qualified qualifications of a psychological 
counselor. The questions should require the test takers to integrate and think about the concepts, rather than simply recalling 
the content of the concepts. Only one of the four options in the multiple-choice question is correct.

The concepts you have provided belong to [the chapter of concepts]. 
The concepts are as follows: [concepts].

Please provide the correct answers and explanations for the four comprehensive and challenging multiple-choice questions you 
have formulated.

Figure 13: multiple type prompt
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你是一个中国关于心理统计学 的考试出题人，请根据给定的心理学知识点生成四道较高难度的计算题。题目应根据给
定知识点，同时结合您在心理统计学 领域的知识，要求考生对知识点有较深入的理解。四道题目应从不同角度考察知
识点，以全面评估考生的理解程度。题目应具有挑战性，以考核考生是否具备合格的心理咨询师资质。题目应要求考
生对知识点进行整合和思考，而非简单地回忆知识点内容。

我给你的知识点属于 [知识点所在章节]
我给你的知识点为：[知识点]

那么你出的四道综合性且高难度的，正确合理的的计算题是什么? 请给出答案和解析。

As an exam question setter for psychological statistics in China, you have requested the generation of four 
challenging questions based on given concepts in the psychological statistics domain. These questions 
should require a deep understanding of the concepts by combining the provided topics with your expertise 
in the field of psychological statistics. Each of the four questions should examine the concepts from 
different perspectives, aiming to comprehensively evaluate the candidates' level of understanding …

The concepts you have provided belong to [the chapter of concepts]. 
The concepts  are as follows: [concepts].

Please provide the correct answers and explanations for the four comprehensive and challenging 
calculation questions you have formulated.

Figure 14: The question generation prompt template (translated in English), which is primarily designed for
generating the type of calculation questions.

以下是中国关于管理心理学考试的单项选择题，请选出其中的正确答案。
The following are multiple-choice questions about Management Psychology in China, Please select the 
correct answer.

...[5-shot examples]...

根据社会人假设管理原则，以下哪个策略对于提高员工积极性最为有效？
According to the management principle of Social Man Hypothesis, which of the following strategies is the 
most effective in improving employee motivation?

A. 仅提供丰厚的经济奖励
only providing generous financial rewards
B. 鼓励员工参与决策和讨论
encouraging employee participation in decision-making and discussions
C. 定期组织员工进行竞争性任务
regularly organizing employees to perform competitive tasks
D. 强调员工在团队中的地位和权威
emphasizing employees' status and authority within the team

答案：B
Answer: B

Figure 15: An example of prompts in few-shot setting. The black text is what we feed into model, while the red text
is the response completed by model. The English translation for the Chinese input is provided in the purple text,
which is not included in the actual prompt.
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