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Abstract

We present AGMMU, a challenging real-world benchmark for evaluating and
advancing vision-language models (VLMs) in the knowledge-intensive domain of
agriculture. Unlike prior datasets that rely on crowdsourced prompts, AGMMU is
distilled from 116,231 authentic dialogues between everyday growers and USDA-
authorized Cooperative Extension experts. Through a three-stage pipeline: au-
tomated knowledge extraction, QA generation, and human verification, we con-
struct (i) AGMMU, an evaluation set of 746 multiple-choice questions (MCQs)
and 746 open-ended questions (OEQs), and (ii)) AGBASE, a development corpus
of 57,079 multimodal facts covering five high-stakes agricultural topics: insect
identification, species identification, disease categorization, symptom description,
and management instruction. AGMMU has three key advantages:

* Authentic & Expert-Verified: All facts, images, and answers originate from
real farmer and gardener inquiries answered by credentialed specialists, en-
suring high-fidelity agricultural knowledge.

* Complete Development Suite: AGMMU uniquely couples a dual-format
evaluation benchmark (MCQ and OEQ) with AGBASE, a large-scale training
set, enabling both rigorous assessment and targeted improvement of VLMs.

* Knowledge-intensive Challenge: Our tasks demand the synergy of nu-
anced visual perception and domain expertise, exposing fundamental limi-
tations of current general-purpose models and charting a path toward robust,
application-ready agricultural Al

Benchmarking 12 leading VLMs reveals pronounced gaps in fine-grained percep-
tion and factual grounding. Open-sourced models trail after proprietary ones by a
wide margin. Simple fine-tuning on AGBASE boosts open-sourced model perfor-
mance on challenging OEQs for up to 11.6% on average, narrowing this gap and
also motivating future research to propose better strategies in knowledge extrac-
tion and distillation from AGBASE. We hope AGMMU stimulates research on
domain-specific knowledge integration and trustworthy decision support in agri-
culture Al development.

Code: https://github.com/AgMMU/AgMMU
Data: https://huggingface.co/datasets/AgMMU/AgMMU_v1

39th Conference on Neural Information Processing Systems (NeurIPS 2025) Track on Datasets and Bench-
marks.
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Figure 1: AGMMU is a multimodal agricultural dataset that challenges vision-language models
(VLMs) to observe the details of images and provide factually precise answers. Derived from real-
world conversations between users and authorized experts by USDA-funded Cooperative Extension,
AGMMU covers five major agricultural knowledge types (demonstrated in five columns of the fig-
ure). AGMMU features 746 multiple-choice questions (MCQs) like conventional vision-language
benchmarks [54] and the same number of open-ended questions (OEQs) like SimpleQA [51], all
validated by human annotators. We also curate an agricultural knowledge base with 57,079 pieces
of information for foundation model fine-tuning, extracted from experts’ answers. AGMMU can
benefit both knowledge-intensive VLMs and the social good of agriculture.

1 Introduction

Recent progress in large language models (LLMs) and vision language models (VLMs) has demon-
strated remarkable capabilities in general knowledge understanding, as exemplified by the outstand-
ing performance on a variety of multimodal understanding benchmarks [21, 30, 35, 37, 51, 54].
However, existing benchmarks often emphasize general-domain tasks and may not fully capture the
limitations of current models in more specialized, knowledge-intensive domains.

Agriculture, a cornerstone application of scientific biological knowledge, presents a particularly
challenging domain and has been extensively investigated in the vision and machine learning com-
munity since the early years [14, 16, 17, 19, 29, 39]. Unlike common tasks in the general domain,
agricultural problems often require both precise visual analysis (e.g., identifying specific diseases,
pests, or plant conditions) and extensive domain knowledge (e.g., treatment protocols, growing con-
ditions, and management practices). Visual data is exceptionally crucial for agriculture, because
many serious problems (e.g., pests, disease, nutrient stress, water stress) can only be recognized
visually from nuanced appearances, such as the color and shape of leaves. The stakes are also high
in this scenario: accurate and timely agricultural diagnostics can mean the difference between crop
survival and failure, directly impacting food security and farmer livelihoods. Despite the critical
nature of this domain, we lack comprehensive benchmarks to evaluate and improve the agricultural
understanding abilities of VLMs, especially the concerns from real users.

The challenge of creating such benchmarks is multifaceted. First, biological and agricultural tasks,
where computer vision is often applied, are notably labor-intensive for data collection. They re-
quire expert-labeled data specific to the target task. Meanwhile, agricultural expertise is scarce
and specialized, making it difficult to curate high-quality evaluation data [9]. Second, real-world
agricultural problems are inherently multimodal requiring both visual and textual understanding,
combining the visual observation with background information. Third, no clear protocol defines a
representative distribution of realistic agricultural questions. These challenges have left a signifi-
cant gap in our understanding of how well current Al systems can handle real-world agricultural
problems [2, 6, 7, 10, 12, 40].



In this work, we introduce the AGMMU (Agricultural Multimodal Understanding Benchmark),
the first real-world derived agricultural benchmark designed to evaluate the capabilities of mul-
timodal foundation models. Our benchmark leverages 116,231 real-world conversations between
2013-2024 hosted by Cooperative Extension [15], which offers one-to-one conversations between
real-world users capturing images from their own devices and professional agricultural experts
funded by USDA to provide answers. This real-world data source ensures that our benchmark cap-
tures authentic challenges which farmers and gardeners face every day, including complex visual
symptoms, varied environmental conditions, and nuanced management decisions.

For data curation, we design an automatic pipeline to extract the agricultural knowledge (as in Fig. 2)
from long-form expert answers and then hire human annotators to verify the quality of the final
question-answer pairs. Based on our observation of the real-world questions, the final dataset covers
five major types of agricultural questions and knowledge: insect identification, species identification,
disease categorization, management instruction, and symptom description, as in Fig. 1.

Evaluations of a diverse collection of VLMs have revealed that existing foundation models strug-
gle with knowledge-intensive agricultural scenarios, suffering mainly from insufficient knowledge.
(refer to Sec. 4 for more details). Moreover, with our preparation of a large multimodal knowledge
base, the open-sourced model can be notably improved with plain fine-tuning, even exceeding strong
closed-source models in almost all question subdomains. Such observations signify the value of our
agricultural benchmark and also encourage exploration of better strategies than simple fine-tuning.

Our contributions include:

1. AGMMU: A carefully curated evaluation set of 746 multiple-choice questions (MCQs) and the
same number of open-ended questions (OEQs, where no candidate choices are provided) ex-
tracted from real-world conversations between users and USDA-funded experts and verified by
our human annotators. Each extracted QA is designed to test both visual understanding and
knowledge application in agricultural contexts.

2. AGBASE: A comprehensive agricultural multimodal knowledge dataset of 57,387 pieces of facts
extracted from the long-form experts answers, coming from non-overlapping conversations from
the evaluation set. This is suitable for improving VLM performance on agricultural tasks.

3. A systematic evaluation of the leading VLMs reveals their limitations in handling knowledge-
intensive agricultural queries, along with an error analysis. In the future, AGMMU will provide
a complete training and evaluation suite for investigating such problems.

2 Related Work

Multimodal Foundation Models and Benchmarks. The evolution of multimodal foundation
models has been accompanied by increasingly sophisticated evaluation benchmarks [23] concentrat-
ing on a evolving set of problems significant for Al applications. Early benchmarks like VQAv2 [18]
and GQA [21] focus on basic visual question-answering capabilities. ScienceQA [35] specifi-
cally targeted scientific reasoning with visual components, while Eyes-Wide-Shut [48] evaluates
the model’s ability to avoid hallucination. Recent benchmarks have emphasized real-world applica-
tions and complex reasoning. RealWorldQA [53] tests the ability of the models to handle practical,
everyday visual queries. The MMMU [54] benchmark represents a comprehensive effort to evaluate
multimodal understanding across multiple domains and task types. On top of these benchmarks,
AGMMU presents the first real-world oriented vision-language benchmark targeting agriculture, a
domain that faces severe data scarcity and lacks domain experts for large-scale dataset curation.

Al in Agriculture. Al has been extensively applied in the biological and agricultural do-
mains [3, 33, 49, 55, 56, 57, 58], with significant datasets and benchmarks driving progress in
species identification and disease classification [13, 27, 28, 38, 52], answering crop science ques-
tions [36, 55], and knowledge retrieval [5]. In terms of the multimodal perspective of agriculture,
the iNaturalist dataset [19] marked a milestone by providing millions of species observations from
citizen scientists, enabling the creation of a dataset and a deep neural network model (InsectNet) for
the identification of pests [8, 14]. This was followed by more specialized collections like BioScan-
1M/5M [16], which focused on microscopic biological images, and TreeOfLife-10M [39], which
expands the data in a comprehensive phylogenetic framework. These datasets have facilitated nu-
merous advances in automated species identification, disease detection, and biological image analy-
sis. With the advance of vision-language models (VLMs) in recent years and farmers’ need for direct



Datasets Type Multimodal Training Expert Factuality Datasets Type Multimodal Real-world Factuality

SimpleQA [51] OEQ X X X 4 iNat21 [19] CLS X X -
CROP [55] MCQ X X X

ScienceQA [35] MCQ v v v X

MMMU [54] MCQ v x x X CDDM [28] OEQ v X v

Our Ag(MMU  MCQ+OEQ 7 v 7 v Our AgMMU  MCQ+OEQ v v v
(a) Comparison with general benchmarks. (b) Comparison with agricultural benchmarks.

Table 1: Objective of AgMMU. (a) AgMMU provides a multimodal benchmark in expert domains
with a training set. With open-ended questions (OEQs), AgMMU emphasizes the factual accuracy
of models, where a model has to recall precise facts without relying on options. (b) Besides, Ag-
MMU is unique in leveraging questions from real-world users instead of recruited annotators. These
properties make AgMMU a unique benchmark for advancing the VLMs for agriculture.

analysis of images, multimodal agricultural benchmarks emerge [28, 55] and evaluate the capabil-
ities of VLMs to address agricultural problems. However, a major limitation of these benchmarks
is that their images and questions are curated from agricultural experts instead of real-world users
with agricultural difficulties, which cannot capture the distribution and complexities of real-world
plant growing. From this perspective, our AGMMU fills the gap by building from the conversations
between real-world users and experts.

3 The AGMMU Benchmark

3.1 Overview

Objective. We build AGMMU, short for “Agricultural Multimodal Understanding,” targeting the
major challenges for VLMs to serve users in agricultural domains: how can VLMs provide precise
factual knowledge for real-world questions? This objective leads to two critical design choices for
our data curation. (1) Real-world distribution. The questions, images, and answers are derived
from conversations between real users and experts, rather than being curated from the web or text-
books by annotators. (2) Factual questions. To evaluate the factual precision of models, we follow
SimpleQA’s [51] style by requiring the VLMs to answer open-ended questions (OEQs) in short
phrases, directly mentioning the key knowledge helpful for the users. In addition to open-ended
questions, we provide multiple-choice questions (MCQs) to align with most multimodal bench-
marks like MMMU [54]. Our OEQs and MCQs combination provides a comprehensive evaluation.

Data source. We carefully select the data source to accomplish the above objectives. AGMMU
is curated from 116,231 real-world conversations between 2013-2024 hosted by Cooperative Ex-
tension [15]. Such a data source offers the following critical advantages: (1) Real-world users:
the questions and images are posted by real users who have agricultural questions; (2) Authorized
experts: USDA funds the cooperative extension to authorize a group of professional agricultural
experts from universities to answer these questions. Only certified experts are allowed to provide
answers, which ensures the quality of data; (3) Eligibility for research: With the Cooperative Ex-
tension funded by USDA and being a non-profitable organization, the data can be open-sourced for
research purposes under the CC-BY-SA4.0 License. Pre-processing is executed to remove personal
and confidential information from our release dataset.

AgMMU Overview. We design pipelines involving both automatic processing and human verifica-
tion to turn raw conversations into high-quality QA pairs for agriculture knowledge evaluation. After
filtering and processing, our AGMMU comprises of: (1) an evaluation set with 746 MCQ and the
same number of OEQ questions covering the major agricultural knowledge types (as in Fig. 1); (2)
a larger scale development set with 57,079 QA pairs formatted as open-ended QA, which is disjoint
with the evaluation set and aimed to support the fine-tuning of VLMs for agricultural knowledge. We
compare AGMMU with related Al and agricultural benchmarks in Table 1, marking its uniqueness.
Compared with the previous agricultural benchmarks, which primarily focus on a limited range of
species or topics, e.g., CROP [55] mainly covers rice and corn, and CDDM [28] covers 16 crops and
60 diseases, while our AgMMU covers 10164 species, 5071 pests, and 4545 diseases.

3.2 Dataset Curation

Curation Pipeline. Each real-world conversation is a multi-turn QA between the user and expert,
containing one or several pieces of factual agricultural knowledge. We design a four-step pipeline to
convert such a conversation into one QA pair suitable for the VLM evaluation as in Fig. 2. (1) Cat-
egorization. We first tag user-expert QAs with an agriculture domain and extract the primary plant
organism of interest. (2) Knowledge Extraction. Based on the domain tag, we further decompose
each expert-user conversation into its most important pieces of agricultural knowledge, where our
prompts vary for different domains tagged in the previous step. (3) QA Generation. This step is for
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Figure 2: Starting from raw user-expert conversations, we design a four-step data curation pipeline
with carefully designed prompts and human verification. (1) We employ LLaMA-70B to catego-
rize the conversation and filter out the samples that do not fall under our selected agriculture sub-
domains. (2) A larger LLaMA-405B model extracts key agricultural knowledge from the long-form
user-expert conversation. (3) These facts either go to the evaluation set or the development set. For
evaluation questions, we utilize GPT4o to format the original QA and agricultural knowledge into
multiple-choice questions (MCQs) and open-ended questions (OEQs). (4) Finally, human annota-
tors verify the quality of the questions and only keep the qualified ones in the evaluation set.

the evaluation set. We convert extracted agricultural facts into multiple-choice questions (MCQs)
or open-ended questions (OEQs) for VLM evaluation. (4) Human Verification. We hire human
annotators to filter out problematic QAs in the evaluation set.

Step 1: Categorization. Real-world agricultural questions come in a great variety with an open-
ended nature. To extract clear agricultural knowledge, we must first account for the inherent com-
plexity of these questions. Therefore, we first tag each question with an agriculture sub-domain. The
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seven categories we decide on are [“disease advice”, “weed management”, “pests control”, ““growing
advice”, “environmental stress”, “nutrient deficiency”, “generic identification", and other’|, follow-
ing the main categories designed by gardening and agriculture sites [31, 32, 43, 45, 46]. In this step,
we filter out conversations in the “growing advice” and “other” sub-domains, as these are typically
not image-related questions. Notably, the type of knowledge in user questions and expert answers
often depends significantly on the question’s sub-domain, which we use to guide the next step, where

prompts are selected according to the specific agricultural sub-domain.

Step 2: Knowledge Extraction. We extract agricultural knowledge for training and evaluating
VLMs without introducing redundant languages from the original conversations, as in Fig. 2. Across
all questions, the user-expert conversation generally comprises a combination of identification (e.g.,
disease, or plant species) and management instructions. For example, in Fig. 2, the user provides
species identification information and symptom description, while the expert recognizes the diseases
and offers management suggestions. To systematically extract knowledge, we organize the agricul-
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tural knowledge into categories of “species identification”, “disease identification”, “symptom/visual

description”, “management instructions”, and “insect/pest identification.”

To increase the reliability of information extraction, we leverage the agriculture sub-domain pre-
dicted in the previous step and design different prompt templates for each sub-domain. Our prompt
leverages the following techniques: (1) Manually annotated in-context examples, which signifi-
cantly improve knowledge extraction quality and avoiding hallucination. (2) Explicit fact verifica-
tion, which determines whether the expert has provided relevant facts for the target category. We
discover that LLMs [1, 11] can reliably complete the information extraction step. More details of
our prompts and observations are available in the supplementary materials.

Step 3: QA Generation. For rigorous evaluation, AGMMU adopts multiple-choice questions
(MCQs) and open-ended questions (OEQs), combining the advantages of MMMU [54] and Sim-
pleQA [51], respectively. For the knowledge extracted from the previous step, a small and balanced
subset is selected for evaluation, while the rest goes directly to AGBASE for model development
and fine-tuning. We use GPT-40 [1] to format agricultural facts into QA pairs.

The following criteria guide the selection of the evaluation set via our close observation of the con-
versations. (1) Filtering is done by removing the conversations without management information
or issue identification, as we empirically find that the absence of such information indicates expert
uncertainty. We also filter out questions with uncertain terms, such as “unclear” in the extracted
information. (2) We remove questions with management instruction terms that direct users to an
external source rather than giving them an actual answer, typically containing the words “lab,” “ar-



borist,” etc. (3) To balance between different agriculture sub-domains (step 1) and knowledge types
(step 2), we prioritize an even distribution across the types of questions, while maximizing the di-
versity of categories, as shown in Fig. 3.

Then we employ GPT4o [1] to convert these facts into MCQs and OEQs, without losing the original
intention of the user’s question. Depending on the knowledge types of the fact, we give the LLM a
unique prompt to construct a corresponding question. We prompt it to generate three wrong answers
and use the extracted fact as the ground truth to form one correct answer.

Step 4: Human verification To guarantee the quality of the evaluation questions, we hire hu-
man annotators to manually verify the QA pairs from the following perspectives: (1) Faithfulness:
whether the QA pair is faithful to the original conversation; (2) Certainty: whether the expert is
certain about the answer; (3) Quality: are the images of good quality and correspond to the symp-
toms described by the user and the expert; (4) MCQ Feasibility: are all options other than the
ground truth wrong. We strictly keep the data that pass all the evaluation criteria, resulting in 746
highest-quality MCQ and OEQ questions in AGMMU from 1742 samples.

Ethical Compliance. We use automatic procedures assisted with human verification to erase the
information that could leak the name, gender, address, or any other personal information for both
users and experts. We will only distribute the processed AGMMU instead of the source data from the
original conversation to protect the privacy of the users and experts. To the best of our verification,
we have not found any human faces in the benchmark images.

3.3 Additional Properties of AGMMU
Generic
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for our evaluation set, where our aim is to propose an all-encompassing benchmark that examines
different aspects of models without inductive bias.

This imbalance is inevitably carried over

Realistic Images. Our AGMMU also features significant challenges in the quality and number of
images. The images in our benchmark are generally uploaded by users in various qualities, reso-
lutions, and aspect ratios. This differs from the photography-level images in datasets like iNatural-
ist [19] or the textbook or web-document figures like manually curated CROP [55] and CDDM [28].
As shown in Fig. 1, AGMMU realistically reflect the multimodal everyday scenarios encountered
by gardeners and farmers. Our benchmark also exhibits the necessity of multi-image understanding
challenge, since the user uploaded several images and the experts rely on a joint reasoning of them
to make the final conclusion.

4 Experiments

We perform comprehensive evaluations on diverse vision-language models (VLMs), including both
proprietary (closed-source) and open-sourced models. Our evaluation primarily focuses on zero-shot
performance, utilizing either publicly available APIs or author-provided checkpoints to reflect the in-
herent capabilities of each model without task-specific training. Furthermore, we present fine-tuning
results on LLaVA-1.5 to demonstrate the importance of our development set AGBASE for optimiz-
ing performance on agriculture tasks, and highlight some unique observations. All experiments are
conducted using NVIDIA A6000 GPUs, and further details regarding model configurations, API
choices, and implementation details are available in the supplementary material.



AgMMU-OEQs 1 AgMMU-MCQs T

Disease
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Species
Management
Symptom
Average
Disease
Insect/Pest
Species
Management
Symptom
Average

Proprietary Models

GPT-40 | 43.8 49.6 582 242 257403 ]80.7 91.6 889 90.8 81.5]| 86.7

GPT-04-mini [1] | 47.7 48.8 69.6 272 20.1 427|779 854 903 93.8 843 | 86.5

Gemini 2.5 Pro | 50.0 61.1 77.1 29.6 20.5|47.7]849 882 93.1 926 855 83.9

Gemini 1.5 Pro [34] | 37.6 51.7 699 40.1 233 (445762 81.1 828 881 769 824
Claude 3.5 [ 444 37.6 484 17.0 89 [313 (714 736 772 902 715 76.78

Claude 3 Haiku [41] | 25.1 20.6 322 20.1 9.5 |215]621 712 528 815 520 63.8

SOTA Open-sourced Models
LLaVA-1.5-7B[25] | 49 223 306 92 165167619 646 67.6 773 71.5]| 69.0
LLaVA-NeXT-8B [260] | 6.4 272 31.1 13.6 13.7| 184 (619 70.1 579 785 67.6]| 675
LLaVA-OneVision-8B [22] | 9.1 24.1 34.1 13.1 153 | 123|657 729 712 859 788 | 754
LLaVA-1.5-13B [25] | 8.2 22.1 31.8 139 109 | 174|647 674 655 804 737 70.8
Cambrian-8B [47] | 7.9 309 279 14.6 155194650 70.1 593 79.1 86.0| 72.8
InternVL2-8B [44] | 8.5 27.0 22.1 133 7.5 [ 157|555 61.0 604 747 643 | 63.5
Qwen2-VL-7B [4] | 10.2 252 36.1 173 174 (212555 61.0 604 747 643 ] 63.5
VILAL1.5-13B [24] | 11.0 34.1 36.8 16.8 19.4]23.6|61.8 632 60.1 739 59.8]| 63.7
LLaMA-3.2-11B [11] [ 229 325 462 17.6 157]27.0]662 750 78.6 89.6 799 | 783

Table 2: Performance of VLMs on our AGMMU OEQs and MCQs. Our evaluation set poses great
challenges to existing large VLMs, including closed-source and open-sourced models.

4.1 Baselines

We include a broad range of state-of-the-art VLMs to ensure robust comparisons. For open-sourced
models, we prioritize architectures with comparable parameter numbers for a fair and meaning-
ful comparison. Moreover, we include the most recent, largest, and highest-performing check-
points up to the date of our evaluation questions, including LLaMA-3.2 [11], LLaVA-1.5 [25],
LLaVA-NeXT [26], LLaVA-OneVision [22], Cambrian-1 [47], InternVL-2 [44], Qwen-VL [4], and
VILA [24], as well as proprietary models such as GPT-04-mini [1], Claude-3.5 [41], and Geminil.5-
Pro [42]. Detailed configurations and model settings are provided in the supplementary material.

4.2 Evaluation Metrics

We evaluate the models on multiple-choice questions (MCQs) and open-ended questions (OEQs). To
ensure a robust and fair evaluation, we have developed a systematic approach to minimize potential
variations in model responses due to intermediate generations or formatting inconsistencies.

For MCQs, we report accuracy as the primary evaluation metric. We score model response with
string pre-processing and matching the predicted letter with the ground truth letter.

For OEQs, we implement the LLM-as-judge methodology using GPT-4.1 to grade the answers.
The prompts and style are initialized from SimpleQA [51] setting, but adapted for AGMMU sce-
narios. The grading is divided into two categories: (1) short-form responses and (2) multi-statement
responses. The short-form responses correspond to the questions from pest identification, disease
identification, and species identification, normally containing several words, and are evaluated di-
rectly against the correct answer. We assign the grades of “correct”, “incorrect”, “partially correct”,
and “not attempted,” then use the harmonic mean to calculate the final grade of “Correct/Total” and
“Correct/(Total — Partially Correct)”, similar to SimpleQA. The multi-statement responses, on the
other hand, are for management instructions and symptom descriptions questions. These categories
usually consist of multiple unique and standalone statements: On average, management instruc-
tion responses contain 2.7 factual statements, and symptom/visual description responses contain 1.8
factual statements. Therefore, we have our LLM judge (a) divide both predicted and ground-truth
responses into individual statements; and (b) grade each of them as a short-form response; then
(c) normalize the grades according to the number of statements per question to calculate the final
harmonic mean score as short-form responses.

As additional context, we emphasize the importance of a partially correct category to capture the
nuances of agricultural knowledge. For example, (1) Taxonomic Hierarchy: In disease identification,



guessing “fungus” when the correct answer is “black jelly fungus” is considered partially correct; (2)
Semantic Granularity: In management instructions, suggesting “pesticide” when the correct answer
is “spray insecticidal soap, carbaryl, or spinosad” is partially correct because pesticide includes the
correct answer despite a specificity difference. Compared with SimpleQA, whose metric implicitly
encourages “not attempted,” we exclude it as the agricultural questions from farmers commonly
emphasize instantaneity.

4.3 Zero-shot Evaluation Results

We present a comprehensive zero-shot comparison of various VLMs in Table 2. More visualizations
are presented in the supplementary material.

Very Challenging for Existing Models. AGMMU proves to be a very challenging benchmark
across all models evaluated, and even the most advanced systems achieve moderate performance
levels. Such challenges are notable, especially on open-ended OEQs, where models have to recall
the knowledge precisely without relying on any pre-input options. These observations also reveal
the necessity of improving the agricultural expertise of VLMs and mixing agricultural data for VLM
training, where our AGBASE could be helpful.

Performance Across Question Types. On MCQs, the models can rely on options, so it is sig-
nificantly easier than OEQs. The level of >70% accuracy is also on par with previous agricultural
benchmarks [28, 55] in MCQs. Therefore, we primarily advocate for the more challenging OEQ
setting, which is also more aligned with a VLM in the real world. As observed in Table 2, the man-
agement instruction and symptom/visual description types of questions pose more challenges, due
to their multi-statement and long-response nature and the need for more reasoning. However, there
is significant variation between models as to what tasks are the most difficult, suggesting that spe-
cialized agricultural knowledge and visual understanding capabilities are not uniformly distributed
across model architectures.

Closed- and Open-sourced Models. We observe a distinct performance gap between closed-
source and open-sourced models, where closed-source models generally demonstrate superior per-
formance. Among all models, Gemini 2.5 Pro leads in all short-form categories, Gemini 1.5 Pro in
management instruction, and GPT-40 in symptom description. For open-sourced models, LLaMA-
3.2 and VILAL1.5 are the overall best performer across all subdomains. On average, open-sourced
models trail behind their closed-source counterparts by more than 10 to 20%, likely due to the lack
of substantial agricultural data during the large-scale training phases.

4.4 Reliability of LLM Judge

The reliability of the LLM judge is essential for mean- ~_ Category Correct / Total
ingful evaluation, so we ensure its robustness through Disease/Issue Identification 9/10
rigorous prompts and validate its performance via a ~ Insect/Pest 9/10
human verification study. Species 10710
y Management Instructions 10/10
Symptom/Visual Description 9/10

Empirical Human Agreement. To quantify the Tuple 3: Agreement between GPT-4.1

alignment between the LLM judge and human as-  jydge and Human Expert on 50 randomly
sessment, we conducted an empirical study. We ran- sampled model responses. The scores indi-

domly selected 50 responses generated by our fine-  ¢ate a high level of reliability.

tuned LLaVA model, with 10 samples from each of

the five categories. A human expert then manually graded these responses. As shown in Table 3, the
judgments from GPT-4.1 exhibit a high degree of alignment with human evaluations.

Nature of Disagreements. We observed that the few mismatches between the LLM judge and
the human grader were primarily borderline cases. In these instances, GPT-4.1 typically assigned a
“partially correct” label to an answer that the human grader deemed “incorrect.” For example, when
the ground truth was “leaf-spotting fungi or bacteria,” the judge rated the prediction “bacterial wilt
disease” as partially correct. This assessment is defensible due to the shared keyword (“bacteria”)
and overlapping symptoms, indicating it is not a significant failure of reasoning.

Robust Evaluation Metric. Crucially, our scoring metric is designed to be robust against such
borderline cases. As detailed in Sec. 4.2, credit is awarded only for answers that are fully correct.
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Figure 4: (a) The most common errors made by VLMs are knowledge errors. CoT represents sam-
ples that are originally wrong due to false reasoning, but corrected with chain-of-thought prompting.
IPI, DII, SVD, SI, and MI are short for five question types as explained in Sec 3.2. (b) We show
two common evaluation errors, including the lack of knowledge to answer the question (fop), and
the wrong perception of the image (bottom).

Consequently, these “partially correct” labels assigned by the LLM judge do not inflate the final
performance scores.

4.5 Error Analysis

To achieve an in-depth understanding of the internal procedures of VLMs in answering AGMMU
questions, we analyze the types of error that occurred during the evaluation. We select 171 wrong
evaluation samples and ask the VLMs to provide the chain-of-thought (CoT) reasoning before pro-
viding the final answer, and judge the error types with human evaluators. Fig. 4a demonstrates
quantitative results, and Fig. 4b shows the qualitative results of the most common knowledge and
perceptual errors.

Perceptual Error. A perceptual error occurs when the VLM fails to recognize a primary visual
characteristic or gives a direct incorrect description of a visual characteristic as in Fig. 4b. This
category highlights limitations in the visual understanding capabilities of VLMs. Perceptual errors
constitute 34.3% (Gemini), 37.5% (LLaMA), and 22.2% (GPT-04) of total errors.

Knowledge Error. A knowledge error occurs when the VLM does not have the essential knowl-
edge to reach the correct answer. In these cases, the model may identify relevant visual features and
reinforce it, but without reaching the correct answer. For example, in management questions, the
model might give vague responses that do not engage with the particular nuances of the given situa-
tion (Fig. 4b). Knowledge errors constitute the highest proportion of errors for all Gemini (48.6%),
LLaMA (42.9%), and GPT-04 (51.1%).

Chain-of-Thought (CoT). This category includes instances where the VLM initially provides an
incorrect response but corrects itself after being asked to explain its reasoning. The proportion
of CoT errors underscores the importance of reasoning processes for accurate performance on our
benchmark. Specifically, CoT accounts for 15.7% (Gemini), 16.1% (LLaMA), and 26.7% (GPT-04)
of total errors, indicating that these models benefit significantly from explicit reasoning steps.

Reject to Answer. Occasionally, VLMs refuse to answer a question entirely, reflecting uncertainty
or lack of confidence in their predictions. This occurs rarely, constituting 1.4% (Gemini) and 3.6%
(LLaMA), with no instances observed in GPT-04.

The differing error patterns across Gemini, LLaMA, and GPT-04 reveal distinct model behaviors.
Perceptual ability forms the foundation: models like LLaMA, with weaker visual grounding, show
more perceptual errors—often hallucinating features to match textual cues. In contrast, Gemini
accurately identifies main visual elements without hallucination but frequently makes knowledge
errors, indicating gaps in domain understanding despite solid perception. GPT-04, with strong per-
ception and knowledge, rarely makes blatant errors, but its reasoning steps can still misfire.

4.6 Finetuning Evaluation Results

Experiment Setting. We finetune both Qwen2.5-VL [50] and LLaVA-1.5-7B [25] using our AG-
BASE. Our training follows the standard practice of LLaVA by combining its instruction-tuning
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and MI are the short for the five question types as explained in Sec. 3.2.
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Figure 6: The effectiveness of AGBASE fine-tuning on OEQ examples. After simple fine-tuning,
the LLaVA model can accurately identify issues that GPT and the original model fail to recognize
in zero-shot scenarios.

set and AGBASE together, where the instruction-tuning set of LLaVA is critical for instruction-
following abilities to correctly answer MCQs. Our training lasts two epochs using LoRA
adapters [20], a learning rate of 2e-4, a weight decay of 0, and a batch size 16. The fine-tuning
process takes approximately 12 hours on 2 x A6000 GPUs.

Analysis. Fig. 5 and Fig. 6 demonstrate the effectiveness of fine-tuning VLMs using our AGBASE
on the more challenging open-ended questions. Fig. 5 shows that fine-tuning with our knowledge
base significantly improves the model’s capability of understanding the images and correctly re-
sponding with agriculture knowledge. This performance boost highlights the effectiveness of our
large-scale knowledge base in improving VLMs and the necessity of collecting agricultural-related
data for future VLMs. Meanwhile, the smaller improvement on management instruction and symp-
tom description questions indicates the complexity of multi-statement questions, motivating the need
for more data collection and better model training than simple fine-tuning.

5 Conclusion

In this work, we introduced AGMMU, the first benchmark for evaluating vision-language models
(VLMs) in agriculture, a field that requires precise visual interpretation and expert knowledge. Our
dataset spans core agricultural tasks, including symptom recognition, species and pest identifica-
tion, and management instructions, and is created from more than 116,231 real-world expert-user
interactions. Through a three-step curation framework, we build a high-quality AGMMU evaluation
set, demonstrating a great challenge for current VLMs. To support model development, we intro-
duce AGBASE, a training set of 57,079 knowledge entries aimed at improving model accuracy. We
hope that the combination of AGMMU and AGBASE can support the community in evaluating and
developing stronger knowledge-intensive VLMs.
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only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA|
Justification: The paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.
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* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provided full specification for the reproducibility of the experiment results
in the experiment section.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We open source the code and data link in the submission.

Guidelines:
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We presented the experiment details in the experiment section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer:

Justification: We do not include error bars in our experimental results because evaluation
of all open-sourced and closed-source models is very computationally expensive.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.
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» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provided details on compute resource in the experiment section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our work complies with the code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

 The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the broader impacts in the supplementary material.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: As explained in the paper, we have obtained legal approval in the release of
our data, and removed all personal or confidential information from our benchmark.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We properly credit the authors for the assets used in this paper.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

¢ The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/
datasets has curated licenses for some datasets. Their licensing guide can help
determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]
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Justification: The code and data are well documented.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-

tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
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Justification: We systematically describe the usage of LLMs in our benchmark develop-
ment, which mainly serve as knowledge extraction tools for large-scale real-world user-
expert conversations.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

e Please refer to our LLM policy (https://neurips.cc/Conferences/
2025 /1LLM) for what should or should not be described.
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A Evaluated Large Vision Language Models

Our evaluation and analysis are conducted mainly on the group of models listed in Table 2 in the
main paper. We have chosen models such that they cover most of the popular and best-performing
methods used by recent multimodal understanding work. In this part, we discuss all the models we
have used in our experiments and explain their evaluation details, the public checkpoints we have
chosen, and display the prompts we used to adapt the model to our datasets.

During evaluation, we chose to follow the standard prompt provided by the authors whenever possi-
ble for multiple-choice and short-answer questions. When the prompt is not provided for the model,
we select a custom prompt that is created through several iterations of prompt engineering to select
the one that produces the most effective results. The images are always included as the prefix.

Proprietary Models. We used six proprietary models in our evaluation: GPT-04-mini [1], Gemini
1.5 Pro [34], Claude 3 Haiku [41], GPT-40, Claude 3.5, and Gemini 2.5 Pro. Below we note the
model API version used for evaluation.

* GPT-04-mini: May 13-15, 2025; October 2-3, 2025.

e Gemini 1.5 Pro: November 1-13, 2024; October 2-3, 2025.
¢ Claude 3 Haiku: November 13-14, 2024; October 2-3, 2025.
e GPT-40: July 25-28, 2025; October 2-3, 2025.

e Claude 3.5: July 25-28, 2025; October 2-3, 2025.

* Gemini 2.5 Pro: July 25-28, 2025; October 2-3, 2025.

Cambrian-1 [47]. Cambrian-1 is a recent state-of-the-art model that excels at visual-centric tasks.
This model explores combinations of vision encoders, text and image integration techniques, and
instruction tuning strategies. We use the official implementation and checkpoint' with a LLaMA3-
8B-Instruct LLM backbone model in our evaluation.

InternVL2 [44]. InternVL scales up the vision foundation model while aligning it with the back-
bone LLM, and is trained on web-scale image-text data to achieve strong performance across a vari-
ety of vision-centric tasks. We use the official implementation and checkpoint® with the InternViT-
300M-448px vision backbone and Internlm?2.5-7B-chat language backbone in our evaluation.

thLps ://github.com/cambrian-mllm/cambrian
2https ://huggingface.co/OpenGVLab/InternVL2-8B
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LLaMA-3.2 [l1]. LLaMA-3.2 is the first collection of multimodal large language model from
the LLaMA family that was previously text-only. The integration of vision involves utilizing cross-
attention layers and a pre-trained vision encoder that feeds directly into the text-processor. The
model follows a commonly used training recipe that includes pretraining on noisy image-text pairs
and then high-quality knowledge enhanced pairs. Notably, the language-model parameters were
frozen during the training of alignment of image and text to retain strong text-only capabilities. We
use the official implementation and checkpoint’ that uses a LLaMA-3.1 text-only language backbone
in our evaluation. When evaluating the model, we choose to use a custom prompt since no standard
prompt is provided.

LLaVA-NeXT [26]. LLaVA-NeXT expands on LLaVA by using the same instruction tuning
method to give the model the ability to process and reason about multi-images, multi-grames, and
multi-views. We use the official implementation and checkpoint® with LLaMA-3-8B Instruct as the
language backbone in our evaluation.

LLaVA-OneVision [22]. LLaVA-OneVision builds on LLaVA-NeXT with the capability to an-
alyze single images, multi-images, and video scenarios. Most impressively, it allows for video
understanding through task transfer from images but this is not explored in our evaluation. We

use the official implementation and checkpoint’ that uses a base architecture consisting of SigL.IP-
SO400M-Patch14-384 and Qwen2-7b in our evaluation.

LLaVA-1.5-7B / LLaVA-1.5-13B [25]. LLaVA introduces the idea of instruction tuning a multi-
modal model with GPT-4 generated instruction-following data for associated images. This gives it
the ability to achieve impressive abilities to act as an instruction-following general agent. We use the
official implementation and checkpoints®” with a CLIP ViT-L/14 vision backbone and Vicunal.5-7B
/ Vicunal.5-13B in our evaluation.

Qwen-VL-7B [4]. Qwen-VL is a large vision language model that has the ability to perform vari-
ous vision-language tasks including image captioning, visual grounding and more, not only limited
to question answering. This model is multi-lingual in Chinese and English and was pre-trained using
an interleaved image-text technique. We use the official implementation and checkpoint® that uses
Qwen-7B as the language backbone and CLIP ViT bigG/14 as the vision encoder in our evaluation.

VILA1.5-13B [24]. VILA is trained using an enhanced pre-training method that involves inter-
leaved visual language data. Additionally, during the supervised fine-tuning stage, the data includes
text-only instruction data to help the model retain strong text-only capabilities. We use the offi-
cial implementation and checkpoint’ with a LLaMA3-8B LLM backbone and SigLIP-SO400M-
Patch14-384 vision encoder in our evaluation.

B Dataset Curation Details

This section outlines the multi-stage curation pipeline of AGMMU and describes the prompts de-
signed for each question type and subdomain.

B.1 Stage 1: Question Categorization

In the first step, we employ the Llama-70B model [1 1] to categorize questions into predefined agri-
culture subdomains while identifying the primary living entity affected by the query. Our systemati-
cally crafted prompt (Figure A) guides the model to extract the most specific living entity mentioned,
such as “apple tree” or “honeybee,” or to assign “none” when the entity is unclear or absent.

The subdomains include Disease, Weeds/Invasive Plant Management, Insect/Pest Control, Growing
Advice, Environmental Stress, Nutrient Deficiency, Generic Identification, and Other. Each sub-

3https://huggingface.co/meta llama/Llama-3.2-11B-Vision
4https://huggingface.co/Llavafhf/llama37llavafnextf8bfhf
Shttps://huggingface.co/llava-hf/llava-onevision-qwen2-7b-ov-hf
®https://huggingface.co/llava-hf/llava-1.5-7b-hf
7https://huggingface.co/Llavafhf/llavafl.5713b7hf
ShLLps://huqqianace.co/Qwen/Qwen7VL
*https://github.com/NVlabs/VILA
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Question Asker: The
Linden tree has this
black substance all over
the leaves.
Expert: It is sooty
mold. Aphids feeding

on your linden drop an
excrement called
honeydew. To prevent
sooty mold in the
future, deal with the
aphids in the linden

Step 1: LLama-70B Agriculture
Subdomain Categorization

System Prompt: “You are a helpful assistant
tasked with categorizing farming-related
questions by their entity and question type.
Identify the primary LIVING entity that is being
affected by the concern in the question, or
‘none' if there is no primary living entity or
it is unknown/can't be identified. This entity
can be as broad as 'plant' or 'tree' but try to
extract the most specific name of the entity
mentioned. The question type categories to use
are: 'disease', 'weeds/invasive plants
management', 'insects/pests control', 'growing
advice,' 'environmental stress','nutrient
deficiency', 'generic identification', or
‘other'. \n'insect control' is for any question
that is related to insect issues. 'disease' is
for any question about a disease or virus.
'growing advice' is for any question about how
to grow or take care of a plant. 'environmental
stress' is for any questions that pertain to
problems caused by the environment such as heat.
'nutrient deficiency' is for problems that are
related to nutrient deficiencies like
fertilizers. 'generic identification' is for
questions that are purely for entity
identification, with nothing related to
management or other issues. Only categorize in
‘other' as a LAST RESORT. Here are some examples

Step 2: Llama-405B Knowledge Extraction

System Prompt: “You are an assistant whose job it is to extract categories of
information from an agriculture question. These categories are "disease/issue
identification", “symptom description", "management instructions", and
"miscellaneous facts". Make sure that "symptom descriptions" describe the visual
symptoms that can be referenced in the hypothetical image. Make sure miscellaneous
facts are independent of the exact situation and are standalone facts that don’t
depend on location or the time of year. If there is no information about any
category, or if the asker/expert seems uncertain about their diagnosis, or simply
directs the user to a diagnosis lab, tag it as "none". Format the response as a
json. Here are some examples {examples}. Follow this format exactly. You will be
given CONTENT header and you will ALWAYS include the word "TAGS:" as a header in
your response so that your output format is always standardized, which is very
important to the user.”

Output:

TAGS:

{“"disease/issue identification": "sooty mold", "symptom description": "black film/
substance all over the leaves, damage to leaves", "management instructions": "watch for
and deal with aphids in the linden tree to prevent sooty mold in the future"”,
"miscellaneous facts": [ "aphids feeding on linden trees drop an excrement called
honeydew which is an ideal growing medium for sooty mold", "sooty mold can weaken
the plant by reducing the photosynthetic layer" ] }"}

Step 3: GPT-40 MCQ Generation

System Prompt: “Your job is to convert information into challenging multiple choice
question and answers. For each header, create one MCQs with 3 incorrect answers
and 1 correct answer. make a VISION DEPENDENT question using the ‘'management
instructions' header as the ground truth. You can include context your are given in
the question, but try not to, especially make sure that the question doesn't contain
info that gives away the correct answer. Make sure that the question is standalone
and answerable given the image and question but still make the question succinct,
with no more info than necessary. If this is not possible simply output 'none'. Here
is what the format should look like

{'managamenet instructions': {'question': '<question here>', 'options':
['<optionl>', ‘'<option2>', ‘'<option3>', ‘'<option4>'], ‘answer': ‘<answer>'}}

make sure that the wrong choices have similar word length as the right answer. And
though the wrong answers should be challenging, they should still be clearly
incorrect so there is only one right answer. You will always be given the CONTENT
header and you will always include QUESTIONS: as a header in your response so your
response is standardized which is important to the user. CONTENT: context: symptom
description - black film/substance all over the leaves, damage to leaves, species —

for each category: {examples} \nFollow this

format exactly. you will be given CONTENT and
you will ALWAYS include the header ENTITY: and
CATEGORY: in your response so that your output

linden tree,
‘management instructions': 'watch for and deal with aphids in the linden tree to
prevent sooty mold in the future''

format is always standardized which is important Output:
to the user."” QUESTION:
{“question": "what is one way to prevent the black substance observed

Output: on the leaves?", "options": [ "prune the linden tree weekly", "use
ENTITY: linden tree fertilizer biannually", "increase water supply to roots", "apply aphid
CATEGORY: disease apply aphid control measures”}

control measures" |, "answer":

Figure A: Prompts used in different stages of our data curation pipeline.

domain is succinctly defined within the prompt, with illustrative examples provided in Figure B
to address ambiguous or edge-case scenarios. The prompt enforces a standardized output format,
ensuring consistency with the inclusion of “ENTITY:” and “CATEGORY:” headers.

To enhance robustness, the prompt includes examples of complex or overlapping cases, ensuring
accurate classification even for questions that span multiple subdomains or lack explicit details. By
embedding these clarifications, the design supports reliable categorization across diverse agricultural
contexts.

B.2 Stage 2: Information Extraction

In the second step, we design prompts to extract granular categories of information from agricultural
questions. These categories are tailored to the specific subdomain identified in Step 1, ensuring that
the extracted information is both relevant and actionable.

Weeds/Invasive Plants Management. For the “weeds/invasive plants management” subdomain,
the extraction focuses on: (1) Image Description, visual characteristics of the weed or invasive
plant, (2) Management Instructions, actionable strategies for control, and (3) Miscellaneous Facts,
contextual expert insights. The name of the weed itself is already extracted in Step 1. This ensures
that the emphasis remains on descriptions, actionable measures, and expert knowledge.

Insects/Pests Control. For this subdomain, the categories include: (1) Insect/Pest, identifying the
pest in focus, (2) Image Description, visual traits of the pest or evidence of damage, (3) Management
Instructions, guidance for mitigation, and (4) Miscellaneous Facts, contextual expert insights. The
primary plant affected, if exists, is identified in Step 1, thus this step concentrates on pest-specific
details, such as visual features or damage patterns, and the corresponding management strategies.



Agriculture Domain + Species Extraction (step 1) Examples

CONTENT:
Best ways to treat Azaleas and Mt. Laurel with a Lace infestation. #875156

Question Asker:

My Azalea shrubs and Mt. Laurel are infested with Lace. I have sprayed
them but T am not sure if I spayed them adequately. ISome of the shrubs are
tall, and I will need a ladder to reach the top

Is it too late to apply a liquid application around the base? How often
should my shrubs be treated? Should I hire a private company?

any suggestions would be much appreciated
Expert:

Can you share a photo or two of what you are seeing? You can attach them
directly to this reply. First off, stop spraying, and let us know what you
are using. You wouldn't see damaged leaves recover, you would just see any
new leaves look healthy. You can also burn leaves of plants (or affect non-
target insects and plants when spray applications are made when the weather
is hot or windy. Lace bugs tend to be worse in landscapes where azaleas
are planted in full sun (which Stresses them) nd where pesticides are
regularly used. In healthier landscapes with little or no pesticide use and
an abundance of different plants, their populations are kept in check by
beneficial insects. That is the ideal goal. Azalea can get lace bugs that
are specific to azalea that you can learn about here: <link> there are also
different lace bugs that are specific to Rhododendrons and Japanese
Andromeda as well but we don't see them on Mountain Laurel. Let us see
what your concerns are on the Mountain Laurel and we will assist. The most
common problems that those shrubs have tend to be holes in the leaves
(Shothole, which can look like insect chewing but is not, and is cosmetic
and no chemical controls are recommended) and bark scale insects, which
would looks like white flocking along the limbs. Systemic soil drenches
containing imidacloprid (a type of neoniconoid) have been found to be
damaging to pollinators. In 2016, the Maryland Pollinator Protection Act
was passed, which prohibits homeowners from applying them. Only
professional, licensed applicators may do so. For this reason, applications
would only be a last resort, and there are many other, less toxic, more
environmentally friendly ways to deal with many pests. Here is a page that
explains more: <link>

ENTITY:
azalea, mt. Laurel
CATEGORY
insects/pests control

CONTENT:
Large brown spots on bush bean leaves #373890

Question Asker:

i,

I'm wondering what these brown patches on my green beans are and if
there's anything I should do to stop/prevent further issues.

Thanks !

Expert:

This looks like abiotic damage, which means it was caused by environmental
factors and not a pest or disease. In this case, it looks like sunscorch
(also called sunscald or just "scorch"), which is essentially sunburn
Plants with reduced air circulation, such as being crowded or growing near
a wall, solid fence, or near heat-reflective pavement or stones can be
more vulnerable to scorch, but even well-spaced and unobstructed plants
can still develop it. Beans can be among the more vulnerable veggies to
scorch. Fortunately, mild scorch in beans generally does not affect
yield. You can keep monitoring the plants for watering needs, feeling the
s0il a few inches down and watering if it becomes somewhat dry to the
touch, but no other intervention is needed. Floating row cover and insect
mesh netting can serve as a shade cloth of sorts (even if not needed for
their pest-excluding or frost-shielding properties) if a full sun exposure
is proving to be too much for certain plants, but we'd expect these plants
will grow out of it well enough on their own. (Injured leaves cannot heal
but new foliage should emerge normally.)

Question Asker:
Glad to hear this. Thanks

You're welcome!

ENTITY:

green beens
CATEGORY
environmental stress

CONTENT:
Dead Grass #829812

Question Asker:
Hi There,

Last sunmer was hard on my grass with most of it dying, particularly in
full sun areas. I'm left with some dead patches but mostly bare dirt
I'm interested in doing a no-mow grass on my slope, regular on the flat
yard, and am looking for recommendations on if i should sod/seed and what
varietals and extra care steps (fertlizer, watering times, etc.) you
might recommend. Thank you kindly!

Expert:

No mow options can exceed city ordinances. Because city

ordinances sometimes limit what can be planted on boulevards, you might
want to check that first. It would also be good to get a soil test to
see what plants are a good match to your soil. See: htt
soiltest.cfans.umn.edu/ The steepness of some of the area suggests that
you also need erosion control for the area. The following websites offer
some ideas that may help you decide. Whatever you chose, a deep rooted
planting is better for this area that shallow rooted plants Llike grass.
1. For steep slopes see page 34. <link> 2. For landscape design see
<link> 3. For native prairie plants that require no fertilizer or
watering see: <link> For low growing ground covers see:<link> 5

Also see: <link> You could also take a trip to the Minnesota Arboretum
in Chanhassen and see some examples of plants that may interest you

ENTITY:

grass

CATEGORY
growing advice

Figure B: Examples included in prompt during the agriculture domain categorization (step 1).

CONTENT:
What is this plant? #874057

Question Asker:

T originaily got this as a stray seedling with a peony plant I purchased
at a local nursery. I potted it out of curiosity. It's grown into a
lovely good sized plant. Can you tell me what this is? Thank you for
your help.

Expert:

Hello, happy to help. I suspect it may be a weed but I'd be happy to
continue working with you to identify it. Could you send a photo of its
flower and what month it bloomed when that happens? Though the questlon
may look closed, when you add a reply, it will reopen and noti

Thanks !

Question Asker:

r there hasn’t been a hint of blossom or flower. Below are pics from
]ust how.  The largest leaf is now 7.57.1 have not seen anything Like this
growing wild in our area. ive in rural Isanti county. Sandy soi
country. Thank you so much for your help

Exper
Hello, It s burdock an invasive weed. The common burdock can be found
everyuhere in Minmesota but there are three varieties and all of then are
invasive and should be eradicated. Here is information about all thre

types from Winnesota Wildflouers. You could cut one of the stems to see if
it's hollow or not. If not hollow, it is the likely newer variety called
Actium lappa. Good-luck!

Question Asker:

Thank you so much for researching this for me. The leaves do look similar
to the Great Burdoch. Leaves on the other 2 are too pointy. I don’t see
any branchy stem coming up or flower buds. I got this seedling in
April.Perhaps this matures late summer? Being as it is contalned in a pot
on my patio I will let it mature to see what it does. Should b

interesting. Thank you again for naming my Mystery Plant and letting me
know I shouldn’t plant it in the garden

ENTITY:
burdock
CATEGORY
weed/invasive plants management

CONTENT:
Question about freezer jam #875023

Question Asker:

Hello. I'd like to make both a strawberry and strawberry rhubarb freezer
jam, however, for health reasons, I'd prefer to use raw honey in place of
sugar.

I'm curious--can I substitute honey for sugar in any freezer jam recipe
and, if so, how much? Also wondered if you had any recipe suggestions in
this vein.

Secondly, I have found recipes that already call for honey in lieu of
sugar, if I was to use these or make my own substitution and use Suregel,
is it safe to let the jam sit out at room temperature for the 24 hours
required when using Suregel?

Thank you for your time.

Expert:

Hi, As per the National Center for Home Food Preservation and USDA, Corn
syrup and honey may be used to replace part of the sugar in recipes, but
too much will mask the fruit flavor and alter the gel structure. Use
tested recipes for replacing sugar with honey and corn syrup. (<link>) If
you are trying to reduce sugar, please know that honey is also pure sugar
just from a different source - so simply substituting this is not
dolution to that challenge. There is infarmation in the above Link that
does talk about making jams/jellies with reduced sugar - one option is
using a "low-methoxyl pectin”, which the brand name is Pamona, another
option you may want to try. Yo can substitute honey in Suregel products
and it is safe to leave out for 24 hours when canned. hope

answered all of your questions, if not, please respond with' forener
questions. Thank you,

ENTITY:
strawberry
CATEGORY



Knowledge Type Extraction (step 2) Examples

Disease/Environmental Stress/Nutrient Deficiency Insect/Pest Control
Examplel Examplel
cowreT: cowTenT:
Tonato’s #875222 Wnat is this bug? #875318
Quest ion
I an growing tonatoes in earth boxes. It has been years since I have done this but never had problens in Question Asker:
Posts In'the Last 2 veeks they have gone dowthill, Tried one dose of miracte grow but no change. They are T found these bugs all over my Lirope this morning. Do you know what they are and do I need to do sonething
yeilding fruit now and uould Like then to get heaithie about then?
Expert: Expert
It looks Like your tomato plants may have Early blight (Alternaria spp.), the most comon fungal disease Thank you for reaching out to Extension! This is an early adult stage of a box elder bug. They will eventually
. Tt appears on leaves and stems as dark brown iesions with concentric rings. Older lose the black jacket ook and turn mostly black with orange-seber cdging. Cenerslly speaidng, they don't cavse
Teaves ore usually affected first, but the disease spreads upward to newer growth under favorable nuch horm <0 plants. They are o nuisance when they ore close o <he fone and might Ty to oueiuinter ihere. They
. "Lesions enlarge and coalesce; extensive blighting. (sudden death) and loss of leaves can Tend to gather in large numbers. Here are son
develop near the sten end of fruit during severe outbreaks. Fruit lesions becone 1 the Liriope is close to your hone, you need 1o take steps to prevent the attempting to gain enirance. Here s
hery; a thick mass of black Spores may be present under hunid of Wet conditions. a great factsheet fron Minnesota Extension
renove and destroy diseased plant material Hanage weeds and potential alternative
hosts Avoid wetting fruit and leaves when irrigating Apply protectant fungicides Rotate with non-host
crops Promptly destroy crop residues after harvest Deep plow to bury residual inoculun 1 recommend that {*insect/pest': "box elder bug', ‘inage description': ‘the box elder bug is in early adult stage’, ‘management
you dounload the “SOW" app, a gardening guide that i largely based on 1D-128 publication "Home Vegetable instructions': ‘nane’, ‘miscellancous facts': ('early adult box elders will eventually lose the biack jacket look
Gardening in Kentucky" fron the U.K. Cooperative Extension Service. Let me know if you have any and turn mostly Black with orange-amber edging’, 'bok elder bugs db not cause much narm €0 plants’ bix eider
aestions. bigs are 2 nuisance when they are near 3 hone aid nay overvinter there’, "box elder bugs tend to gather in lrge
nunbers”
ThGs:
{!disease/issue identification’: 'Early blight, 'sympton description’: ‘none’, ‘nanagement instructions': Example2
*promptly renove and destroy diseased plant matérial, manage weeds and potential alternative hosts, avoid o i
wetting fruit and leaves when irrigating. Apply protéctant fungicides. Rotate with non-host crops. oLy Wiack bugs in red bud tree
Pronptly destroy crop residues after harvest. Deey o bury residval inoculum. ', 'miscell Snatt black bug o bud ree woracn
ts': ["early blight is the most comnon futgal disease of tomatoes in Kentucky', ‘Early blight appears Ouestion Asker:
on leaves and stens as dark brown lesions with concentric rings’, 'Older leaves are usually affected first e o fu e strange ooking black bugs. Ay ides shat thy are and i they coul be harul <o
extensive blignting and oss of Teaves can resutt.’, 'In tonato afected by carly blight, Tesions say Exger
develop near the stem end of fruit during severe breakouts and become sucken and lesthery’, 'In tomato i George, vou hove abserved the redhud trechopper (Enchenops binotata). Despite the fact that this insect sucks
POt oo el by Earty DLLGVE i honis and set Condivions: s ChiCh mass oF lack opared hay be WL George, You have abserved the redoud treshopper (Enchencpo blrotata). Despite the fact that this
presen SopuLations are high, thare 1 no heticable €Tect on the trec. You hay eisb. notice white i masses on e tree,
which are the eggs of this insect. They are also not a cause for concern, Let ne know if you have further
Example2 auestions.
courenT:
Torato problens in comunity garden #675237 Question Asker
Question Asker: Thank you very much for your prospt. rely wrote:
The tonatoes in our comunity garden are showing rotting on the bottons of both green and ripening
tomatoas. The prablen 15 occurring in multiple beds and on different varieties. Our yearly soil Sample Thgs:
showed o pH if 7 and the soil was actually high in calcium. The plants have been consistently watered and {'insect/pest': 'redoud treehopper’, 'inage description': 'black bug’, 'management instructions': 'effect on the
the soil drains vell. ree is 5o insignificant that it does not require management’, 'misceilaneous facts': ['Even when populations of
Jpert: redbutresnoper are igh, tere 15 o toticeapie effect on {ne tree’, e eggs of the insect can form unite-
Hi Kathy- this appears to be blosson-end rot. Ask the gardeners to pull affected fruits off as soon as ish nasses on the tree'l}

they notice the symptons. If possible, apply 1/ cup of gypsun (calcium sulfate) around each plant and
water it in. Plant siress and excessive nitrogen can contribute to BER. Also, deterninate-type plants that

iegatamiest “'“"“’VZ'ZT“IZ 2“3‘25222';2‘2 ;:ndu(cs o e e Weeds/Invasive Species Management
touching:the L&
w if you wan( to talk abnut it fur(her Jm\ Examplel
coTe:
imasivs grass tlowr sarisi2
&fiease/issue sdentitication's ‘blosson-end rot!, "sympton description's *rotting on the bottons" Gnestiop Ak
nagesert trctructionss: oLl atlected Sruite oft sy Eoon oo cyapisns. are votiad, Aoty 14 eup'of This Snakl shike flower_invades the arass and multiplies and takes over the grass. It flowered In May but now in
aypeun Tealchun suirate) aroond coth pLont hhd waver i tne e rnbecertinoss focts 1 BUnt’Strels and Sune’stopped Tovering: Tt roots ore Like o swcet potatoes and GSTTicULE L6 remove, you Need to 13 1t up moking
N esSiue nitrogin can tontrinute.to BER's Sdeterninate-type plants.that are_hesvily pruned ars more Jour town ook pachy:

keye rot is a disease that produces similar symptons to blosson-end
t all over tomato fruits that are touching the Soil’

Example3
CONTENT:
Crab Appte Tree discase so73519

Wi, our Crabapple tree had beautiful bloons this spring and looked very healthy but now the leaves are
e vty g pariistly brovn Tt deesn: o Took heatiny. Could 15 e 5 diseace by re vou sesing vome of ovailoble; Use'a harbicide desidned <o target this speciiic. crpe of waedy. Your local Mursory Gperator. can help
e ue 1o AL he retn werve had? e you dinghose thee Lasues by conirg 1o hoe Clore te The AT or by you select the most effective application. When using any chemical read the label thoroughly and follow the
Tobine’S boanch w0 your instructions provided regarding the proper use and disposal Thank you for your question

) .
o e e of o o 11 o st ot w11 ot ity cave ehie o P00 qesription's “ssall ite flower with rots Uike sucet potato., “saagesent nstructions*: “Haincain &
53 s ok ke ectng of your crampete 0 your oot fate 1 ot ypicatly o i ot e e ety moving o 1o rotommerses medgnt Tor yoor vor sty oF Senen oms syt dseoty o
tree care company and request an arborist come evaluate yuur uee, The arborist will be able to determine infrequently to encourage deeper root growth. Monitor your \ for areas that may need improved soil drainage.
going on and give recommendation for next steps. I have placed a link below for "What's Wrong With Fertilize your lawn appropriately; recomnended for your type of grass. Remove the wee jou presently have by
g on and give ecomendation for nextsicos.” T e T i e

chemical control options are available. Use a herbicide designed to target this specific type of weed,
“miscellancous facts': ['pennywort spreads by seed and by underground rhizomes’, ‘penmwort is a perennial that
bloons early’, 'pennywort thrives in moist areas.']}

ThGs:
{idisease/issue dentification's ‘ngne’, ‘synpton description’s leaves are all wilty and partially

brown’, 'managenent instructions’: 'noné’, ‘species: 'crabapple tree'} Example2
CONTENT conTenT:
Poudery nildew question 4874867 Is this horsenettie? 4874652
Question Aske: duestion Aske
<ooHello, 16 Like to ask if my plants (attached pictures) are infected with podery mildew and how can T an' thinking that the attached photo is of horsenettle. Is that correct? I would prefer mot to use an
treat then? Thanks.</p> :hem)(a\s, ‘Ut are there other ways to renove it premanently? It has such a long tap root when I try to 3if it
 be sure what's affecting the plants by viewing the photos, However, based upon what we can see,
have diagnosed the problem correctly. Poudery mildew is very common now. The following T does ook Like Carolina Horsenette (Solanun carolinense), though flovers (or if it stuck around long enoush,
publications discuss powdery nildew and how fo manage it. hitns://extension.um.edu/plant-diseases/ fruits] would help to confirm the S hative, bt conbidered s vecdin darden and agescoLioral Sertings
d rlgarden httpe: A Elther syotenic horbicioe 1o kITL the roots o vigilont physleot removat wbold be needed 1o cradicate it. T you
wish to avoid herbicide, then dig up (or cut down) what you can, and remove any h as quickly as it
appears. Eventually, this will starve the roots of stored energy, and the plant(s) will stop regrowing. How long
< dlsease/lssue identification's ‘nane’, "sympton description’s “none’, ‘mamagement instructions': ‘none’, this pracess takes is hard fo predict, but it might be several months at least if the plant(s) is well-
pecies € established or mature. Even herbicide might take more than one application to be successful. Mir

*has long taproot’, ‘management instructions': 'Either systemic herbicide to kill the roots
or vigilant physical renoval would be needed to eradicate it. If you wish to avoid herbicide, then dig up (or cut
doun) st you can, and remoue any regrovth ss quickly o it sppears. Euentually, this will Starve the roots of
stored energy, and the plant(s) will stop regrowing. *, 'miscellaneous facts': ['Carolina Horsenettle is native
Dut Considered a weed in garden and agriculcural settings: 1)

Growing Advice

Example1 Example2
Fedbud we thought vas dead 75041 conren:
o Kiss me over the garden gate #674881
auestion ke
but it now has some groth in botton half of ~7 foot tall stick, both on the Squot;trunkéquot; and includes two
signif sprouts Trom ground--do they act as losers of uacer in this”temp or do they help the recovering? yikes, ny
canera phone photo Joy moved to desktop is too big? I'n a dumny on this, but she cropped

Question Asker:
X have a few beds with sature plants that T inherited. 1'n vondering fow to properly tria these,to maintain
0 I'n Looking for 3 good way to trim them to keep the entire bed looking
nicel Ty most problemstic plant 15 the ‘kiss me over the garien gate- plant. It seeds fo ave bent over quite
a bit and doesn’t look great at then monent in my opinion. Can I trim this down or back without damaging it

annoyed my taking time had to start all over, but copied the input before I gave up trying to get past the robot
ert:

These grouths, called suckers, are a typical response of trees and shrubs when the upper growth is dead, dying, or
significantly stressed. (In this case, the old trunk and branches are dead above the point of the highest sucker

process, and it is not depriving the old canopy of recovery because recovery for that wood is not possible. the,cnd of the sumner, Therefore, pruning it before flavering late this sumer ey interfere with blooaing
Caused the dicback 15 hard to determine at his point, bUC physical injury or root stress or dicback are typic Likely miniaizing it) or stunt the plant overall. It prospers in full to partial sun. thoigh ve can't |
factors. | The suckers can develop a new Cree if allovéd to 9row and mature, though you can edit-out some of then via et LNt Level the plants | re receivino, Too much shade, 2side fron also hampering flowering, can
pruning 1f they get t Lo too densely (or at bad angles) N It you don't in states to our south), the original plant(s) will die by winter. If you want to move the young plants now to
uant to wait for this delay in the developnent of the tree, you should replace the redbud with o healthier specinen. 1", States, 10 our south), the original plant(s) will die by winter, If vou vant to nove the young plonts nov to
'you'keep this tree, or sven lanting ancther, dan't le up to its base. ot only 1 the tur : :

compating with the youno réa's roots for Maisture and MUCrients, BUE it's proxinity neans that an accidental bark  WATETing needs. It typically does not need pruning as routine mointenonce.

Serike by 3 mower of string trimer (or coNtact with certain herbicides used on a Lawn) could couse it seriovs and N

intreatable or fatal danage. Instead, clear avay the furf and put mulch dawn to protect the sol insteod, leaving TRt oo Kise ne over the qarden gate plant seess o fave bent over. Can it b <rimmed
T L I oot ok e e e to e o s or e O et o tcching  Without danaging it, and what can be done to inprove its appearance? . succinct answer': VIt 1s normal for
the trunk, where the shield material (wire mesh, plastic cylinder, etc.) allows room for trunk expansion as it this plant to grou fall and bending is typical by late summer. Prunino’it now could interfere with blooming or

*inage
“avoid pruning

vatering needs requlariy, especiolly since this year 30 far tost of Waryland hos entere drougnt or ncar-drought

[ umer”, *Polygonun
o redict, But 1L mighe be o e yaars ot less OreRtaLe prospers tn TULL o partiot sunts oo mich Snade can'cause Polygunum of entale.te.Tiop or Sren
o b, B 1t mign b 3 fex years 3t leatt, over’, 'Polygonun orientale is an annual and may self-seed'
THGs:
{"succinct question’: 'A redbud tree that appeared dead now has growth on the loer half of the trunk and from the
ground. Are these new sprouts aiding in recovery, or are they depleting water in the heat? *, 'succinct answer
"The néw growth are suckers. Yes, they lose water but it is not depriving the old canopy of recovery because
recovery for that vood is ot possible. |, 'image description': ' redbud with grouth in botton half of ~7 foot tall
Stick and two significant sprouts fron the ground’, 'other management advice': 'prune off dead wood, allow suckers
To develop Into & new tree br replace the tiee with a healthier specinen, monitor for watering needs, remove cur

physical injury or root stress or dieback are typical factors causing dieback’, 'the suckers can develop a new tree
if allowed to grow and mature’, 'turf competes with young tree roots for moisture and nutrients'l

Figure C: Examples included in prompt during the knowledge extraction (step 2) based on agricul-
ture subdomain type.



Growing Advice

You are an assistant whose job it is to extract
categories of information from an agriculture
question. These categories are "succinct
question", "succinct answer", "image description",
"other management advice", and "miscellaneous
facts". Make sure that "image descriptions"
describe the visual symptoms that can be
referenced in the hypothetical image. Make sure
miscellaneous facts are independent of the exact
situation and are standalone facts that don’t
depend on location or the time of year. If there
is no information about any category, or if the
asker/expert seems very uncertain about the
information, tag it as "none". Format the response
as a json. Here are some examples {examples}.
Follow this format exactly. You will be given
CONTENT header and you will ALWAYS include the
word "TAGS:" as a header in your response so that
your output format is always standardized, which
is very important to the user

Weeds/Invasive Species Management

You are an assistant whose job it is to extract
categories of information from an agriculture
question. These categories are '"image description",
"management instructions", and "miscellaneous facts".
Make sure that "symptom descriptions" describe the
visual symptoms that can be referenced in the
hypothetical image. Make sure miscellaneous facts are
independent of the exact situation and are standalone
facts that don’t depend on location or the time of
year. If there is no information about any category,
or if the asker/expert seems very uncertain about the
information, tag it as "none". Format the response as
a json. Here are some examples {examples}. Follow
this format exactly. You will be given CONTENT header
and you will ALWAYS include the word "TAGS:" as a
header in your response so that your output format is
always standardized, which is very important to the
user.' else: return None

Insects/Pest Control

You are an assistant whose job it is to extract
categories of information from an agriculture
question. These categories are "insect/pest",
"image description", "management instructions",
and "miscellaneous facts". Make sure that "image
descriptions" describe the visual qualities that
can be referenced in the hypothetical image. Make
sure miscellaneous facts are independent of the
exact situation and are standalone facts that
don’t depend on location or the time of year. If
there is no information about any category, or if
the asker/expert seems very uncertain about the
information, tag it as "none". Format the response
as a json. Here are some examples {examples}.
Follow this format exactly. You will be given
CONTENT header and you will ALWAYS include the
word "TAGS:" as a header in your response so that
your output format is always standardized, which
is very important to the user.

Disease/Environmental Stress/Nutrient
Deficiency

You are an assistant whose job it is to extract
categories of information from an agriculture
question. These categories are "disease/issue
identification", "symptom description", "management
instructions", and "miscellaneous facts'". Make sure
that "symptom descriptions" describe the visual
symptoms that can be referenced in the hypothetical
image. Make sure miscellaneous facts are independent
of the exact situation and are standalone facts that
don’t depend on location or the time of year. If
there is no information about any category, or if the
asker/expert seems uncertain about their diagnosis,
or simply directs the user to a diagnosis lab, tag it
as "none". Format the response as a json. Here are
some examples {examples}. Follow this format exactly.
You will be given CONTENT header and you will ALWAYS
include the word "TAGS:" as a header in your response
so that your output format is always standardized,
which is very important to the user

Figure D: Prompts used for each subdomain during knowledge extraction (step 2).

Nutrient Deficiency, Disease, Environmental Stress. For these subdomains, we group them due
to shared characteristics. The extracted categories are: (1) Disease/Issue Identification, specifying
the underlying cause, (2) Symptom Description, observable signs such as discoloration or stunted
growth, (3) Management Instructions, remediation or prevention strategies, and (4) Miscellaneous
Facts, contextual expert insights. These subdomains are defined by their symptomatic presentation,
the underlying conditions, and the need for targeted management interventions.

Growing Advice. For this subdomain, the variability in question structure necessitates tailored
extractions: (1) Succinct Question, a concise reformulation of the user query, (2) Succinct Answer,
a precise response to the query, (3) Image Description, any relevant visual details, and (4) Miscella-
neous Facts, contextual expert insights.

Importantly, besides distinguishing the extraction types, we also put different examples of pre-made
knowledge extraction into the prompt, see Figure C. Prompts given to the model for each subdomain
can be seen in Figure D.

The Miscellaneous Facts category is extracted across all subdomains but is not directly used in
subsequent steps. Instead, it captures standalone expert information that can contextualize a user’s
issue.

To optimize extraction accuracy, we distinguish between “Symptom Description” (used for nutri-
ent deficiency, disease, and environmental stress) and “Image Description” (used for weeds/invasive
plants and insects/pests). While these serve a similar purpose—capturing observable or visual de-
tails—they are unified under the term “Symptom/Visual Description” in subsequent steps to main-
tain consistency.



Short Answer OEQ Grading Prompt

Your job is to grade student answers from the agriculture and biology domain. Your job is to look at a

question, a gold target,
'NOT ATTEMPTED', 'PARTIALLY CORRECT'].
First,

Remember the following key points

and a predicted answer, and then assign a grade of either ['CORRECT',

*INCORRECT',

I will give examples of each grade, and then you will grade a new example. {examples}

—a statement should be AT LEAST partially correct if the predicted answer is a subcategory of the
gold target or the gold target is a subcategory of the predicted answer
— a statement is always partially correct if it has ANY overlap in content with the target

Grade the predicted answer of this new question as one of:

A: CORRECT

B: INCORRECT

C: NOT_ATTEMPTED

D: PARTIALLY CORRECT

Question: {question}
Gold Target: {target}
Predicted Answer: {predicted_answer}

Just return the letters "A", "B", "C", or

, with no text around it.

Figure E: Grading prompt for our LLM-as-judge on short-answer OEQ.

Insect/Pest

EXANPLE 1: EXAMPLE 4:
Questio

What insect is depicted in this inage with distinctive
yellow and black coloring?

Gotd Target

What insect is indicated by this inage?
Gold T:
drugstore beetle
Predicted Answer:
Predicted mnsver Carpenter ant
Hornet nest Grade:
Grade: INCORRECT
CORRECT This answer is INCORRECT because they are
This answer is correct because the correct insect r
is eferring to different species
identified, so it doesn't matter that the habitat

is nentioned too. EXAMPLE 5:
EXAMPLE 2: Questio

What \nc?ct is indicated by this image?
Question: Gold Target
What species of spider is shawn in the inage? ids
Gold Target Predicted Answer:
cross orb weaver I don't know

Predicted Ansver Grade:
orb veaver NOT ATTEMPTED
Grade: ~This answer is NOT ATTEMPTED because it
PARTIALLY CORRECT does not try to answer the question
This answer is partially correct because it gets

the fanily(orb weaver) correct, but not the EXAMPLE 6:
pecies (cross orb weaver)

Question

EXAMPLE 3: What insect is indicated by this image?
Gold Target

Questio spongy moth larva

What insect is indicated by the inage Predicted Answer

Gold Target: Caterpill

Grade:
PARTIALLY CORRECT
This answer is PARTIALLY CORRECT because
t

Predicted Answer
Baguorn noth
Grad
CoRRECT
This is correct because it correctly identifies
the insect type.

gets the Life stage correct (caterpillar =
larvae), but is not as specific as t
target.

Disease/Issue Identification

EXAMPLE 1:

Question:
imat issie 1s indicoted by the condition of the plants
foliage in
Gold Target
burn on the foliage
Predicted Ansver
Chenical burn
Grade:
CORRECT
SThis answer is correct because they are both
describing the sane issue of a bui
EXANPLE 2:

Questi
what wnawm" affects the plant in the image?
Gold Targe
heat
Predicted Answer
Drought
ade:
CORRECT
This answer is correct because they
are both describing the same issue.

EXAMPLE 3:

Question:
What issue is affecting the plant as shown in the image?
Gold Target

powdery mildew

Predicted Answer

ungal infection.

Grade:
PARTIALLY CORRECT
answer is PARTIALLY CORRECT because it gets
the general type of disease correct (fungal)
but not the specific type of fungal (powdery mildew).

Species
EXANPLE 11 ExanpLe 3:
Question: Question:
et species is in the inage? et spcics s i the inoge?
Gold Targets Gola T
Potato plant Kicknls Souria

Predicted Answer
I an not sure
Grade:
NOT_ATTEWPTED

~This answer is NOT ATTEMPTED because it does not try to answer the question.

EXAMPLE 2:

Question:
What Specles is shown in the inage?
6ol Ta

Predicted Answer:
Wolf spider

CORRECT

Predicted Answer
Yellow nonkeyflover
Grade:

INCORRECT

EXAMPLE 4:

Question:
What issue is affecting the plant in the image?
Gold Target:
blossom end-rot
Predicted Answer:
I don't know
Grade:
NOT ATTEMPTED
s answer is NOT ATTEMPTED because it does not try to
ansuer the question
EXAMPLE

ﬁl#?in’ﬁ,see;es affect the plant in the inage?
Crown ga1L and powdery mildew
Crom satts seate insects.
PARTIALLY coRRECT
ZThis is partially correct because the prediction

part of the correct ansuer (Crown galL) but s missing
part (powdery mildew).

EXAMPLE 5:

Question:

mat issie is affecting the plant in the inage?
Gold Target:
drougnt stress

Predicted Answer:

Leaf scorch.

Gra

PARTIALLY CORRECT
~This is partially correct because the prediction,
leaf scorch, is a type of drought stress, but the
answer is more specific than the target.

This answer is INCORRECT because it identifies a different species than the target.

EXAMPLE 4:

Question:
et species s in the inoge?
Gold Target:

Banana squash

Predicted Answer

Zucchini squash

PARTIALLY CORRECT

This answer is CORRECT because wolf spider is a type of spider This answer is PARTIALLY CORRECT because though it gets the genus r

ight (squash), but gets the species wrong (Zucchini instead of Banana).

Figure F: Unique examples included for short-answer categories added to the grading prompt for
our LLM-as-judge on short answer OEQ.



Multi-Statement OEQ Grading Prompt

Your job is to grade student answers from the agriculture and biology domain. Your job is to look at a
question, a gold target, and a predicted answer, and then assign grades to each statement in the response
of ['correct','partially correct', 'incorrect', 'missing', 'irrelevant'].
—Correct is assigned to statements from the predicted answer that fully semantically map to a
statement in the gold target.
—Partially correct is assigned to statements which partially semantically map to a statement in the
gold target.
—Incorrect is assigned to statements from the predicted answer that directly semantically contradict
a statement in the gold target.
—Missing is assigned to statements in the gold target which haven't been mapped within correct,
partially correct, or incorrect.
—Irrelevant is assigned to statements in the predicted answer that directly respond to to the
question but do not contradict nor correspond in any way to statements in the gold target.
EACH STATEMENT IN THE GOLD TARGET AND PREDICTED ANSWER SHOULD BE ASSIGNED TO EXACTLY ONE OF THESE
CATEGORIES.

Here are examples of correctly graded statements: {examples} Remember the following key points:
—a statement is always partially correct if it has ANY overlap in content with the target
—If there are multiple statements that match a gold target statement, only match it with the
best one, and put the rest in irrelevant.
—Ignore any statement that are not directly attempting to answer the question, and do not
assign them to any of the categories, not even irrelevant. {specific_instructions}

Question: {question}Gold Target: {expected} Predicted Answer:
exactly. Output only a parsable json with no additional text,

{actual} Follow the format of the examples
special characters or formatting mistakes.

Figure G: Prompt for categorizing statements in our LLM-as-judge on multi-sentence (long-answer)
OEQ.

Symptom/Visual Description Management Instructions

Examples Examples
EXAIPLE 1 exwrLe 4 eoweLe 1: eompLe 3:
Gold Target Gold Target Gold Target: Gold Targe

I'top of the tree is bare of needies']
Predicted A
The inage features a tall tree with a mix of
green foliage and sone bare branches. The
Background 15 a clear blve sky:
appears to have healthy green leaves at the
Lover part, while the upper branches are more
parse and'ary.
Scor
Tearrect's Cupper branches are nore sparse
nd dry': ‘top of the tree is bare of

edles'}, “incorrect': {}, 'partially
Correct’:'(}, 'missing': (], “irrelevant':
["healthy green Leaves at the lower part'
“tall tree with a mix of green foliage and some
bare branches'1}

EXAMPLE 2:

Gold Target

[ leaves turning brown', 'leaves dying', ‘new

The image features a variety of leaves in
different colors and conditions. There are
green leaves, sone with yellowing edges, and a
few that are brown and wilted. The overall
composition shows a
unhealthy foliage, indicating a range of plant
health. The background consists of more green
leaves, creating a dense, leafy appearance.

{corr {*brown and wilted leaves': *leaves
Lurning Brown s, “incorrect (1, partiatly
correct': {'unhealthy foliage': 'mix of healthy
ang unhealthy foliage), ‘missing:: ['new

routh is dying'l, ‘irrelevant': ['The
Sekaround tonditts of more green lummes,
creating a dense, leafy appearance.', 'There

are green leaves, sone with yellowing edges'],
“repeat’: {}

EXAMPLE 3:

Gold Target
[*broun spots on leaves']
Predicted Ansver:
The inage features several tall green plants
with clongated, fleshy leaves. The leaves show
signs of damage, including brown spots an

es, indicating possible disesse or
environnental stress. The plants have small
Clusters of yellowish flovers at the top. In

e background, there 1s 3 maroon Goor and 3
welcone mat.
Scoring:
{'correct’: {*leaves show signs of damage,
including brown spots and edges': 'brown 5pots
on leaves'), Mincorrect’: (, ‘partially,

correct’: {}, 'missing’: [, ‘irrelevan
[talt green plants with elongated, flesh
Leaves*; smatl clusters of yetlowish flowers
ot the top' 17

Demtorosis')
Predicted Ans,
The inage features green leaves of a tree, showcasing
a variety of shapes and sizes. The le

indicating a lush, green environment

C'correct's {3, ‘incorrect® “partially correct’
{rsome \1gm variations in (n\m chlorosis'},

oreen eaves of a'tree )

EXAIPLE 5

Gold Target
[hillside shaded with hemlock, spruce, and maple
trees', 'lily of the valley plants', 'periwinkle

15 covered with brown leaves, indicating a forested
or natural environment.
corin
{'correct': {'The inage features a dense patch of
green plants, Likely lily of the valley,with broad
Teaves and snall uhite flowers scattered throughout’
“lily of the valley plants'}, ‘incorrect!
ally correct’
lock, spruce, afd maple trees', ‘perivinkle
‘], “irrelevant': ['ground is covere
T brown Leaves 1

EXANPLE 6:

Gold Target
'spotting on front, outermost lover leaves']
Predicted Ans,

The.inage features a lush green plant with bro
elongated leaves that have white edgs

he plant, contributing to a

with square tiles.

incorrect® ‘partially correct’
ting on front, outernost lower

n pot
leaves'], 'irrelevant': [*lush greén plant’, ‘broad,
elongated leaves with white edges' ]}

Conmmiees 0,

[*renove the entire plant {inctuging the root/rhizone systen) by
digging around the plant’s bas

shich contins glyphosate orovides only marginal control. ']
Predicted Ans,

T manage nutsedge, consider the following strategies:

1. +Cultural Controles: Inprove drainage and reduce soil
compaction to make the environment less favorable for nutsedge
arouth. Regularly now or cut the plants before they seed.

2. aMechanical Controles: Hand-pulling can be effective, but
ensure you remove the entire root systen to prevent regrowth.
This may need to be repeated nultiple tines.

3. wxChenical Controlex: Use pre-emergent herbicides in early
Spring and post-energent herbicides specifically labeled for
nutsedge. Follow all application guidelines carefully.

4. xMulchinges: Apply a thick layer of nulch to suppress growth
and prevent Light from reaching the nutsedge.

. stonitoringes: Regularty check for new grovth and address it
promptly to prevent establishmer

Combining these strategies will yield the best results in
nanaging nutsedge effectivel

Sco
orrect's (“vaechanical Controles: Hand-pulling can be
effective, but en: u renove the entire raot systen to
prevent régrowth. This nay need to be repeated nultiple tines.'

enove the entire plant (incluging the root/rhizone system) by
digging around the plant’s base. 1 0, 'partially
g {“exChenical Controley: Us

for nutse ow 3l application guidelines c

nonselective herbicide which contains glyphosate provides only
roinal control “miss: 0, ‘i nt': [eCultural

Controles: Inprove drainage and reduce soil compaction to mak:

the environment less favorable for nutsedge growth. Regularly mow

or cut the plants before they seed. ", silulching=+: Apply

growth and address 1 promatly <o prevent estan ishment. ]
BXHPLE 2:

Gold Target:
[ 2 t0 3 weeks through dry summer month:
“Irrigate the entire area underneath the canopy, plus 1 w 2 feet
eyond. ', 'Hoisten the soil to at least 12 inches deep.
“Deternine irrigation runtine by testing soil moisture

To manage the browning and leaf dropping of the naple tree,
during dry periods, ‘as

- Additionally, consider

mulching around the base to retain moisture and improve soil

health. Monitor for pests or diseases, and consult an arborist if

issves persist.

ring:
{correct rtially correct': {'E
consistent watering, especially during ry periods, as elevated
planters can dry out qu Deep water every 2 to s
through dry summer month: ['Irrigate the entire
area underneath the canopy, plus 1 to 2 feet beyond.', 'Noisten
She soil o at least 12 incnes deep., Decernine irrigation
rintine by testing soil soisture penetration. ], irrelevant':
Consider mulching around th to retain moistur
inprove soil health.', 'Monitor for pests or diseases.’, 'Consult

an arborist if issues persist.’]

Thne ptonts have deep roots and should be dug up', ‘o you can
use chenical control']
Predicted Ans,

Tomanage Cynanchun Laeve (noneyvine/bluevine), consider the
following strategies:

1. echanical Removates: Cut and pull the vines, ensuring to
remove as nuch of the root system as possible to prevent
regrouth,

2. werbicide mpplicationsa: Use a systeaic herbicide
containing glyphosate or triclopyr, applying it to freshly cut
tens or foliage during the growing season for effe

control

3. satonitoring and Follow-Upes: Regularly check the area for
new growth and reapply managenent strategies as needed.

4. wxPreventive Measures=+: Promote native vegetation to
outconpete the invasive species and reduce its spread

Aliays follow local guidelines and regulations hen using
herbic

ct': (“wabechanical Removalee: Cut and pull the vines,
ensuring to renove as nuch of the root systen as possible to
prevent regroath. : 'The plants have deep roots and should be
dug up', esberbicide Applicationss: Use o systenic herbicide
containing glyphos
stens o foliage during
control.": ‘or you
“partiaily correct': {}, 'missing': [I, 'irrelevant
*onitoring and Follow-Upsr: Regularly check the area for
new growth and reapply nanagenent Stratepies s necded-
+Preventive Measuresss: Promote native vegetation to
outcompete the invasive species and reduce its spread.’

BOHPLE 4:

Gold Target:
["easily pulled by hand*
Predicted Answer:

e reconnended managenent strategy for garlic mustard

*remove them befare they go to seed’]

1. +wtanual Removalxs: PULL out the plants by hand, ensuring to
rémove the entire root system, especially before they set seed
in late sprin

2. +#fegular Monitoringes: Check the area regularly for new
growth and remove any energing plant

S s ningre: oply miLch S0 suppress further growth and
prevent seed gerninat ion.

3. weHerbicide Applicationss: If necessary, consider using a
targeted herbicide in the fall when native plants are dormant,
following local guidelines

Alvays ensure to dispose of resoved plants properly to prevent
re-establishner

{*correct': {*ensuring to renove the entire root system,
“renove then

2 Regutar Monssoringur: Check” the aria regutarty for new
growth and renove any energing plants., 'weHerbicide
Applicationws: Tf necessary, con:

| “edulchingee: Apply mulch to suppress
further growth and prevent seed germination.'l}

Figure H: Unique examples included for multi-statement categories added to the grading prompt for
our LLM-as-judge on multi-sentence (long-answer) OEQ.
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Figure I: GPT-40 accuracy with increasing MCQ options. Model performance on MCQs across
different categories, comparing accuracy scores when varying the number of answer options (4, 5,
and 6). We observe a 5-10% difference in accuracy across categories between the 4-option and 6-
option configurations, with performance generally decreasing as the number of options increases.

B.3 Stage 3: Question Generation

In the final step, the extracted agricultural facts are transformed into evaluative question-answer
(QA) pairs, comprising multiple-choice questions (MCQs) and open-ended questions (OEQs) gen-
erated using GPT-40. To enhance relevance, we exclude two knowledge types: (1) Growing Advice,
as image content often lacks direct correlation with the user’s issue, and (2) Miscellaneous Facts,
since these provide general context but do not directly relate to the user’s image. This refinement
narrows the scope to five key knowledge types for downstream processing, including Disease/Issue
Identification, Symptom/Visual Description, Management Instructions, Insect/Pest, and Species.

To ensure clarity and relevance, we employ a standardized prompt structure (see Figure A tailored
to each knowledge type. While the core structure remains consistent, the phrasing explicitly refer-
ences the specific knowledge type being addressed. This targeted design allows the prompts to focus
on generating well-contextualized and relevant questions. For added precision, the prompts incor-
porate contextual details where applicable: (1) For species-related questions, only symptom/visual
description information is referenced, ensuring the focus remains on observable traits, and (2) for
symptom/visual-related questions, species information is used to provide context, helping to ground
the questions in specific agricultural scenarios.

This contextualization ensures that the generated questions integrate both user-provided informa-
tion and extracted context seamlessly. The result is a set of comprehensive and “fair” evaluative
questions, designed to effectively assess multimodal agricultural understanding.

B.4 Final Stage: Human Verification

To guarantee the quality of the evaluation questions, we implemented a human verification process
that validates faithfulness, certainty, quality, and MCQ feasibility. The data was distributed through
an HTML file containing AGMMU questions and answers, original user questions, expert answers,
and corresponding images. Each annotator was given a corresponding Excel file where the user
just has to mark false (uncheck the box) for each condition not met per question. To further assist
the annotator, we provided a few complex examples of questions that meet and do not meet the
requirements, functioning as in-context examples. After collecting these data, only the completely
unproblematic ones (all boxes remain checked) were kept.

Faithfulness: Do you think the question, ground-truth, and context extract faithful information
from the original farmer question? Our questions are directly based on the original questions and
this step functions as a sanity check ensuring the quality of our dataset. The annotator needs to read
through the question and the original conversations between the user and the expert.

Certainty: Is the expert certain about the answer? As our ground truth answers are extracted from
the expert answers, we only want to include those that are very certain. A higher certainty from the
expert means that it is more likely to be correct. We observe that the behaviors of the annotator are
to read the responses from the expert and look for keywords like “may,” “not sure,” “you have to go

to a lab for further inspection.”



Fine-Tuned LLaVA-1.5 on OEQs
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Figure J: Evaluation scores across five error categories for three fine-tuning setups using the AG-
BASE dataset. Models are fine-tuned on: (1) LLaVA 10k SFT—a mix of AGBASE and 10k LLaVA-
Instruct samples, (2) LLaVA 57k SFT—a 50-50 blend of AGBASE and LLaVA’s original 57k SFT
samples, and (3) LLaVA Species SFT—a specialized set focused on species identification with con-
textual augmentation.

Quality: Are the images suitable for answering the questions? (Images are not in low-resolution,
blurs, pure blackness, etc.) Are the image/symptom descriptions visible in the presented images? As
our benchmark attempts to evaluate the visual understanding of the models, our human verification
removes the questions that do not depend on the images and those with broken images. For example,
it is not fair for our question to ask about the fruit of the plant when the submitted photos only capture
the leaves of the tree or the image is blurry.

Feasibility: Are all of the wrong choices wrong? The incorrect choices were generated with GPT-
40, so we need to check to ensure there are no multiple correct answers or an answer that overlaps
with the correct answer and remove. For example, the wrong choice might be the common name of
a species displayed by the scientific name in the ground truth.

C More Evaluation, Implementation, and Design Choices

LLM-as-judge. To perform evaluation on few-word and multi-statement OEQ responses, we im-
plemented the LLM-as-judge methodology using GPT-4.1. Our prompts for few-word responses
(Figure E, F) and multi-statement responses (Figure G, H) contain several in-context examples
based on the question category to guide the LLM to correctly categorize the answer as “correct,”
“incorrect,” “partially correct,” and “irrelevant.”

Number of MCQ options. To determine the optimal number of answer choices for our MCQs,
we conducted an ablation study comparing GPT-40’s accuracy when presented with four, five, and
six options. For efficiency, we conducted this experiment on a subset of 821 questions, generating 5
wrong answers with GPT-40. We randomly choose 3, and 4 wrong answers, for the four-choice and
five-choice experiment, respectively, and take all choices for the six-choice experiment. While this
limited subset may not capture the full variability of the dataset, it provides sufficient evidence to
inform our design decisions. Due to the risk of process of elimination with MCQs, we believe that
OEQs more accurately capture model performance.

The results, shown in Figure I, indicate that accuracy decreases as the number of answer choices
increases. Specifically, we observed a 5-10% reduction in accuracy between the 4-option and 6-
option configurations. This trend suggests that the model might rely on a process of elimination
when selecting an answer, making it more challenging to identify the correct response as the number
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of options increases. While the decrease in accuracy is not overly significant, we think it justifies
our choice to use four options for MCQs.

Implementation of AGBASE fine-tuning. We fine-tune the LLaVA-v1.5-7B model using a LoRA-
based setup. The training is performed with a learning rate of 2e-4, without weight decay, and a
cosine learning rate schedule with a 3% warm-up ratio. We use a per-device batch size of 16 with
gradient accumulation steps set to 2, resulting in an effective batch size of 64. The model is trained
over 2 epochs using 2 NVIDIA A6000 GPUs.

Dataset preparation involved curating structured multi-turn conversations from a horticultural FAQ
knowledge base, paired with user-uploaded images. From an initial pool of 367,331 QA-image
pairs, we filtered out questions that had a species value in [tree, bee, shrub, weed, wasp, plant, insect,
grass, none, moth, beetle, snake, caterpillar, spider, ant, mushroom, fungus], because we observe
that questions with these common non-species species extractions often contain vague or uncertain
examples. This gives us a high-quality dataset of 57,079 samples. Considering the influence of
data mixture for training VLMs, we conduct three fine-tuning experiments. (1) The first experiment
involves fine-tuning on a combination of our domain-specific dataset, AGBASE, and 10,000 samples
from LLaVA’s original instruction-tuning dataset, LLaVA-Instruct-150K. (2) The second experiment
employs a 50-50 mixture of AGBASE by using 57,079 samples from LLaVA’s original SFT set [25]
(3) The third experiment focuses solely on species identification and consists of 18,109 QA pairs
constructed by prepending the full original user queries to 33,777 generic identification samples,
allowing us to test the effect of user context on classification accuracy.

In Figure J, we find that the LLaVA 10k SFT model achieves a slightly higher overall accuracy (0.25)
compared to the LLaVA 57k SFT model (0.24), suggesting that a smaller, well-curated dataset mixed
with domain-specific data may be more effective than a larger, more generic one for knowledge-
intensive domain fine-tuning. Additionally, the LLaVA Species SFT model, which includes added
user query context for species identification, performs worse than the other models in the species
category , indicating that this additional context provides limited benefit for classification accuracy.

D More Dataset Visualization

In Figure K, we demonstrate more samples in AGMMU with questions and multiple choice an-
swers.

In Figure L, we demonstrate more samples in AGMMU with open-ended questions and responses.
We especially emphasize the long-form responses required from the model for symptom description
and management instructions, normally containing multiple facts.

E Limitations and Future Work

While our work makes unique contributions to agricultural benchmark development and VLM evalu-
ation through knowledge-intensive tasks, we acknowledge several limitations and identify promising
directions for future research in this section.

Advanced Utilization of Training Data. Although our curated dataset, AGBASE, has proven sig-
nificant effectiveness for fine-tuning VLMs [25] as shown in Section 4 and Figure 6, its potential
extends beyond our current usage. As a comprehensive knowledge repository, the dataset presents
opportunities for knowledge retrieval and augmented generation (RAG) approaches [5]. In partic-
ular, the development of vision-centric multimodal RAG systems remains an under-explored yet
promising direction. This alternative could enable more effective knowledge extraction and utiliza-
tion from our dataset, potentially improving model performance on agricultural understanding tasks.
We leave the exploration of these advanced techniques for future work.

Expanded Model Coverage and Evaluation Protocols. While our current study encompasses
several state-of-the-art and most commonly used VLMs for zero-shot evaluation and fine-tuning
analysis, we acknowledge that they represent only a subset of available multimodal architectures
and methodologies. To enhance the robustness and generalizability of our findings, we plan to in-
corporate a broader spectrum of VLMs. Additionally, we plan to conduct more extensive ablation
studies and comparative analyses across different model scales and architectures. This comprehen-
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Insect Identification

Plant Identification
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Disease Categorization

Symptom Description

Q: what type of pest is
indicated by the yellow
speckles on these rose leaves?
A: corn earworm

B: cabbage worm

C: apple maggot

D: rose sawfly

Q: what species of plant is
shown in the image?

A: prairie aster

B: himalayan lily

C: mariposa lily

D: bluebell flower

Q: what insect is responsible
for the damage seen on the
oregano leaves in the image?
A: red spider mite

B: four-lined plant bug

C: green stink bug

D: brown marmorated stink bug

hat species does the plant
with these leaves belong to?

A: maple tree

B: oak tree

C: tree of heaven

D: pine tree

Q: what disease is
characterized by orange spots
on the leaves of a pear tree?
A: pear scab

B: pacific coast pear rust

C: fire blight

D: apple scab"

Q: what condition is affecting the
cherry laurel leaves shown in the
image?

A: root rot

B: insect infestation

C: winter burn

D: leaf blight

Q: based on the bark image
showing small exit holes, what is
the recommended action for
managing an infested tree?

A: remove and discard leaves

B: prune dead branches

C: apply chemical spray

D: remove infested tree

Q: based on the image, what
symptom affects the holly tree?
A: mostly brown leaves

B: yellowing bark

C: falling branches

D: wilting flowers

Q: what is the recommended
treatment for the grass shown in
the image?

A: mow every other day

B: use roundup on the entire area
C: use organic mulch

D:apply fertilizer monthly

Q: what unusual feature is
present on the rudbeckia flower?
A: round growth without seeds
B: leaf discoloration

C:stunted stem growth

D: wilted petals

%

Q: which insect or pest is likely
causing the sooty mold on the
leaves in the image?

A: weevils

B: caterpillars

C: scales

D: beetles

Q: what type of insect is depicted
in the image, often mistaken for a
speck of dirt due to its size?

A: springtails

B: weevils

C:larvae

D: termites

Q: what species of plant is shown
in the image?

A: arrowroot (maranta arundinacea)
B: toothwort (cardamine diphylla)

C: feverfew (tanacetum parthenium)
D: gingerwort (zingiber officinale)

Q: what is a recommended
practice to address potential
issues?

A: increase nitrogen application

B: cover soil with plastic mulch

C: apply a copper-based fungicide
D: add synthetic fertilizer

Q: based on the visible damage
to the tree in the image, what is
the most likely cause?

A: back rub damage

B: insect infestation

C: fungal infection

D: wind damage

Q: what tree species is showing
sap oozing out of its trunk?

A: peach tree

B: plum tree

C: cherry tree

D: apple tree
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Q: based on the appearance of the
plant, what is suggested to prevent
the spread of the infection?

A: use nitrogen fertilizers

B: increase water intake

C: add more multi around plant

D: apply myclobutanil fungicide

Q: what condition is likely
affecting the oak leaves shown in
the image?

A: anthracnose

B: oak leaf blister

C: powdery mildew

D: leaf spot

Q: what symptom is shown on
the trunk of the tree?

A: fungal rings

B: dark spots

C: moss growth

D: huge split

Q: what does the image reveal
about the condition of the grass?
A: brown turf area

B: lush green patch

C: overgrown weeds

D: sandy texture

Figure K: Additional visualization of samples in AGMMU. Ground truth selections of each question
are highlighted in yellow.

sive evaluation will provide deeper insights into the relative strengths and limitations of various
approaches in agricultural understanding tasks.

F Societal Impact

We anticipate no direct negative societal impact of our work. Our dataset is ethically designed,
respecting the privacy of Extension.org users by removing personal identifying information such as
name, gender, username, and location. Additionally, we have verified to the best of our ability to
ensure the removal of images that contain human faces. During dataset curation, we put in great
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Management Instruction

Q: What is the recommended Q: What management actions Q: What management strategy : What is the recommended Q: Given the visual features
process for managing rust-infected should be taken to address the plant  should be used to prepare the field spraying schedule to manage the observed in the image, what is the
leaves on plants as shown in the issue shown in the image? for grass seed planting in the late fall  pests on the tree shown in the recommended management action
image? A: Prune out the canker, improve as seen in the image? image? for the tree throughout the season?
A: Pinch off rust-infected leaves and  cultural care, check moisture levels A: Plant an annual crop such as a A: Spray the tree every 7 to 10 days A: No control is necessary, continue
remove them, keeping loss under at the roots forage sorghum or amilletand use it starting when the tree is dormant to monitor the tree throughout the
1/3 foliage as a cover crop until the fruit is as big as desired season

Symptom Description

Q: What leaf shape does the vine in
the image resemble?

Q: What visual features can be Q: What is the condition of the
identified on the strawberry plant leaves in the image?
leaves in the image?

Q: What are the visua Q: What is the visual symptom

characteristics of the spots observed observed on the plant in the image?
- " i image?

A: Leaves are withered and dropped A: Leaf shape similar to smilax in the image? A: Brown spots on the leaves that

A: Large green worm and brown species A: The spots are small and circular spread to the grapes

spots on strawberry leaves with purple centers that turn tan or

Figure L: Additional visualization of OEQ sa{%ples in AGMMU.

effort to eliminate bias by creating a dataset representative of the original Extension.org questions
as well as a balanced dataset across all question types.

Positive Impact: 'We hope that the creation and release of this challenging vision-knowledge inten-
sive dataset can support active research in this domain. Our comprehensive dataset is adapted from
real-world conversations between users and experts, creating samples that are more representative
of questions and images one may ask. This enables more accurate responses as demonstrated by
our fine-tuning experiments. This dataset can be used to support the development of an agricultural
vision language model that can provide users with instant assistance on various topics like insec-
t/pest identification, disease categorization, and most importantly, management instructions. When
properly used, these models have the potential to assist sustainability goals, prevent yield loss, and
improve resource use.
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