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Abstract

Autoregressive models have driven remarkable progress in language modeling.
Their foundational reliance on discrete tokens, unidirectional context, and single-
pass decoding, while central to their success, also inspires the exploration of a
design space that could offer new axes of modeling flexibility. In this work, we
explore an alternative paradigm, shifting language modeling from a discrete token
space to a continuous latent space. We propose a novel framework TarFlowLM, that
employs transformer-based autoregressive normalizing flows [73] to model these
continuous representations. This approach unlocks substantial flexibility, enabling
the construction of models that can capture global bi-directional context through
stacked, alternating-direction autoregressive transformations, support block-wise
generation with flexible token patch sizes, and facilitate a hierarchical multi-pass
generation process. We further propose new mixture-based coupling transforma-
tions designed to capture complex dependencies within the latent space shaped
by discrete data, and demonstrate theoretical connections to conventional discrete
autoregressive models. Extensive experiments on language modeling benchmarks
demonstrate strong likelihood performance and highlight the flexible modeling
capabilities inherent in our framework.

1 Introduction

Transformer-based autoregressive models [5, 66] have emerged as the dominant paradigm for lan-
guage modeling, achieving remarkable performance by predicting discrete tokens one at a time
under the cross-entropy objective. By scaling both model size and training data, these models excel
at next-token prediction and have become the foundation for modern natural language generation
systems.

Their remarkable success provides a strong foundation and inspires further exploration into the design
space of autoregressive sequence modelling. While the established paradigm of discrete, typically
unidirectional autoregressive generation offers a powerful and well-understood framework, we
consider whether alternative formulations might offer new dimensions of flexibility and open different
avenues for model construction. This work investigates such a possibility: What if autoregressive
language modeling were reformulated within a continuous latent space? Moving to continuous
representations allows for the preservation of the sequential factorization familiar from autoregressive
methods, while potentially unlocking new modeling capabilities.

This adoption of continuous latent spaces is a direction also pursued by other generative frameworks;
for instance, diffusion models have demonstrated strong capabilities in this domain. Our investigation,
however, distinguishes itself by concentrating on autoregressive normalizing flows for modeling the
joint distribution of these continuous sequences. We pursue this specific avenue because normalizing
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flows offer expressive power for density estimation, and critically, their intrinsic sequential processing
aligns them closely with the fundamental mechanisms of discrete autoregressive language models.
This alignment provides a unique vantage point: it allows us to explore how the core principles
of autoregressive modeling can be evolved and potentially augmented when transitioned into a
continuous, learnable transformation framework, thereby seeking to extend and enrich this successful
paradigm.

Building on this perspective, we propose a novel framework that employs Transformer-based autore-
gressive normalizing flows [73] to model these continuous latent representations. This shift from
discrete token space to a continuous latent space is key to unlocking substantial modeling flexibility.
Our formulation facilitates the construction of models capable of capturing global bi-directional
context through stacked, alternating-direction autoregressive transformations. It also supports block-
wise generation with adaptable token patch sizes and enables a hierarchical multi-pass generation
process, allowing for the observation and influence of sequence formation through intermediate
stages. These capabilities arise naturally from the continuous and invertible nature of the flow-based
transformations.

To this end, we present TarFlowLM, a Transformer-based Auto-Regressive Flow Language Model
that uses mixture-based coupling transformations to effectively model the complex, multi-modal
distributions created when mapping discrete data to a continuous latent space. Our key theoretical
contribution is establishing the equivalence that transforms these mixture distributions into exact,
invertible normalizing flow layers. Specifically, we show that a single-dimensional Mixture of
Gaussians (MoG) distribution can be realized as a 1D Mixture-CDF flow, and a multi-dimensional
MoG distribution as a Mixture-Rosenblatt flow. We also draw theoretical links between our con-
tinuous approach and standard discrete autoregressive models. Experiments on language modeling
benchmarks show that our method achieves strong likelihood performance and, importantly, enables
greater modeling flexibility. Our work expands the possibilities of language modeling by extending
autoregressive methods into the continuous domain.

2 Background

Normalizing flows offer a method for constructing flexible probability distributions over continuous
variables [51]. The core idea is to start with a simple base distribution pbase(u) defined on Rd, often
a standard Gaussian, and transform samples u ∼ pbase(u) using an invertible and differentiable
function f : Rd → Rd, known as a diffeomorphism. This process yields a variable z = f−1(u) that
follows a potentially much more complex distribution p(z). A key advantage of this approach is that
the probability density function p(z) can be computed exactly using the change of variables formula:

log p(z) = log pbase(f(z)) + log |detJf (z)| (1)

Here, Jf (z) is the Jacobian matrix of the transformation f evaluated at z, and | det(·)| denotes
the absolute value of the determinant. Complex distributions are typically modeled by composing
multiple simple transformations f = f (L) ◦ · · · ◦ f (1), where each layer f (ℓ) is designed to be
easily invertible and have a tractable Jacobian determinant. The log-density then becomes a sum of
log-determinant terms from each layer, plus the log-density of the final transformed variable under
the base distribution:

log p(z) = log pbase(u) +

L∑
ℓ=1

log
∣∣∣det Jf(ℓ)(h(ℓ−1))

∣∣∣ (2)

where h(0) = z, h(ℓ) = f (ℓ)(h(ℓ−1)), and u = h(L).

The main challenge in designing normalizing flows lies in choosing transformations f (ℓ) that are both
expressive enough to model complex data distributions and computationally efficient, particularly
regarding the calculation of the inverse f−1 and the Jacobian determinant det Jf .

A prominent and widely used class is autoregressive flows [39, 50]. These structure the transformation
f such that ui depends on zj with j < i. This ensures the Jacobian Jf is triangular, making its
determinant the product of diagonal entries, computable in O(d) time. A common choice for the
element-wise transformation is the affine function: zi = αiui + βi. In the autoregressive setting,
the scale αi > 0 and shift βi for dimension i are functions of the preceding dimensions, e.g.,
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Figure 1: Our approach transforms discrete token sequences into a continuous latent space modeled
by stacked Transformer-based autoregressive normalizing flows, creating a fully invertible pipeline
for training and generation. Left: During training (Red top-down arrow), tokens are encoded
into Gaussian latents by a VAE encoder, transformed through flow layers into standard Gaussian
variables, and reconstructed by a tied decoder. At inference (Blue bottom-up arrow), samples from
a standard Gaussian are inverted through the flows and decoded into text. Right: Key flexibility
features: (a) Tokens can be grouped into patches and embedded into latent space using mixture-
of-Gaussians transformations with dynamic vocabulary sizes; (b) Block-wise autoregressive flows
alternate directions, enabling context exchange between initially independent tokens; (c) Channel
mixing permutes latent dimensions between flows to facilitate cross-token information sharing.

αi = αi(z<i) and βi = βi(z<i). If the base variables ui are drawn from a standard Gaussian
N (0, 1), this affine transformation implies that each zi conditioned on the context z<i follows a
Gaussian distribution N (zi;µi = βi(z<i), σ

2
i = αi(z<i)

2). To ensure all variables influence each
other, multiple autoregressive layers are typically stacked, often with variable permutations between
them.

3 Autoregressive Language Modeling in Continuous Latent Space

Notation. We use italics for scalars (xt), bold for vectors (zt), and bold with indices for sequences
(x1:T , z1:T ).

We propose utilizing the Variational Autoencoder (VAE) framework [38]. The core idea is to map
sequences of discrete tokens x1:T = (x1, . . . , xT ) into sequences of continuous latent variables
z1:T = (z1, . . . , zT ), where each zt ∈ Rd. We then model the joint distribution p(z1:T ), the prior, to
capture sequential dependencies. This approach aims to preserve the sequential factorization structure
familiar from autoregressive models while gaining the benefits of end-to-end differentiability inherent
in continuous spaces.

Our model consists of three components (see Fig. 1): an encoder q(z1:T |x1:T ) and decoder
p(x1:T |z1:T ) that map between discrete token sequences and continuous latent sequences, and
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Table 1: Comparison of 1D and d-D Mixture of Gaussians (MoG) normalizing flow layers, trans-
forming input z/z to standard Gaussian u/u. We use C to denote the conditional context.

1-D Mixture CDF Layer d-D Mixture Rosenblatt Layer

Input Scalar z ∈ R Vector z ∈ Rd

Output Scalar u ∈ R Vector u ∈ Rd

Base PDF (pbase) N (u; 0, 1) N (u;0, Id)
Input PDF (p(·|C)) pmix-1(z|C) =

∑
j πjN (z;mj , s

2
j ) pmix-d(z|C) =

∑
j πjN (z;mj , s

2
jId)

Forward Map (f ) u = Φ−1(Fmix(z; C)) ui = Φ−1(Fi(zi|C, z<i)), for i = 1..d
Fmix: CDF of p(z|C) (Rosenblatt, see Alg. 1)

Inverse Map (f−1) z = F−1
mix (Φ(u); C) Solve Fi(zi| . . . ) = Φ(ui) for zi, for i = 1..d

log |det Jf | log pmix-1(z|C)− log pbase(u) log pmix-d(z|C)− log pbase(u)

an autoregressive prior p(z1:T ) over the latent space. The model parameters (covering encoder,
decoder, and prior) are learned by maximizing the Evidence Lower Bound (ELBO) on the data
log-likelihood log p(x1:T ):

L(x1:T ) = Ez1:T∼q(·|x1:T ) log p(x1:T |z1:T )︸ ︷︷ ︸
decoder

+ log p(z1:T )︸ ︷︷ ︸
prior

− log q(z1:T |x1:T )︸ ︷︷ ︸
encoder

(3)

3.1 The Bridge: Encoder and Decoder

The encoder and decoder facilitate the transition between the discrete data space of tokens and the
continuous latent space of vectors zt.

Encoder q(z1:T |x1:T ). We use a factorized encoder, q(z1:T |x1:T ) =
∏T

t=1 q(zt|xt), where each
token k ∈ {1, . . . , V } is assigned a learnable mean µk ∈ Rd and variance σ2

k for an isotropic
Gaussian: q(zt|xt = k) = N (zt;µk, σ

2
kI) ≡ Nk(zt). Thus, the codebook {µk, σ

2
k}Vk=1 maps each

token to a Gaussian distribution in latent space.

Decoder p(x1:T |z1:T ). The decoder maps each latent vector zt back to a distribution over tokens,
with again a factorized structure p(x1:T |z1:T ) =

∏T
t=1 p(xt|zt). We reuse the encoder’s Gaussian

parameters {µk, σ
2
k}Vk=1 for the decoder with a Bayesian posterior parameterization assuming an

uniform prior: p(xt = k|zt) = p(xt=k)q(zt|xt=k)∑V
j=1 p(xt=j)q(zt|xt=j)

= Nk(zt)∑V
j=1 Nj(zt)

. In other words, the probabil-

ity of decoding token k from zt is determined by how likely zt is under the k-th encoder Gaussian,
compared to all other tokens.

3.2 Autoregressive Prior Modeling for p(z1:T )

To model the prior p(z1:T ) over latent sequences, we use the standard autoregressive factorization:
p(z1:T ) =

∏T
t=1 p(zt|z<t), where z<t = (z1, . . . , zt−1) is the history. The main task is to define

the conditional distribution p(zt|z<t). We present two forms of parameterizing the conditional
p(zt|z<t), one with dimension-wise autoregressive factorization Sec. 3.2.1, the other with token-wise
autoregressive factorization Sec. 3.2.2. In each formulation, we use a mixture-based probability
distribution, and show that we can equivalently convert the mixture probability density into an
equivalent invertible normalizing flow layer. Finally, we show how stacking such flow layers yields
an expressive and flexible prior model p(z1:T ).

3.2.1 Dimension-wise Autoregressive 1-D Mixture Modeling

We start from decomposing the conditional p(zt|z<t) using the chain rule across the dimensions of
zt:

p(zt|z<t) =

d∏
i=1

p(zt,i|z<t, zt,<i) (4)

Here, zt,i is the i-th scalar component of zt. zt,<i = (zt,1, . . . , zt,i−1) are its preceding components.
We parameterize each scalar conditional density p(zt,i|z<t, zt,<i) as a mixture of V 1-dimensional
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TEXT8 (Test BPC ↓) OpenWebText (Validation Perplexity ↓)
Space Type Method BPC Method Perplexity

C Diffusion Plaid [27] ≤ 1.48 Gaussian Diffusion ≤ 27.28
C Diffusion BFN [25] ≤ 1.41 —

D AR MAC [59] ≤ 1.40 —
D AR Transformer AR [1] 1.23 Transformer AR 17.54

D Diffusion SEDD Absorb [45] ≤ 1.39 SEDD Absorb ≤ 24.10
D Diffusion MD4 [58] ≤ 1.37 MD4 [58] ≤ 22.13
D Diffusion TCSM [77] ≤ 1.25 GenMD4 [58] ≤ 21.80
D Diffusion EDLM [70] ≤ 1.24 MDLM [56] ≤ 23.21

C NF Latent NF [82] ≤ 1.61 —
C NF CNF [41] ≤ 1.45 —
C NF Argmax Flow [31] ≤ 1.45 —

C NF TarFlowLM Affine ≤ 1.54 TarFlowLM Affine ≤ 148.21
C NF TarFlowLM Mix-1 ≤ 1.37 TarFlowLM Mix-1 ≤ 27.11
C NF TarFlowLM Mix-d ≤ 1.30 TarFlowLM Mix-d ≤ 22.64

Table 2: Performance comparison across different model types and datasets. C=Continuous space, D=Discrete
space, AR=Autoregressive, NF=Normalizing Flows.

Gaussian distributions. The parameter bundle
[
πt,i,mt,i,σ

2
t,i

]
is predicted by a causal Transformer-

based model from the context (z<t, zt,<i). The conditional density is then, dropping the subscripts
t, i here for notational brevity:

p(zt,i|z<t, zt,<i) =

V∑
k=1

π[k]N (zt,i;m[k],σ2[k]),
[
π,m,σ2

]
= Transformer(z<t, zt,<i) (5)

We denote this 1-D mixture PDF as pmix-1(zt,i). We discuss the connection to the mixture-of-logistics
coupling [29] in Sec. D.

Transforming 1-D Mixture Density to an Invertible Flow. The conditional 1D mixture density
pmix-1(·) from Eq. (5) naturally defines an invertible normalizing flow layer. This layer transforms an
input zt,i into ut,i, such that ut,i follows a standard normal distribution N (0, 1). The transformation
is given by ut,i = Φ−1(Fmix-1(zt,i; z<t, zt,<i)), where Fmix-1 is the CDF of pmix-1 and Φ−1 is the
inverse standard normal CDF. This mapping is invertible and its key properties are summarized in
Table 1 (see Appendix A for details).

The log absolute Jacobian determinant for this transformation, central to normalizing flows, takes the
form log

∣∣∣∂ut,i

∂zt,i

∣∣∣ = log pmix-1(zt,i|z<t, zt,<i) − logN (ut,i; 0, 1). This expresses the log-density of
zt,i under the mixture model as the sum of the log-density of ut,i under the standard normal and the
log-Jacobian:

log pmix-1(zt,i|z<t, zt,<i) = logN (ut,i; 0, 1) + log

∣∣∣∣∂ut,i

∂zt,i

∣∣∣∣ . (6)

In this way, learning the mixture parameters
[
π,m,σ2

]
is equivalent to learning a 1D Mixture-CDF

flow layer. We summarize this in the following proposition, where we omit the condition z<t, zt,<i

for brevity.

Proposition 1. (Single-dim) Equivalence of mixture distribution and Mixture-CDF Flow.

Let pmix−1(z) =
∑V

k=1 πkN (z;mk, σ
2
k) be a 1D MoG probability density function, and let

Fmix−1(z) be its corresponding cumulative distribution function (CDF). The transformation
f : R→ R defined by u = f(z) = Φ−1(Fmix−1(z)), where Φ is the standard normal CDF,
is an exact normalizing flow between the density pmix−1(z) and the standard normal density
N (u; 0, 1).

Proof. The result follows directly from the probability integral transform theorem, see
Appendix A for details.

5



3.2.2 Token-wise Autoregressive d-D Mixture Modeling

Alternatively, p(zt|z<t) can be modeled directly as a d-dimensional distribution. We model p(zt|z<t)
directly as a d-dimensional distribution using a mixture of Gaussians with a shared global codebook
ΦS = {(µk, σ

2
k)}Vk=1 containing V Gaussian components. The network only predicts the V mixture

weights πt(z<t) (a V -dim vector) from the history z<t:

p(zt|z<t) =

V∑
k=1

πt(z<t)[k]N (zt;µk, σ
2
kI), πt(z<t) = Transformer(z<t) (7)

This approach requires predicting only V parameters per time step, making it computationally
efficient. We denote this d-dimensional mixture PDF as pmix-d(zt|z<t).

Connection to Discrete AR Language Models. This formulation is closely linked to discrete
autoregressive language models; see Sec. F for details.

Transforming d-D Mixture Density to an Invertible Flow. The d-dimensional conditional mixture
density pmix-d can also be realized as an invertible normalizing flow layer. Unlike the 1D case, where
the CDF and its inverse are available in closed form, a direct CDF-based transformation is not tractable
for general d-dimensional mixtures. Instead, we use a sequential transformation u = gd(z; z<t)
based on Rosenblatt’s theorem [55], which maps z ∈ Rd to u ∈ Rd such that u follows a standard
Gaussian N (0, Id). This process, described in Algorithm 1, proceeds dimension by dimension: at
each step i, a 1D Mixture-CDF transform is applied to zi, conditioned on the previous components
z<i. The full derivation, including the inverse transformation, is given in Appendix B.

The log absolute Jacobian determinant of this transformation has a form directly analogous to the 1D
case (see Appendix B): log |det Jgd

(z)| = log pmix-d(zt|z<t)− logN (u;0, Id). This relationship,
also summarized in Table 1, shows that the log-probability of z under the d-dimensional mixture is
given by the change of variables formula:

log pmix-d(zt|z<t) = logN (u;0, Id) + log |det Jgd
(z)| (8)

We summarize this in the following proposition, where we omit the condition z<t for brevity.

Proposition 2. (Multi-dim) Equivalence of mixture distribution and Mixture-Rosenblatt Flow.

Let pmix-d(z) =
∑V

k=1 πkN (z;mk, σ
2
kId) be a d-dimensional MoG PDF. Let the transfor-

mation g : Rd → Rd be defined sequentially for i = 1, . . . , d by

ui = gi(z) = Φ−1
(
Fi(zi|z<i)

)
,

where Fi(zi|z<i) is the CDF of the true conditional probability distribution p(zi|z<i) derived
from pmix-d(z) (see Lemma 1). This transformation is an exact normalizing flow between
pmix-d(z) and the standard d-dimensional normal distribution N (u;0, Id).

Proof. See Appendix B for details.

We also provide a proof of the invertibility and differentiability of the proposed Rosenblatt Flow in
Proposition 3 in Appendix Sec. B.

3.3 Stacking Flow Layers for Expressive Priors

To construct a flexible prior p(z1:T ) over the latent sequence, we stack multiple invertible flow layers.
Each flow f (ℓ) transforms its input h(ℓ−1)

1:T to output h(ℓ)
1:T , starting from h

(0)
1:T ≜ z1:T and ending with

u1:T ≜ h
(L)
1:T , which is modeled by a standard Gaussian base distribution pbase(u1:T ).

The model is trained by maximizing the ELBO. For a single sample, the per-token objective is:

Lt ≈ − log

(
V∑

k=1

Nk(zt)

)
+ logN (ut;0, I) +

L∑
ℓ=1

[
log p

(ℓ)
mix,t(h

(ℓ−1)
t |C(ℓ)t )− logN (h

(ℓ)
t ;0, I)

]
(9)
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Figure 2: Ablation on model variants.
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where the first term applies when using the tied encoder-decoder ( equation 3.1). Here, p(ℓ)mix,t is the

mixture density for the input to layer ℓ, and C(ℓ)t denotes the conditioning information.

For each flow layer f (ℓ), the objective is twofold: (a) maximize the log-likelihood of its input under
the learned mixture p(ℓ)mix,t, and (b) encourage the output h(ℓ)

t to match the standard normal distribution.

This is achieved by maximizing log p
(ℓ)
mix,t(h

(ℓ−1)
t |C(ℓ)t )− logN (h

(ℓ)
t ;0, I) for each layer and token.

This stacked structure enables the model to incrementally transform the latent variables and capture
complex dependencies. Different flow types and autoregressive directions can be combined across
layers for greater expressiveness.

Progressive Layer-wise Training Our stacked normalizing flow prior naturally supports progres-
sive layer-wise training, which simplifies optimization for deep flow models. We start by training the
first block of flow layers (e.g., f (1) to f (k1)), possibly together with the VAE encoder and decoder,
until their ELBO contribution (Eq. equation 9) stabilizes on a validation set. Once converged, we
freeze their parameters and add the next block of layers (e.g., f (k1+1) to f (k2)), training only the new
layers to further transform the fixed output from the previous block. This process repeats, adding and
training new layers while keeping earlier ones fixed, until all L flow layers are trained. Progressive
training improves stability, as each new layer incrementally normalizes the representation, and helps
the model reach better optima in deep architectures.

4 Experiments

We conduct experiments to evaluate our proposed continuous latent space framework for autore-
gressive language modeling. The primary objectives are twofold: first, to assess its likelihood
performance on standard language modeling benchmarks, and second, to demonstrate the flexible
modeling capabilities enabled by the continuous and flow-based formulation.

Datasets and Evaluation. We evaluate our models on standard language modeling benchmarks,
specifically TEXT8 [47] and OPENWEBTEXT [22]. For character-level tasks, we report bits per
character (BPC), while for word-level tasks, we use perplexity (PPL) or negative ELBO (NELBO) on
the respective test sets, given the VAE-based nature of our model.

Model Configurations. We conduct our experiments using the GPT2-Small architecture, following
the setup in [1, 56, 58]. This model has 12 layers, a hidden size of 768, and 12 attention heads. All
conditional distributions within the flow layers are parameterized by Transformers, as described in
Sections 3.2.1 and 3.2.2. We primarily explore two model configurations:

• Mix-1: This variant employs a dimension-wise autoregressive 1-D mixture prior (p(zt,i |
z<t, zt,<i); see Sec. 3.2.1). The model consists of three flow layers with alternating
directions (left-to-right and right-to-left), starting from the z→ u direction. The number of
Transformer layers in each flow is [2, 2, 8]. Unless otherwise specified in ablation studies,
we use V = 64 mixture components for OPENWEBTEXT and V = 27 for TEXT8. To achieve
dimension-wise autoregression, we use the same MLP-based MAF [50] in [41].

• Mix-d: This variant uses a token-wise autoregressive d-dimensional mixture prior (p(zt |
z<t); see Sec. 3.2.2). The model is composed of three flow blocks, trained progressively
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Table 3: Unconditional samples from TarFlowLM.
seeming that he is the only person here. He is tall.

He is balding, with a face that is neither well-shaped,
nor is it really human."\n"The man is a man, isn’t
he?" The man in the middle was curious. "How does he
get there?"\n"He does. He’s not an ordinary person.
He’s not a monster. He’s a human. He’s a human with
extraordinary skills. He’s an amazing man."\nThe other
man had been watching the man, who he called human, in
silence for almost an hour. He didn’t look too happy,
but he was still a human, so it didn’t matter. He
was looking at that man, not at his body, but at the
man himself, which was why he was so excited. He had
watched him for so long, so long

Soul! I’m gonna be in love with my dog!" She said,
giving him a big hug and then making sure she’d come
home by now! (Hoping that she’d give him a hug too...)
The two boys came to their parents’ bedroom and went
to sleep. After that, they continued to play a game
of chess with their parents. (It was a bit of a joke
in our world, so I’ll just say...) The two boys had a
long chat. A lot of them were talking about the idea of
what a dog should look like... I guess I will make him
a cute dog! Anyway, they started talking about things
like... "Do you want to make me your dog?" Then they
began to tease me, "Tell me, how long are you gonna
stay?"

as outlined in Sec. 3.3. The first flow layer uses Mix-d Mixture-Rosenblatt coupling, with
the Gaussian mixture codebook tied to the encoder. The remaining two layers use Mix-1
Mixture-CDF coupling. For OPENWEBTEXT, we set V = 50257 in the first flow layer and
V = 64 in the next two; for TEXT8, we use V = 27 in the first layer and V = 2 in the
remaining layers.

We use a latent embedding dimension of d = 16 for all OPENWEBTEXT experiments and d = 5 for all
TEXT8 experiments.

Perplexity evaluation We assess the language modeling capabilities of our approach by training
models on three standard benchmarks: TEXT8, and OPENWEBTEXT. For each dataset, we evaluate the
NELBO of our trained models on their respective validation or test splits. Specifically, for TEXT8, we
follow the established character-level setup and data splits, typically using fixed-length text chunks
for training. For OPENWEBTEXT, we train models using the common GPT-2 tokenization and a
context length of 1,024 tokens, reserving a portion of the dataset for validation, upon which NELBO
is reported. We report results in Table 2.

Results discussion. Table 2 shows the discrete autoregressive Transformer is best (Text8 1.23 BPC;
OWT 17.54 PPL). TarFlowLM is competitive among continuous-space/flow baselines: Mix-d (22.64
PPL; 1.30 BPC) outperforms several diffusion/NF methods and approaches the strongest diffusion
results; Mix-1 is on par with Gaussian diffusion. While below discrete AR on PPL/BPC, TarFlowLM
adds bi-directional, block-wise, and hierarchical flexibility.

Importance of Mixture Coupling We provide empirical evidence for the effectiveness of the
mixture coupling layers introduced earlier. Specifically, we compare two model variants on the
OPENWEBTEXT dataset: (1) a baseline using only affine coupling layers (6 flow blocks, each with a
2-layer causal transformer, totaling 12 transformer layers), and (2) an identical architecture but with
Mix-1D (mixture) coupling layers. As shown in Fig. 3, incorporating mixture couplings leads to a
substantial improvement in negative ELBO, clearly demonstrating their importance for modeling
discrete text data.
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Figure 6: Demonstration of the stacked autoregressive flows for text editing in a continuous latent
space. Each panel shows the transformation of the decoded text from input (green) to output (red),
while also highlighting the difference (edits) made by the flow layer.

Flexible Patch Size: Block-wise Multi-token Generation Our framework offers greater flexibility
in sequence modeling by moving beyond the traditional single-token generation approach. Instead, it
processes "patches" of multiple tokens at once, allowing for simultaneous prediction and generation.
In contrast, standard discrete autoregressive language models—even those trained with multi-token
objectives [21, 42]—still generate tokens strictly one at a time to maintain autoregressive consistency,
since generating multiple tokens together breaks their core assumptions. We address this by using a
continuous latent space and stacked normalizing flows to capture dependencies within each token
patch. First, stacked autoregressive flows with alternating directions (see Fig. 1, patch size two)
enable later layers to propagate and refine joint information, even if earlier blocks treat tokens
as conditionally independent (as shown by the shaded area). Second, intra-patch dependencies
are further modeled by mixing or permuting latent embedding dimensions between flow layers
(channel mixing, Algorithm 2), allowing information to flow between token positions within a patch.
Together, these mechanisms let the model effectively learn intra-patch dependencies. Block-wise
generation also changes the computational landscape: it shifts some of the workload from sequence
length to model depth (number of flow layers), reducing the effective sequence length. As shown
in Fig. 7, this can significantly lower the total FLOPs needed to process a sequence (e.g., 1024
tokens) compared to standard transformers, especially with larger patch sizes, all within a generalized
autoregressive framework. We also trained a discrete autoregressive language model with a two-token
prediction objective and compared its generative perplexity (measured by GPT-2 Large) to our model,
conditioning on varying prefix lengths. The results show a large gap, highlighting how standard AR
LMs break down when the next-single-token assumption is violated. See Fig. 5 for generative PPL
with patch size 2. See Table 3 for unconditional samples from TarFlowLM.

Flexible vocabulary size. A key flexibility of our model is the ability to freely choose the number of
mixture components in each stacked autoregressive flow layer, especially when using mixture-based
transformations (see Sections 3.2.1 and 3.2.2). This number, denoted as V in Eq. equation 5 (1D)
and Eq. equation 7 (d-dimensional), serves as an internal "vocabulary" for the flow, and can be set
independently for each layer.

This design enables strategies like coarse-to-fine modeling: earlier layers can use fewer components
to capture broad structure, while later layers use more to refine details. Importantly, the internal
mixture size does not need to match the data’s discrete vocabulary.

Empirically, this flexibility is robust. On TEXT8, as shown in Fig. 4, the model performs consistently
well across a wide range of mixture counts (2 to 27), even though the dataset’s vocabulary is 27
characters. On OPENWEBTEXT, using 64 or more mixture components in the mix-1d coupling layers
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Figure 7: Left: Latent evolution analysis. Right: Transformer FLOPs comparison.

matches the performance of using the full GPT-2 tokenizer size (50257). In summary, our framework
allows the internal "vocabulary" of mixture components to be tuned for the task, decoupling it from
the data’s vocabulary and providing a practical lever for model design and efficiency.

Flexible text editing in continuous space. Our framework models language in a continuous
latent space using stacked autoregressive normalizing flows, enabling us to decode intermediate
representations at each flow layer. This provides a unique, step-by-step view of how the model
incrementally edits and refines latent states into coherent text—a process that is difficult to realize
in discrete token spaces. A key advantage of this approach is its natural support for coarse-to-fine
generation: early flow layers make broad, global changes to the latent sequence, while later layers
focus on increasingly fine-grained adjustments. We quantify this progression using several metrics,
including the mean L2 norm of token embeddings, mean pairwise cosine similarity, Participation
Ratio (PR), and centroid movement between layers. Typically, we observe that the mean L2 norm
decreases and cosine similarity increases across layers, indicating that representations become more
compact and internally coherent. The centroid movement diminishes with depth, reflecting the
transition from coarse to fine editing. Alternating flow directions (e.g., left-to-right and right-to-left)
further enrich the representations by integrating information from both past and future context. This
hierarchical, coarse-to-fine refinement is a direct benefit of operating in a continuous space, where
smooth, learnable edits are possible at every stage. Fig. 6 visualizes per-layer edits on decoded text.
For further details and quantitative results, see Appendix G.

Model Ablation We performed ablation studies on OPENWEBTEXT to evaluate key architectural
choices (see Fig. 2). Adding dimension-wise autoregressive affine flows to a base model yields
only minor NELBO improvement. Replacing affine couplings with 1-D mixture-CDF transforms
greatly improves NELBO, and using full d-dimensional Mixture-Rosenblatt flow further boosts
performance. Progressive layer-wise training—freezing earlier flow blocks—achieves the best results,
demonstrating the benefit of a simple curriculum over flow depth. We also examined the effect of the
number of Gaussian components V in 1-D mixture-CDF couplings on TEXT8 (Fig. 4). We did not
use MAF module to isolate the mixture coupling effect. A single component (affine flow) gives high
BPC, while all other > 1 number of mixtures can work well.

5 Conclusion

This work introduced TarFlowLM, a novel framework that recasts language modeling in continuous
latent spaces using Transformer-based autoregressive normalizing flows. Our approach achieves
strong likelihood performance while enabling significant flexibility, including bi-directional context,
block-wise generation, and hierarchical refinement. These findings highlight the potential of continu-
ous latent variable models with mixture-based transformations to advance flexible and expressive
sequence generation.
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Limitations

While our framework, TarFlowLM, demonstrates strong likelihood performance and notable modeling
flexibility, we acknowledge certain limitations inherent to the current instantiation, particularly con-
cerning sampling efficiency. Autoregressive normalizing flows, by their nature, involve a sequential
generation process. Each step in the generation depends on the previously generated ones, which can
lead to slower sampling speeds compared to models that allow for more parallelized generation, such
as some non-autoregressive or diffusion-based approaches.

In this work, our primary focus was on establishing the viability of transformer-based autoregressive
flows for flexible language modeling in continuous latent spaces, emphasizing likelihood estimation
and the exploration of novel modeling capabilities like block-wise generation and hierarchical
refinement. Consequently, a systematic investigation into optimizing sampling speed or exploring
advanced sampling techniques (e.g., parallel decoding strategies, distillation) for this class of flow-
based language models was beyond the scope of the current paper.

Improving the sampling efficiency of autoregressive flow models for text generation remains an
important and active area of research. We consider this a promising direction for future work,
which could involve developing specialized architectural modifications, exploring alternative flow
parametrizations, or adapting techniques from other generative modeling paradigms to accelerate the
sampling process without compromising the expressive power and flexibility demonstrated in this
paper.

Broader Impacts

The research presented in this paper, TarFlowLM, introduces a novel framework for language modeling
in continuous latent spaces using transformer-based autoregressive normalizing flows. As with many
advancements in machine learning and artificial intelligence, particularly in the domain of generative
models, this work has the potential for a range of societal impacts, both positive and negative.

Potential Positive Societal Impacts. The enhanced flexibility offered by our approach—such as
bi-directional context modeling, block-wise generation, and hierarchical refinement—could lead to
significant positive developments.

• Improved Creative Tools: Models capable of more nuanced and controllable generation
could serve as powerful assistive tools for writers, artists, and designers, helping to brain-
storm, draft, and refine creative content. The ability to edit text in a continuous latent
space and observe intermediate generation steps might offer new paradigms for human-AI
collaboration in creative tasks.

• Enhanced Controllability in NLP Applications: The flexible architectural components,
like adaptable patch sizes and independent mixture component selection per layer, might
enable finer-grained control over the generation process. This could be beneficial for appli-
cations requiring specific stylistic attributes, content constraints, or conditional generation
tasks (e.g., personalized dialogue systems, summarization with specific focuses).

• Advancements in Fundamental Understanding: By exploring language modeling in
continuous latent spaces, this research contributes to a broader understanding of how
complex sequential data can be represented and manipulated. Such foundational insights
can spur further innovation in machine learning for sequences beyond just text, potentially
impacting fields like bioinformatics or time-series analysis.

• Potential for More Efficient Modeling: While sampling efficiency is noted as a limita-
tion, the architectural flexibility (e.g., block-wise processing potentially reducing effective
sequence length for attention mechanisms) hints at avenues for developing more computa-
tionally efficient models for certain tasks or sequence lengths, which could make advanced
NLP capabilities more accessible.

Potential Negative Societal Impacts and Risks. Advancements in generative language model-
ing, including the techniques explored in this paper, also carry inherent risks that warrant careful
consideration.
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• Economic Disruption: As generative AI tools become more capable, there is potential for
economic disruption in professions that involve content creation or communication. While
these tools can also augment human capabilities, the long-term societal adjustments need to
be considered.

• Security Concerns: The potential for generating human-like text could be used in social
engineering attacks, to create more convincing phishing emails, or to automate an abusive
online presence.

Considerations for Responsible Development. While this work is primarily foundational, focusing
on a novel modeling paradigm, it is crucial for the research community to engage in ongoing
discussions about the responsible development and deployment of such technologies. Future research
building upon TarFlowLM should ideally incorporate investigations into:

• Techniques for detecting synthetically generated text from such continuous-space flow
models.

• Methods for identifying and mitigating biases in the learned representations and generated
outputs.

• Developing frameworks for controllable and ethical AI, ensuring that generative capabilities
are aligned with human values and safety.

Our aim is to contribute to the open scientific exploration of generative models. We believe that by
understanding the capabilities and limitations of new approaches like TarFlowLM, the community
is better equipped to foresee potential impacts and work towards harnessing these technologies for
societal benefit while mitigating potential harms.
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A Details for 1-D Mixture-CDF Flow Layer

This section details the derivation for the 1D Mixture of Gaussians CDF (Cumulative Distribution
Function) normalizing flow layer, as introduced in Section 3.2.1 of the main text. The conditional
mixture density for a single scalar component zt,i given its context (z<t, zt,<i) is defined in Eq. equa-
tion 5 as:

p(zt,i|z<t, zt,<i) =

V∑
k=1

π[k]N (zt,i;m[k],σ2[k])

where the parameter bundle
[
π,m,σ2

]
(containing V mixture weights, means, and variances

respectively) is predicted by a Transformer model from the context (z<t, zt,<i). We denote this 1D
mixture probability density function (PDF) as pmix-1(zt,i|z<t, zt,<i). This conditional PDF can be
used to construct an invertible transformation suitable for normalizing flows.

The CDF of pmix-1(zt,i|z<t, zt,<i), denoted Fmix-1(zt,i; z<t, zt,<i), is a weighted sum of the CDFs
of the individual Gaussian components:

Fmix-1(zt,i; z<t, zt,<i) =

V∑
k=1

π[k]Φ

(
zt,i −m[k]

σ[k]

)
where Φ(·) is the CDF of the standard normal distribution N (0, 1), and σ[k] =

√
σ2[k] is the

standard deviation of the k-th component. The mixture parameters π[k],m[k],σ[k] are functions of
(z<t, zt,<i).

Using the probability integral transform, if a random variable Zt,i is drawn from
pmix-1(Zt,i|z<t, zt,<i), then Fmix-1(Zt,i; z<t, zt,<i) is uniformly distributed on [0, 1]. To map zt,i to
a variable ut,i that follows a standard normal distribution N (0, 1), we compose the mixture CDF
with the inverse standard normal CDF, Φ−1(·):

ut,i = Φ−1(Fmix-1(zt,i; z<t, zt,<i)) (10)
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This transformation is invertible. The variable zt,i can be recovered from ut,i using zt,i =

F−1
mix-1(Φ(ut,i); z<t, zt,<i), where F−1

mix-1 is the inverse CDF (quantile function) of the mixture. F−1
mix-1

generally does not have a closed-form expression and may require numerical methods for its evalua-
tion.

For this transformation to serve as a normalizing flow layer, its Jacobian determinant is needed. In
this 1D case, this is the absolute value of the derivative ∂ut,i

∂zt,i
. We compute this using the chain rule.

Let ycdf = Fmix-1(zt,i; z<t, zt,<i). Then ut,i = Φ−1(ycdf), and

∂ut,i

∂zt,i
=

dΦ−1(ycdf)

dycdf

∣∣∣∣∣
ycdf=Fmix-1(zt,i;z<t,zt,<i)

· ∂Fmix-1(zt,i; z<t, zt,<i)

∂zt,i

We evaluate each term:

1. The derivative of the inverse standard normal CDF, dΦ−1(ycdf)
dycdf

: If ut,i = Φ−1(ycdf),

then ycdf = Φ(ut,i). Differentiating ycdf = Φ(ut,i) with respect to ut,i yields dycdf
dut,i

=

N (ut,i; 0, 1), where N (ut,i; 0, 1) is the PDF of the standard normal distribution. Therefore,
dut,i

dycdf
= dΦ−1(ycdf)

dycdf
= 1

N (ut,i;0,1)
.

2. The derivative of the mixture CDF with respect to zt,i,
∂Fmix-1(zt,i;z<t,zt,<i)

∂zt,i
:

∂Fmix-1(zt,i; z<t, zt,<i)

∂zt,i
=

∂

∂zt,i

V∑
k=1

π[k]Φ

(
zt,i −m[k]

σ[k]

)

=

V∑
k=1

π[k]N
(
zt,i −m[k]

σ[k]
; 0, 1

)
· 1

σ[k]

Recognizing that 1
σ[k]N

(
zt,i−m[k]

σ[k] ; 0, 1
)

is the PDF N (zt,i;m[k],σ2[k]), the sum be-
comes:

∂Fmix-1(zt,i; z<t, zt,<i)

∂zt,i
=

V∑
k=1

π[k]N (zt,i;m[k],σ2[k]) = pmix-1(zt,i|z<t, zt,<i)

Thus, the derivative of the mixture CDF is its PDF.

Combining these results, the derivative of the transformation is:
∂ut,i

∂zt,i
=

pmix-1(zt,i|z<t, zt,<i)

N (ut,i; 0, 1)

The log absolute Jacobian determinant is therefore:

log

∣∣∣∣∂ut,i

∂zt,i

∣∣∣∣ = log pmix-1(zt,i|z<t, zt,<i)− logN (ut,i; 0, 1) (11)

This equation relates the log-density of zt,i under the mixture model pmix-1 to the log-density of ut,i

under the standard normal base distribution and the log-Jacobian term. Rearranging Eq. equation 11
according to the change of variables formula (log p(z) = log p(u) + log | det Jf |):

log pmix-1(zt,i|z<t, zt,<i) = logN (ut,i; 0, 1) + log

∣∣∣∣∂ut,i

∂zt,i

∣∣∣∣
This confirms that learning the mixture parameters

[
π,m,σ2

]
is equivalent to learning this 1D

Mixture-CDF flow layer.

When such a transformation is used as a layer ℓ in a stack of flows, zt,i corresponds to the i-th scalar
component of the input to this layer, h(ℓ−1)

t,i . The output ut,i corresponds to the i-th scalar component

h
(ℓ)
t,i . The parameters for the mixture density pmix-1(h

(ℓ−1)
t,i |cond(ℓ)

t,i ) for layer ℓ are determined by a

neural network conditioned on cond(ℓ)t,i , which is the layer-specific conditioning information. The

term log pmix-1(h
(ℓ−1)
t,i |cond(ℓ)t,i ) in the log-determinant calculation (Eq. equation 11, adapted for layer

ℓ) represents the log-probability of the layer’s input under the specific 1D mixture model implemented
by that layer.
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A.1 Proof of Proposition 1

Proposition 1. Let pmix−1(z) =
∑V

k=1 πkN (z;mk, σ
2
k) be a 1D MoG probability density function

(PDF), and let Fmix−1(z) be its corresponding cumulative distribution function (CDF). The trans-
formation f : R → R defined by u = f(z) = Φ−1(Fmix−1(z)), where Φ is the standard normal
CDF, is an exact normalizing flow between the density pmix−1(z) and the standard normal density
N (u; 0, 1).

Proof. The proof demonstrates the equivalence from both forward and inverse directions. A key
property is that Fmix−1(z) is strictly increasing, since its derivative, F ′

mix−1(z) = pmix−1(z), is
a sum of strictly positive Gaussian densities and is therefore strictly positive. Thus, Fmix−1 is a
bijection from R to (0, 1).

Forward Direction (Z → U ). Assume a random variable Z ∼ pmix−1(z). We show that the
transformed variable U = f(Z) follows a standard normal distribution by computing its CDF:

P (U ≤ u) = P
(
Φ−1(Fmix−1(Z)) ≤ u

)
= P

(
Fmix−1(Z) ≤ Φ(u)

)
(since Φ is strictly increasing)

= Fmix−1

(
F−1
mix−1(Φ(u))

)
(by definition, P (Z ≤ z′) = Fmix−1(z

′))

= Φ(u).

The CDF of U is Φ(u), which is the CDF of the standard normal distribution. Hence, U ∼ N (0, 1).

Inverse Direction (U → Z). Assume a random variable U ∼ N (0, 1). We show that Z =
f−1(U) = F−1

mix−1(Φ(U)) is distributed according to pmix−1(z) by computing its CDF:

P (Z ≤ z) = P
(
F−1
mix−1(Φ(U)) ≤ z

)
= P

(
Φ(U) ≤ Fmix−1(z)

)
(since Fmix−1 is strictly increasing).

By the probability integral transform, the random variable Φ(U) is uniformly distributed on [0, 1].
Therefore, P

(
Φ(U) ≤ v

)
= v for any v ∈ [0, 1]. Since Fmix−1(z) ∈ (0, 1), we have:

P (Z ≤ z) = Fmix−1(z).

The CDF of Z is Fmix−1(z). Differentiating with respect to z yields the PDF of Z as pZ(z) =
d
dzFmix−1(z) = pmix−1(z), which completes the proof.

B Details for d-D Mixture-Rosenblatt Flow Layer

We use C to denote the conditioning context variable. A d-dimensional conditional mixture density,
such as pmix(z|C) =

∑V
k=1 πk(C)N (z;mk(C), s2k(C)Id), can be realized as an exact and invertible

normalizing flow layer. This construction is used for modeling complex conditional distributions
within the flow framework. For example, it can represent the prior’s conditional distribution p(zt|z<t)

as defined in Eq. equation 7, or a general conditional density p
(ℓ)
mix,t(h

(ℓ−1)
t |cond(ℓ)

t ) for an intermedi-
ate layer ℓ in a stack of flows (see Section 3.3).

In this description, z ∈ Rd denotes the input variable to this flow layer. If this layer is the first
transformation applied to a latent variable zt from the VAE, then z corresponds to zt (which is also
h
(0)
t in the notation of stacked flows). If it is an intermediate layer ℓ in the stack, z corresponds

to h
(ℓ−1)
t . The term C represents the conditioning information, such as z<t for the prior, or a

layer-specific context cond(ℓ)t . The parameters mk and s2k of the Gaussian components can either
be predicted based on C, or, as in Eq. equation 7, they can be part of a shared codebook (e.g.,
{µk, σ

2
k}Vk=1) where only the mixture weights πk(C) are predicted.

The goal is to define an invertible transformation gd : Rd → Rd, denoted u = gd(z; C), such that the
output variable u ∈ Rd follows a standard d-dimensional Gaussian distribution, i.e., u ∼ N (0, Id).
This transformation is constructed by processing the components of z = (z1, . . . , zd) sequentially,
from i = 1 to d, using a method related to the Rosenblatt transformation. The forward pass is detailed
in Algorithm 1.
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Forward Transformation z 7→ u: The transformation from z to u is built sequentially, processing
one component at a time. At each step i, ui is computed from zi using C and the previously
processed components z<i = (z1, . . . , zi−1). Mixture component weights are maintained and
updated throughout this process.

The procedure begins with initialization: for the first component z1, the initial mixture weights are
set by the parameters of pmix(z|C),

α
(1)
k (C) = πk(C) for k = 1, . . . , V. (12)

For each dimension i = 1, . . . , d, the following steps are performed: The forward transformation
proceeds as follows. For each dimension i = 1, . . . , d:

Conditional Density of zi. The conditional probability density of zi given C and z<i is a 1D
mixture of Gaussians, denoted pmix,i(zi|C, z<i). This is computed by marginalizing over the mixture
components using the current weights α(i)

k :

pmix,i(zi|C, z<i) =

V∑
k=1

α
(i)
k (C, z<i)N (zi;mk,i(C), s2k(C)) (13)

Here, mk,i(C) is the i-th element of the mean vector mk(C) for component k, and s2k(C) is the
(isotropic) variance for component k. By construction, pmix,i(zi|C, z<i) is equivalent to p(zi|C, z<i).

Conditional CDF of zi. The corresponding 1D conditional cumulative distribution function (CDF)
for zi is

Fi(zi|C, z<i) =

∫ zi

−∞
pmix,i(ξ|C, z<i)dξ =

V∑
k=1

α
(i)
k (C, z<i)Φ

(
zi −mk,i(C)

sk(C)

)
(14)

where Φ(·) is the CDF of the standard normal distribution and sk(C) =
√
s2k(C).

Transformation to ui. The i-th component ui of the transformed variable u is obtained by applying
the probability integral transform to zi using Fi, followed by the inverse CDF of the standard normal:

ui = Φ−1(Fi(zi|C, z<i)) (15)

If zi is drawn from pmix,i(zi|C, z<i), then Fi(zi|C, z<i) is uniformly distributed on [0, 1], and thus ui

is standard normal. The sequential conditioning ensures that u1, . . . , ud are mutually independent
and standard normally distributed.

Update Mixture Weights (if i < d). After processing zi and obtaining ui, if i is not the last
dimension, the mixture weights for the next dimension, α(i+1)

k , are updated using Bayes’ rule to
incorporate the information from zi:

α
(i+1)
k (C, z≤i) = p(component = k|C, z≤i)

=
p(zi|component = k, C, z<i) · p(component = k|C, z<i)

p(zi|C, z<i)

=
N (zi;mk,i(C), s2k(C)) · α

(i)
k (C, z<i)

pmix,i(zi|C, z<i)
(16)

where z≤i = (z1, . . . , zi). These updated weights are then used for the next dimension.

Inverse Transformation u 7→ z: The transformation gd is invertible. To compute the inverse,
z = g−1

d (u; C), we proceed as follows, iterating from i = 1 to d:

Initialization (for i = 1): Set the initial mixture weights α(1)
k (C) as in Eq. equation 12.

Sequential Inversion (for i = 1, . . . , d): For each dimension i, given ui and the current weights
α
(i)
k (C, z<i) (where z<i have been determined in previous steps), solve for zi by finding the value

that satisfies
Fi(zi|C, z<i) = Φ(ui) (17)
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where Fi is defined in Eq. equation 14. Since Fi is a strictly monotonic function (as the CDF of a
continuous distribution with positive density), a unique solution for zi exists. This inversion typically
requires a numerical 1D root-finding algorithm.

After determining zi, if i < d, update the mixture weights to α
(i+1)
k (C, z≤i) using Eq. equation 16,

now with the newly found zi. This process is repeated sequentially for each dimension until all
components of z are recovered.

Jacobian Determinant: The Jacobian matrix Jgd
(z) of the forward transformation u = gd(z; C)

has entries (Jgd
)ℓi =

∂uℓ

∂zi
. Due to the sequential construction, where uℓ depends only on z1, . . . , zℓ

(and C), the Jacobian matrix is lower-triangular. Its determinant is the product of its diagonal entries:
det Jgd

(z) =
∏d

i=1
∂ui

∂zi
.

To find ∂ui

∂zi
, we differentiate Eq. equation 15, or its form Φ(ui) = Fi(zi|C, z<i). Differentiating both

sides with respect to zi (treating C and z<i as constant for this partial derivative):

∂(Φ(ui))

∂zi
=

∂(Fi(zi|C, z<i))

∂zi
(18)

Using the chain rule on the left side yields ϕ(ui)
∂ui

∂zi
, where ϕ(·) is the PDF of N (0, 1). The right

side is the derivative of a CDF with respect to its variable, which is its PDF: ∂Fi

∂zi
= pmix,i(zi|C, z<i).

Thus,

ϕ(ui)
∂ui

∂zi
= pmix,i(zi|C, z<i) (19)

Since ϕ(ui) > 0, we can write:
∂ui

∂zi
=

pmix,i(zi|C, z<i)

ϕ(ui)
(20)

The log absolute Jacobian determinant is then:

log |detJgd
(z)| =

d∑
i=1

log

∣∣∣∣∂ui

∂zi

∣∣∣∣
=

d∑
i=1

(log pmix,i(zi|C, z<i)− log ϕ(ui)) (21)

By the chain rule of probability, the log-density of the input variable z under the conditional mixture
pmix(z|C) is:

log pmix(z|C) = log

(
d∏

i=1

p(zi|C, z<i)

)
=

d∑
i=1

log p(zi|C, z<i) (22)

In our construction, p(zi|C, z<i) is precisely pmix,i(zi|C, z<i) from Eq. equation 13. So,∑d
i=1 log pmix,i(zi|C, z<i) = log pmix(z|C). The log-density of the transformed variable u under

the standard d-dimensional Gaussian base distribution pbase(u) = N (u;0, Id) is log pbase(u) =∑d
i=1 logN (ui; 0, 1) =

∑d
i=1 log ϕ(ui). Substituting these into Eq. equation 21, we arrive at the

expression for the log-determinant in normalizing flows:

log |det Jgd
(z)| = log pmix(z|C)− logN (u;0, Id) (23)

This confirms that the sequential transformation gd correctly implements the desired conditional
mixture density pmix(z|C) as a normalizing flow layer. When such a layer is used, for example as
layer f (ℓ)

t in a stack, it transforms an input h(ℓ−1)
t (which plays the role of z in this derivation) to

an output h(ℓ)
t (which plays the role of u). The parameters defining the mixture (initial weights

πk(cond(ℓ)t ), means mk(cond(ℓ)
t ), and variances s2k(cond(ℓ)t )) are predicted by a neural network based

on a conditioning context cond(ℓ)t .
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B.1 Proof of Proposition 2

Here we provide formal proofs for the normalizing flow layers based on the Mixture of Gaussians
(MoG) CDF, as described in Appendices A and B. We establish that these transformations are exact,
invertible, and correctly model the target mixture densities.

The core of the d-dimensional Mixture-Rosenblatt flow lies in sequentially computing the true
conditional probability distribution p(zi|z<i) for each dimension. The following lemma formally
derives this distribution and shows that it takes the form of a 1D Mixture of Gaussians, which is
analytically tractable.

Lemma 1 (Conditional Distribution of an Isotropic MoG). Let z ∈ Rd be a random vector whose
probability density function is a mixture of V isotropic Gaussians:

p(z) =

V∑
k=1

πkN (z;mk, σ
2
kId),

where
∑

k πk = 1, πk > 0. Then for any dimension i ∈ {1, . . . , d}, the true conditional probability
density of its component zi given the preceding components z<i = (z1, . . . , zi−1) is also a 1D
Mixture of Gaussians, given by:

p(zi|z<i) =

V∑
k=1

α
(i)
k (z<i)N (zi;mk,i, σ

2
k),

where mk,i is the i-th element of mk, and the mixture weights α(i)
k (z<i) are the posterior probabilities

of component membership given z<i:

α
(i)
k (z<i) ≜ P (K = k|z<i) =

πkN (z<i;mk,<i, σ
2
kIi−1)∑V

j=1 πjN (z<i;mj,<i, σ2
j Ii−1)

.

(For the base case i = 1, z<1 is empty and α
(1)
k = πk).

Proof. We derive the conditional distribution p(zi|z<i) by introducing a latent categorical variable
K ∈ {1, . . . , V } that indicates which Gaussian component z is drawn from. The hierarchical model
is:

1. Sample a component index K = k with probability P (K = k) = πk.

2. Sample z from the chosen component: p(z|K = k) = N (z;mk, σ
2
kId).

The target conditional density can be found by marginalizing over this latent variable using the law of
total probability:

p(zi|z<i) =

V∑
k=1

p(zi|z<i,K = k)P (K = k|z<i). (24)

We now analyze the two terms in the summation separately.

1. The Component Density: p(zi|z<i,K = k). This term is the conditional density of zi given z<i,
under the condition that we know the sample originates from component k. For a given component k,
z follows a single multivariate Gaussian distribution N (mk, σ

2
kId). The covariance matrix σ2

kId is
diagonal, which implies that all dimensions of z are mutually independent *when conditioned on
K = k*. Therefore, the value of zi is independent of the preceding values z<i:

p(zi|z<i,K = k) = p(zi|K = k).

The distribution p(zi|K = k) is the i-th marginal of the multivariate Gaussian N (z;mk, σ
2
kId),

which is a 1D Gaussian:
p(zi|K = k) = N (zi;mk,i, σ

2
k).
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2. The Mixture Weights: P (K = k|z<i). This term represents the posterior probability of being in
component k after observing the first i− 1 dimensions. We denote this by α

(i)
k (z<i) and compute it

using Bayes’ rule:

P (K = k|z<i) =
p(z<i|K = k)P (K = k)

p(z<i)
=

p(z<i|K = k)P (K = k)∑V
j=1 p(z<i|K = j)P (K = j)

.

The required terms are:

• P (K = k) = πk (the prior probability of selecting component k).

• p(z<i|K = k) is the marginal density of the first i − 1 dimensions of the k-th Gaussian.
Due to the isotropic structure, this is N (z<i;mk,<i, σ

2
kIi−1), where mk,<i contains the

first i− 1 elements of mk.

Substituting these into the formula gives the expression for the weights as stated in the lemma.

Conclusion. Substituting the derived component density and mixture weights back into Eq. equa-
tion 24, we obtain:

p(zi|z<i) =

V∑
k=1

α
(i)
k (z<i)︸ ︷︷ ︸

Mixture Weight

· N (zi;mk,i, σ
2
k)︸ ︷︷ ︸

1D Gaussian Component

.

This confirms that the true conditional distribution is a 1D Mixture of Gaussians with analytically
computable parameters.

With the analytical form of the conditional distribution established, we can now state and prove the
proposition for the d-dimensional flow in a more direct manner.

Proposition 2. Let pmix(z) =
∑V

k=1 πkN (z;mk, σ
2
kId) be a d-dimensional isotropic MoG PDF.

Let the transformation g : Rd → Rd be defined by the sequential application for i = 1, . . . , d:

ui = gi(z) = Φ−1
(
Fi(zi|z<i)

)
,

where Fi(zi|z<i) is the cumulative distribution function (CDF) of the 1D MoG conditional density
p(zi|z<i) as derived in Lemma 1. This transformation is an exact normalizing flow between pmix(z)
and the standard d-dimensional normal distribution N (u;0, Id).

Proof. The proof relies on the chain rule of probability, pmix(z) =
∏d

i=1 p(zi|z<i), and the result of
Lemma 1.

Forward Direction (Z→ U). Assume a random vector Z ∼ pmix(z). We show by induction that
the components of the transformed vector U = g(Z) are independent and identically distributed as
N (0, 1). By Lemma 1, Fi(Zi|Z<i) is the true conditional CDF of Zi. By the conditional probability
integral transform, the random variable Wi = Fi(Zi|Z<i) is uniformly distributed on [0, 1] and is
independent of the conditioning random vector Z<i. Consequently, Ui = Φ−1(Wi) is distributed
as N (0, 1) and is also independent of Z<i. Since (U1, . . . , Ui−1) is an invertible function of Z<i,
Ui is also independent of (U1, . . . , Ui−1). By induction, all components of U are i.i.d. N (0, 1), so
U ∼ N (0, Id).

Inverse Direction (U→ Z). Assume a random vector U ∼ N (0, Id). The inverse transformation
Z = g−1(U) is computed by sequentially solving Fi(Zi|Z<i) = Φ(Ui) for Zi. This procedure is
equivalent to ancestral sampling from the factorized distribution: for each i = 1, . . . , d, one samples
Zi from the true conditional distribution p(zi|Z<i) via inverse transform sampling. The joint density
of the resulting vector Z is therefore

∏d
i=1 p(zi|z<i) = pmix(z).

Jacobian Determinant. The Jacobian of g is lower-triangular, as ui depends only on z≤i. Its
determinant is the product of the diagonal entries ∂ui

∂zi
. Treating z<i as constant, we have:

∂ui

∂zi
=

d

dzi
Φ−1

(
Fi(zi|z<i)

)
=

F ′
i (zi|z<i)

ϕ(ui)
=

p(zi|z<i)

ϕ(ui)
,
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where ϕ is the standard normal PDF and we used the fact that the derivative of a CDF is its PDF. The
log-determinant is:

log | det Jg(z)| =
d∑

i=1

log

∣∣∣∣∂ui

∂zi

∣∣∣∣ = d∑
i=1

(log p(zi|z<i)− log ϕ(ui)) .

Using the chain rule of probability for the first term and the definition of the multivariate normal for
the second term, this simplifies to:

log | det Jg(z)| = log pmix(z)− logN (u;0, Id).

This confirms that the change of variables formula is satisfied exactly. The recursive Bayesian update
algorithm described in Appendix B is the practical implementation of the analytical derivation in
Lemma 1.

B.2 Proof of Proposition 3

We now prove that the multidimensional transformation is a global diffeomorphism, which is a
stronger condition than mere invertibility and differentiability, ensuring the transformation is smooth
and stable.
Proposition 3. Let pmix(z) =

∑V
k=1 πkN (z;mk, σ

2
kId) be a d-dimensional MoG PDF. The Rosen-

blatt transformation g : Rd → Rd, defined sequentially by
ui = gi(z) = Φ−1

(
Fi(zi|z<i)

)
for i = 1, . . . , d,

where Fi is the CDF of the true conditional density p(zi|z<i), is a global C∞-diffeomorphism.

Proof. Our proof strategy is to first show that g is a local diffeomorphism everywhere on Rd and
then establish that it is also a global bijection. These two properties together imply that g is a global
diffeomorphism.

Local Diffeomorphism. A map is a local C∞-diffeomorphism at a point if it is smooth (C∞) in a
neighborhood of that point and its Jacobian determinant is non-zero at that point.

(a) Smoothness of g: The map g is smooth if each component function ui = gi(z) is smooth. The
function gi = Φ−1 ◦ Fi is a composition of functions. The conditional density p(zi|z<i) is a ratio of
marginal densities of the MoG. Since marginals of a MoG are themselves finite sums of Gaussian
PDFs, they are smooth functions. As the denominator is strictly positive, p(zi|z<i) is a smooth
function of all its arguments, (zi, z<i). By differentiation under the integral sign, its CDF Fi(zi|z<i)
is also smooth. Since Φ−1 is smooth on its domain, the composition gi is smooth. Thus, the overall
map g is smooth on Rd.

(b) Non-Vanishing Jacobian Determinant: The Jacobian matrix Jg(z) is lower-triangular due to the
sequential construction of g. Its determinant is the product of its diagonal entries:

det Jg(z) =

d∏
i=1

∂ui

∂zi
=

d∏
i=1

p(zi|z<i)

ϕ(ui)
.

Since both the conditional density p(zi|z<i) and the standard normal PDF ϕ(ui) are strictly positive
everywhere, each diagonal term is strictly positive. Consequently, det Jg(z) > 0 for all z ∈ Rd.

By the Inverse Function Theorem, since g is smooth and its Jacobian determinant is non-zero
everywhere, g is a local C∞-diffeomorphism at every point in Rd.

Global Bijectivity. We show that g is a bijection by constructing a unique inverse z = g−1(u) for
any u ∈ Rd. The inverse is found by solving Φ(ui) = Fi(zi|z<i) for each zi sequentially. For any
i = 1, . . . , d, and for any fixed, previously determined context z<i, the function Fi(·|z<i) is a strictly
increasing bijection from R→ (0, 1). Thus, a unique solution zi = F−1

i (Φ(ui)|z<i) exists at each
step. This inductive construction yields a unique z for any u, proving that g is a global bijection.

A map that is a local diffeomorphism at every point and is also a global bijection is a global
diffeomorphism. Having established both properties for g, we conclude that it is a global C∞-
diffeomorphism from Rd to Rd. This confirms that the transformation is smooth, globally invertible
with a smooth inverse, and possesses a well-defined, non-zero Jacobian determinant, making it a
robust and theoretically sound building block for normalizing flows.
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C Detailed Derivation of a Flow Layer’s Learning Objective

This appendix provides a detailed, step-by-step derivation of the learning objective for a single layer
within the normalizing flow prior. The aim is to elucidate how the optimization process shapes the
behavior of each transformation in the flow.

We consider a generic invertible transformation f
(ℓ)
t : Rd → Rd representing a single layer ℓ at

time step t in the flow. Let x = h
(ℓ−1)
t be the input to this layer and y = h

(ℓ)
t be its output, so

y = f
(ℓ)
t (x; cond(ℓ)t ). The function f

(ℓ)
t is parameterized, and its parameters (and thus its behavior)

are learned based on a conditioning context cond(ℓ)
t . For brevity in the derivations that follow, we

will often drop the explicit indices (t, ℓ) and the conditioning context, writing f(x), pmodel(x), etc.,
with the understanding that these are specific to a layer and its context.

The Log-Determinant of the Jacobian The change of variables formula relates the probability
density of x to the probability density of y:

pX(x) = pY (f(x)) |det Jf (x)| (25)
where pX is the density of x, pY is the density of y, and Jf (x) is the Jacobian matrix of f evaluated
at x.

Normalizing flow layers like those discussed in Sections 3.2.1 and 3.2.2 (e.g., Mixture-of-CDFs or
transformations based on d-dimensional mixtures) are constructed such that they define a conditional
model density for their input. Let pmodel(x|cond) be this parameterized density that the layer learns
for its input x. The transformation f is designed such that if x were drawn from pmodel(x|cond), its
output y = f(x) would be drawn from a simpler, fixed target density, ptarget(y) (typically a standard
Gaussian). Substituting pX(x) = pmodel(x|cond) and pY (y) = ptarget(y) into Eq. equation 25, we
get:

pmodel(x|cond) = ptarget(f(x)) |det Jf (x)| (26)
Rearranging and taking the logarithm gives the expression for the log absolute Jacobian determinant:

log |det Jf (x)| = log pmodel(x|cond)− log ptarget(f(x)) (27)
This equation matches the form of equation 9 in the main text. It shows that the log-determinant
term, crucial for computing the density of z1:T , is composed of the log-likelihood of the input x
under the layer’s learned model pmodel and the log-likelihood of the output y = f(x) under the fixed
target density ptarget.

The Expected Log-Jacobian in the ELBO The parameters of the entire model, including those
defining pmodel(x|cond) for each layer, are learned by maximizing the Evidence Lower Bound
(ELBO), as shown in Eq. equation 3. The ELBO includes the term Ez1:T∼q(·|x1:T )[log p(z1:T )]. The
log-prior log p(z1:T ) is given by a sum of log-base-density terms and log-determinant terms from
each layer:

log p(z1:T ) =

T∑
t=1

(
log pbase(ut) +

L∑
ℓ=1

log
∣∣∣det Jf(ℓ)

t
(h

(ℓ−1)
t )

∣∣∣) (28)

Let qin(x) denote the actual distribution of the input x = h
(ℓ−1)
t to a specific layer f ≡ f

(ℓ)
t . This

distribution qin(x) is induced by the input data x1:T , the encoder q(z1:T |x1:T ), and all preceding flow
transformations f (1), . . . , f (ℓ−1). The ELBO maximization objective, with respect to the contribution
of this layer’s Jacobian to the prior, involves maximizing:

Jlayer = Eqin(x) [log |det Jf (x)|] (29)
Substituting Eq. equation 27:

Jlayer = Eqin(x) [log pmodel(x|cond)− log ptarget(f(x))] (30)

= Eqin(x) [log pmodel(x|cond)]− Eqin(x) [log ptarget(f(x))] (31)

Let qout(y) be the actual distribution of the output y = f(x) when x ∼ qin(x). The second term in
Eq. equation 31 can be rewritten using this definition:

Eqin(x) [log ptarget(f(x))] = Eqout(y) [log ptarget(y)] (32)
So, Eq. equation 31 becomes:

Jlayer = Eqin(x) [log pmodel(x|cond)]− Eqout(y) [log ptarget(y)] (33)

28



Relating to KL Divergence and Differential Entropy We use the definitions of differential
entropy H(q) and Kullback-Leibler (KL) divergence KL(q∥p):

H(q) = −Eq(z)[log q(z)] = −
∫

q(z) log q(z)dz (34)

KL(q∥p) = Eq(z)

[
log

q(z)

p(z)

]
=

∫
q(z) log

q(z)

p(z)
dz (35)

From the definition of KL divergence, we have KL(q∥p) = Eq(z)[log q(z)] − Eq(z)[log p(z)] =
−H(q) − Eq(z)[log p(z)]. Rearranging this gives a useful identity for an expected log-likelihood
term:

Eq(z)[log p(z)] = −H(q)−KL(q∥p) (36)
Applying Eq. equation 36 to the two terms in Eq. equation 33:

Eqin(x) [log pmodel(x|cond)] = −H(qin)−KL(qin∥pmodel) (37)

Eqout(y) [log ptarget(y)] = −H(qout)−KL(qout∥ptarget) (38)
Substituting these back into the expression for Jlayer:

Jlayer = [−H(qin)−KL(qin∥pmodel)]− [−H(qout)−KL(qout∥ptarget)] (39)
= H(qout)−H(qin)−KL(qin∥pmodel) + KL(qout∥ptarget) (40)

This matches the main text.

The KL Divergence Identity for Normalizing Flows A key property of normalizing flows is the
invariance of KL divergence under invertible transformations, specifically relating the KL divergence
at the input of a layer to the KL divergence at its output. We aim to show:

KL(qin∥pmodel) = KL(qout∥ptarget) (41)
Recall that qin(x) is the actual density of the layer’s input and qout(y) is the actual density of the
layer’s output, where y = f(x). These are related by the change of variables formula:

qin(x) = qout(f(x)) |det Jf (x)| (42)
Similarly, pmodel(x|cond) is the density parameterized by the layer for its input, and ptarget(y) is the
fixed target density for the output. The transformation f is constructed such that these are also related
by the change of variables formula:

pmodel(x|cond) = ptarget(f(x)) |det Jf (x)| (43)

Now, consider the ratio qin(x)
pmodel(x|cond) :

qin(x)

pmodel(x|cond)
=

qout(f(x)) |det Jf (x)|
ptarget(f(x)) |det Jf (x)|

=
qout(f(x))

ptarget(f(x))
(44)

The KL divergence KL(qin∥pmodel) is defined as:

KL(qin∥pmodel) =

∫
qin(x) log

qin(x)

pmodel(x|cond)
dx (45)

Substitute Eq. equation 44 into the logarithm:

KL(qin∥pmodel) =

∫
qin(x) log

qout(f(x))

ptarget(f(x))
dx (46)

Now, perform a change of variables in the integration from x to y = f(x). We have x = f−1(y),
and dx =

∣∣det Jf−1(y)
∣∣ dy. The integral becomes:

KL(qin∥pmodel) =

∫
qin(f

−1(y)) log
qout(y)

ptarget(y)

∣∣det Jf−1(y)
∣∣ dy (47)

From the change of variables for qin (Eq. equation 42, rearranged for f−1), we know that
qin(f

−1(y))
∣∣det Jf−1(y)

∣∣ = qout(y). Substituting this into the integral:

KL(qin∥pmodel) =

∫
qout(y) log

qout(y)

ptarget(y)
dy (48)

The right-hand side is, by definition, KL(qout∥ptarget). Thus, the identity in Eq. equation 41 is
established.
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Final Expression for Expected Log-Jacobian Substituting the KL divergence identity (Eq. equa-
tion 41) into the expanded expression for Jlayer (Eq. equation 40):

Jlayer = H(qout)−H(qin)−KL(qin∥pmodel) + KL(qin∥pmodel) (49)
= H(qout)−H(qin) (50)

This confirms the results in the main text: the expected log-determinant of the Jacobian for an
invertible transformation is the change in differential entropy from its input distribution to its output
distribution.

Interpretation of the Learning Objective for a Single Layer The overall ELBO maximization
drives the learning of parameters θ, which include the parameters defining pmodel(x|cond) for each
layer. The contribution of a single layer’s Jacobian to the ELBO is Jlayer = H(qout)−H(qin).

However, the parameters of the current layer f directly influence pmodel(x|cond). To maxi-
mize Jlayer, consider its expression before the KL terms cancel: Jlayer = H(qout) − H(qin) −
KL(qin∥pmodel) + KL(qout∥ptarget). Using the identity KL(qin∥pmodel) = KL(qout∥ptarget), this is also:
Jlayer = Eqin(x) [log pmodel(x|cond)]− Eqout(y) [log ptarget(y)].

The optimization process adjusts the parameters of f (which define pmodel) to maximize this quantity.
Maximizing Eqin(x) [log pmodel(x|cond)] is equivalent to minimizing KL(qin∥pmodel) (since −H(qin)
does not depend on the parameters of the current layer f , but rather on the data and preceding
layers/encoder). When KL(qin∥pmodel) is minimized, pmodel(x|cond) becomes a good approximation
of the actual input distribution qin(x).

Due to the identity KL(qin∥pmodel) = KL(qout∥ptarget), minimizing KL(qin∥pmodel) simultaneously
implies minimizing KL(qout∥ptarget). This means that the actual output distribution qout(y) is driven
to match the fixed target distribution ptarget(y).

In summary, each flow layer learns to:

1. Model its input distribution: The layer’s parameters (defining pmodel(x|cond)) are adjusted
so that pmodel(x|cond) accurately represents the distribution qin(x) of the data it receives.
This corresponds to minimizing KL(qin∥pmodel).

2. Transform its input to a target distribution: As a consequence of (1) and the construc-
tion of f , the layer transforms its input x into an output y whose distribution qout(y)
closely matches the predefined target distribution ptarget(y). This corresponds to minimizing
KL(qout∥ptarget).

This step-by-step process, repeated through the stack of flow layers, allows the overall normalizing
flow to transform a complex data distribution into a simple base distribution (e.g., standard Gaussian),
while enabling exact density calculation.

D 1-D Mixture-of-Gaussian and Mixture-of-Logistics Coupling

The analysis in the main text shows that an AR MoG probability distribution can be interpreted as an
implicit normalizing flow layer. This layer utilizes the cumulative distribution function (CDF) of the
Gaussian mixture to map between the data space ut and a base space (implicitly standard normal).
Similar transformations, built explicitly around mixture CDFs, are employed in various normalizing
flow architectures. This section provides a detailed comparison between the transformation implicitly
defined by our model and common explicit parameterizations, establishing their functional equiva-
lence. We will consistently analyze the transformations in the **data-to-latent** direction for clarity,
and then briefly discuss the inverse (latent-to-data) direction.

For conciseness within this section, we may drop the time index t and dimension index i from
variables and parameters when the context is clear (e.g., using x for a single data dimension, ϵ or w
for the corresponding latent dimension, and πk, µk, σk for the mixture parameters predicted based on
history). We maintain the standard normal PDF φ(·) and CDF Φ(·), and the standard logistic CDF
σ(r) = 1/(1 + e−r) and its inverse, the logit function σ−1(p) = log(p/(1− p)).

The Core Component: Gaussian Mixture CDF. Both the implicit and explicit layers rely on the
same core component: the CDF of the Gaussian mixture distribution. For a single data dimension x,
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the mixture CDF Fmix(x), conditioned on history (parameters πk, µk, σk), is:

Fmix(x) =

V ′∑
k=1

πkΦ

(
x− µk

σk

)
(51)

The derivative of this CDF with respect to x is the probability density function (PDF) of the mixture:

m(x) =
dFmix(x)

dx
=

V ′∑
k=1

πkφ

(
x− µk

σk

)
1

σk
(52)

This mixture PDF m(x) plays a key role in the Jacobian determinant calculations.

Layer Definitions and Jacobians (Data-to-Latent Direction). We now define two primary variants
of the mixture CDF transformation layer, both mapping the data variable x to a latent variable, but
differing in the choice of outer non-linearity and corresponding base distribution.

MoG Variant: ProbitMixtureCDF This layer corresponds to the transformation gt,i identified
in Section Sec. 3.2.2. It maps the data x to a latent variable z, assumed to follow a standard normal
distribution N (0, 1).

z = Φ−1(Fmix(x)) (53)
Its Jacobian determinant, ∂z/∂x, is calculated using the chain rule and properties of Φ−1 and Fmix :

∂z

∂x
=

m(x)

φ(z)
(54)

The log-Jacobian determinant is therefore:

log

∣∣∣∣∂z∂x
∣∣∣∣ = logm(x)− logφ(z) (55)

MoL Variant: LogitMixtureCDF Explicit flow layers often use the logit function σ−1 as the outer
non-linearity, mapping the probability Fmix(x) to a latent variable w, typically assumed to follow a
standard logistic distribution. We consider the core transformation without additional affine terms for
now:

w = σ−1(Fmix(x)) (56)
Its Jacobian determinant, ∂w/∂x, is calculated using the chain rule. The derivative of σ−1(p) is
1/(p(1−p)). The PDF of the standard logistic distribution is plogistic(w) = σ′(w) = σ(w)(1−σ(w)).
Since Fmix(x) = σ(w), we have Fmix(x)(1− Fmix(x)) = plogistic(w).

∂w

∂x
=

dσ−1(p)

dp

∣∣∣∣∣
p=Fmix(x)

· dFmix(x)

dx
=

1

Fmix(x)(1− Fmix(x))
·m(x) =

m(x)

plogistic(w)
(57)

The log-Jacobian determinant is therefore:

log

∣∣∣∣∂w∂x
∣∣∣∣ = logm(x)− log plogistic(w) (58)

Comparison in the Data-to-Latent Direction. Table 4 summarizes the two variants when viewed
in the data-to-latent direction.

Table 4: Comparison of Mixture CDF Flow Variants (Data x→ Latent).
Layer Variant Transformation Latent Base Dist. Log-Jacobian log |∂(latent)/∂x|
ProbitMixtureCDF z = Φ−1(Fmix(x)) N (0, 1) logm(x)− logφ(z)
LogitMixtureCDF (core) w = σ−1(Fmix(x)) Logistic(0,1) logm(x)− log plogistic(w)

Both transformations share the same initial structure involving Fmix(x) and yield a log-Jacobian
determinant of the form logm(x) − log pbase(latent), where pbase is the PDF of the corresponding
base distribution (Gaussian or Logistic). The difference lies solely in the choice of the outer bijection
(Φ−1 vs σ−1) and the associated base distribution.
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Connecting the Variants via Re-parameterization. The Probit and Logit variants are functionally
equivalent because the standard normal and standard logistic distributions can be transformed into
one another via a simple, smooth, invertible function. Define the map g : R → R that converts a
standard logistic variable w into a standard normal variable z:

z = g(w) = Φ−1(σ(w)) (59)
The inverse map g−1 : R→ R converts a standard normal variable z into a standard logistic variable
w:

w = g−1(z) = σ−1(Φ(z)) (60)
These functions act as translators between the two latent spaces.

We can demonstrate the equivalence by composing one layer type with the appropriate function g or
g−1:

• LogitMixtureCDF followed by g: If we take the output w from the LogitMixtureCDF layer
(Eq. equation 56) and apply g, we get:

g(w) = g(σ−1(Fmix(x))) = Φ−1(σ(σ−1(Fmix(x)))) = Φ−1(Fmix(x)) (61)
This result is exactly the output z of the ProbitMixtureCDF layer (Eq. equation 53).

• ProbitMixtureCDF followed by g−1: If we take the output z from the ProbitMixtureCDF
layer (Eq. equation 53) and apply g−1, we get:

g−1(z) = g−1(Φ−1(Fmix(x))) = σ−1(Φ(Φ−1(Fmix(x)))) = σ−1(Fmix(x)) (62)
This result is exactly the output w of the LogitMixtureCDF layer (Eq. equation 56).

This shows that the two layer types are related by composition with the fixed, invertible function
g. In the context of normalizing flows, composing with such a function simply constitutes another
valid flow layer, effectively re-parameterizing the latent space without changing the transformation’s
overall expressive power on the data x.

Likelihood Equivalence. The equivalence is further confirmed by examining the data log-likelihood
log p(x) induced by each transformation. Using the change of variables formula for the data-to-latent
direction z = T−1(x): log p(x) = log pbase(z) + log | detJT−1(x)|.

• ProbitMixtureCDF:

log p(x) = log pgaussian(z) + log

∣∣∣∣∂z∂x
∣∣∣∣

= logφ(z) + (logm(x)− logφ(z)) = logm(x) (63)

• LogitMixtureCDF:

log p(x) = log plogistic(w) + log

∣∣∣∣∂w∂x
∣∣∣∣

= log plogistic(w) + (logm(x)− log plogistic(w)) = logm(x) (64)

Both formulations yield log p(x) = logm(x), the log-PDF of the Gaussian mixture model defining
the transformation. The contribution from the base density’s log-PDF always exactly cancels the
second term in the layer’s log-Jacobian determinant. This confirms that both variants define the
exact same probability distribution over the data x, given the same mixture parameters (πk, µk, σk).
Consequently, the gradients with respect to these parameters during training will be identical.

Handling Affine Transformations. Explicit layers like the GaussMixCDF snippet often include
an affine transformation y = eaw + b applied after the core logit transformation w = σ−1(Fmix(x)).
This affine transformation is itself an invertible flow layer with a simple constant log-Jacobian
determinant:

log

∣∣∣∣ ∂y∂w
∣∣∣∣ = log |ea| = a (65)

This term simply adds a to the total log-determinant of the composed flow (x→ w → y). Such affine
transformations do not change the core functionality related to the mixture CDF and can be treated as
separate layers (like Batch Normalization or ActNorm layers) or fused for implementation. Their
presence or absence does not affect the fundamental equivalence discussed above.
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Latent-to-Data Direction. For completeness, we consider the inverse (generative) direction, map-
ping the latent variable back to the data x.

MoG Variant: ProbitMixtureCDF Inverse This corresponds to the transformation h:

x = h(z) = F−1
mix (Φ(z)) (66)

The log-Jacobian is the negative of the forward log-Jacobian (Eq. equation 55):

log

∣∣∣∣∂x∂z
∣∣∣∣ = −(logm(x)− logφ(z)) = logφ(z)− logm(x) (67)

MoL Variant: LogitMixtureCDF Inverse Inverting w = σ−1(Fmix(x)) gives Fmix(x) = σ(w), so:

x = F−1
mix (σ(w)) (68)

The log-Jacobian is the negative of the forward log-Jacobian (Eq. equation 58):

log

∣∣∣∣ ∂x∂w
∣∣∣∣ = −(logm(x)− log plogistic(w)) = log plogistic(w)− logm(x) (69)

Table 5 summarizes the inverse transformations.

Table 5: Comparison of Mixture CDF Flow Variants (Latent→ Data x).
Layer Variant Transformation Latent Base Dist. Log-Jacobian log |∂x/∂(latent)|
ProbitMixtureCDF Inv. x = F−1

mix (Φ(z)) N (0, 1) logφ(z)− logm(x)
LogitMixtureCDF Inv. x = F−1

mix (σ(w)) Logistic(0,1) log plogistic(w)− logm(x)

The transformation implicitly defined by our AR-MDN base prior is functionally equivalent to explicit
Gaussian Mixture CDF flow layers found in the literature. Both leverage the mixture CDF Fmix to
perform a complex, data-dependent monotonic transformation. Differences in the choice of outer
bijection (probit vs. logit) and associated base distributions (Gaussian vs. logistic), as well as optional
affine components, amount to implementation choices or re-parameterizations connected by the
simple diffeomorphism g. They represent the same class of transformations and induce the same
probability density on the data x for identical mixture parameters. Our VAE approach benefits from
this expressive power implicitly by optimizing the mixture density p(ut|u<t) = m(ut) directly,
avoiding the potentially costly computation of F−1

mix , Φ−1, or σ−1 during training.

E Additional Experimental Details

This section provides supplementary experimental details and results that support the findings
presented in the main body of the paper.

Generative evaluation. For MAUVE, we generate 5,000 samples for each configuration. We
use GPT-2 Large as the embedding model, and set the MAUVE scaling hyperparameter to 5. For
generative perplexity, we also use GPT-2 Large as the external language model to evaluate generated
texts. We additionally report the average per-sequence entropy as a simple diversity metric.

Fig. 8 offers a more complete view of the training and validation loss curves, expanding on the
comparison shown in Fig. 3 of the main text. These curves illustrate the learning progression
for different model configurations. The results underscore the benefit of incorporating mixture-
based coupling layers, which exhibit improved convergence and final performance (lower negative
ELBO) compared to configurations relying solely on standard affine coupling layers. This observation
reinforces the point made in the main text regarding the importance of mixture couplings for effectively
modeling discrete text data within our continuous latent space framework.

To further clarify the mechanics of our proposed model variants, Alg. 1 details the forward transfor-
mation process for the d-dimensional mixture flow layer. This transformation is a core component
of the ‘Mix-d‘ model configuration (discussed in Section 3.2.2), enabling the direct modeling of
token-wise dependencies in a d-dimensional latent space using a mixture of Gaussians. The algorithm
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Method Timesteps Gen PPL ↓ MAUVE ↑ Entropy ↑
Data – 14.7 1.0 5.44
Autoregressive 1024 12.1 0.76 5.22
SUNDAE 200 34.7 – 5.2
Ssd-LM >10000 99.2 – 4.8
D3PM Absorb 1024 842.3 – 7.6
SEDD 256/512/1024/2048 110.1 / 107.2 / 104.7 / 103.2 0.007 / 0.008 / 0.008 / 0.008 5.63 / 5.62 / 5.62 / 5.61
MDLM 256/512/1024/2048 55.8 / 53.0 / 51.3 / 51.3 0.023 / 0.031 / 0.042 / 0.037 5.49 / 5.48 / 5.46 / 5.46
TarFlowLM single-dim CDF (Ours) – 20.7 0.47 5.58
TarFlowLM multi-dim Rosenblatt (Ours) – 14.3 0.68 5.13

Table 6: Generative evaluation comparing generation quality and diversity. We report generative
perplexity (Gen PPL; lower is better), MAUVE (higher is better), and average sequence entropy
(higher indicates more diversity). Some baseline numbers are from [68, 71].
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Figure 8: Comparison of training and validation loss curves across different model configurations.
Our mixture-based coupling layers demonstrate improved convergence compared to standard affine
coupling.

outlines how an input vector z is mapped to an output vector u that follows a standard Gaussian
distribution, through a sequence of conditional 1D mixture-CDF transformations.

Alg. 2 describes the channel mixing and unmixing operations. These procedures are employed
in the context of block-wise multi-token generation, as discussed in the "Flexible Patch Size"
paragraph of the experiments section. By permuting latent dimensions between flow layers, channel
mixing facilitates information exchange across different token positions within a patch, allowing
the model to capture intra-patch dependencies more effectively as data propagates through the stack
of flow transformations. The ChannelUnmix procedure is the exact inverse, ensuring the overall
transformation remains bijective.

F Connection to Discrete Autoregressive Language Models

A specific configuration of our continuous latent space framework reveals a direct relationship with
conventional discrete autoregressive language models. This connection arises when we consider
the model structure outlined in Section 3 under particular assumptions for the prior p(z1:T ) and the
encoder/decoder.

Specifically, we focus on the token-wise autoregressive prior for p(z1:T ) as factorized in Section
3.2, where each conditional p(zt|z<t) is modeled as a d-dimensional mixture of Gaussians. We
adopt the formulation from Eq. equation 7, where a shared codebook of Gaussian components is
used. The key assumptions for this connection are: Tied Prior and Encoder Components: The
V Gaussian components {µprior

k , (σprior
k )2}Vk=1 used in the prior p(zt|z<t) are identical to the VAE
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Algorithm 1 Forward Transformation for d-Dimensional Mixture Flow Layer: u = gd(z; C)
1: Input: Data z = (z1, . . . , zd) ∈ Rd; context C; mixture parameters {πj(C),mj(C), s2j (C)}Kj=1.
2: Output: Transformed variable u = (u1, . . . , ud) ∈ Rd.
3: Initialize weights: α(1)

j ← πj(C) for j = 1, . . . ,K.
4: for i = 1, . . . , d do
5: mj,i ← i-th component of mj(C); sj ←

√
s2j (C)

6: pi(zi|C, z<i)←
∑K

j=1 α
(i)
j N (zi;mj,i, s

2
j )

7: Fi(zi|C, z<i)←
∑K

j=1 α
(i)
j Φ

(
zi−mj,i

sj

)
8: ui ← Φ−1(Fi(zi|C, z<i))
9: if i < d then

10: α
(i+1)
j ← α

(i)
j N (zi;mj,i,s

2
j )

pi(zi|C,z<i)
for j = 1, . . . ,K.

11: Return u

Algorithm 2 Channel Mixing and Unmixing Operations

1: procedure CHANNELMIX(X)
2: D ← size of the last dimension of X
3: Xeven ← elements of X at even indices along the last dimension
4: Xodd ← elements of X at odd indices along the last dimension
5: X′ ← Concatenate(Xeven,Xodd) along the last dimension.
6: return X′

7: procedure CHANNELUNMIX(X′) ▷X′ is a tensor, e.g., ∈ RB×T×PDim or ∈ R···×D

8: D ← size of the last dimension of X′

9: Assert D is an even number.
10: Dhalf ← D/2
11: X′

first_half ← the first Dhalf elements of X′ along the last dimension
12: X′

second_half ← the last Dhalf elements of X′ along the last dimension
13: Initialize Xout with the same shape as X′.
14: Place elements of X′

first_half into the even-indexed positions of Xout along the last dimension.
15: Place elements of X′

second_half into the odd-indexed positions of Xout along the last dimension.
16: return Xout

encoder’s Gaussian components {µk, σ
2
k}Vk=1 defined in Section 3.1 (Eq. equation 3.1). Thus, V

equals the vocabulary size, µprior
k = µk, and (σprior

k )2 = σ2
k. The prior conditional then becomes:

p(zt|z<t) =

V∑
k=1

πt(z<t)[k]N (zt;µk, σ
2
kI) =

V∑
k=1

πt(z<t)[k]Nk(zt) (70)

where πt(z<t) are the mixture weights predicted by a Transformer based on the history z<t. Tied
Encoder-Decoder: The decoder p(xt|zt) uses the tied Bayesian formulation from Eq. equation 3.1:

p(xt = k|zt) =
Nk(zt)∑V
j=1Nj(zt)

(71)

No Additional Flow Transformations for Prior: We consider the case where the prior p(z1:T ) =∏
t p(zt|z<t) with p(zt|z<t) defined by Eq. equation 70 is used directly in the ELBO (Eq. equation 3).

This corresponds to setting L = 0 in the context of stacked flow layers (Section 3.3), meaning z1:T is
not further transformed into u1:T via additional flow layers for this analysis.

Under these conditions, the ELBO (Eq. equation 3) is maximized. Let’s analyze the terms in the
ELBO related to a single token xt, given its history x<t. The relevant part of the ELBO expectation,
for a sample z1:T ∼ q(·|x1:T ), can be written per token t as:

Leff
t = log p(xt|zt) + log p(zt|z<t)− log q(zt|xt) (72)
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Substituting the definitions:

Leff
t = log

(
Nxt

(zt)∑V
j=1Nj(zt)

)
+ log

(
V∑

k=1

πt(z<t)[k]Nk(zt)

)
− logNxt

(zt) (73)

= logNxt
(zt)− log

 V∑
j=1

Nj(zt)

+ log

(
V∑

k=1

πt(z<t)[k]Nk(zt)

)
− logNxt

(zt) (74)

= log

(
V∑

k=1

πt(z<t)[k]Nk(zt)

)
− log

 V∑
j=1

Nj(zt)


= log

(
V∑

k=1

πt(z<t)[k]
Nk(zt)∑V
j=1Nj(zt)

)

= log

(
V∑

k=1

πt(z<t)[k]p(xt = k|zt)
)

(75)

The full ELBO involves an expectation Ez1:T∼q(·|x1:T )[
∑

t Leff
t ].

Proposition 4. (Connection to Cross-Entropy Discrete AR LM). Under the tying conditions specified
above (tied prior/encoder components, tied decoder, and L = 0 for additional flows), in the limit
where the encoder/prior Gaussian components become infinitely narrow (i.e., σ2

k → 0 for all k =
1, . . . , V ), minimizing the negative of the ELBO terms related to prior prediction and reconstruction
for token xt approaches minimizing − logπt(µx1

, . . . ,µxt−1
)[xt]. This is equivalent to the negative

log-likelihood (cross-entropy) objective for a discrete autoregressive model predicting token xt given
the (deterministic embedding of) previous tokens.

Proof. Consider the term Leff
t from Eq. equation 75. The latent variables zt are sampled from

q(zt|xt) = Nxt
(zt) = N (zt;µxt

, σ2
xt
I). As σ2

k → 0 for all k:

1. For a given true token xt, the sample zt ∼ Nxt(zt) will converge in probability to its mean:
zt → µxt .

2. Consequently, the history z<t = (z1, . . . , zt−1) will converge to (µx1
, . . . ,µxt−1

).

3. The decoder probability p(xt = k|zt) (Eq. equation 71) evaluated at zt ≈ µxt
will behave

as follows: If µk are distinct, then for zt ≈ µxt
, Nxt

(zt) will be large, while Nj(zt) for

j ̸= xt will be very small. Thus, p(xt = k|zt ≈ µxt
)→

{
1 if k = xt

0 if k ̸= xt
.

Substituting these limits into Eq. equation 75, the sum
∑V

k=1 πt(z<t)[k]p(xt = k|zt) becomes:

πt(µx1 , . . . ,µxt−1)[xt] · 1 +
∑
k ̸=xt

πt(µx1 , . . . ,µxt−1)[k] · 0 = πt(µx1 , . . . ,µxt−1)[xt] (76)

Therefore, in this limit, the ELBO contribution Leff
t approaches logπt(µx1

, . . . ,µxt−1
)[xt]. Maxi-

mizing the ELBO thus involves maximizing this term, which is equivalent to minimizing its negative:
− logπt(µx1

, . . . ,µxt−1
)[xt]. This is precisely the cross-entropy loss for predicting the true token

xt given the sequence of means of the previous true tokens as context.

This connection illustrates that our continuous latent variable framework, under specific simplifying
assumptions (most importantly, very low-variance, well-separated encoder components and direct
use of the tied mixture prior), can recover the objective of standard discrete autoregressive models. It
offers a perspective on how continuous space modeling can generalize or relate to established discrete
paradigms. When σ2

k > 0, the objective involves a "soft" version of this cross-entropy, where the
target p(xt = k|zt) is not one-hot.
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G Latent Space Evolution Metrics

Our framework’s formulation of language modeling within a continuous latent space, processed by
stacked autoregressive normalizing flows, allows for a step-by-step observation of text formation.
At any intermediate stage ℓ of the L flow transformations, the continuous latent sequence h

(ℓ)
1:T can

be decoded using the decoder to yield a corresponding textual output. This ability to materialize
text from intermediate representations offers a view into how the model refines an initial latent state
towards a final coherent sequence. The continuous nature of the latent variables naturally enables
this step-wise refinement process. Each flow layer performs a smooth, differentiable transformation
across the entire sequence representation, effectively functioning as a sophisticated editing operation.
This type of fine-grained, fully learnable editing process is challenging to implement in discrete
token spaces, where making intermediate adjustments typically involves solving complex discrete
optimization problems.

To further characterize quantitatively the transformations, we analyze statistics of the latent codes h(ℓ)
1:T

after each flow layer. These include: (1) the mean L2 norm of token embeddings h(ℓ)
t ; (2) the mean

pairwise cosine similarity among these embeddings within a sequence; (3) the mean Participation
Ratio (PR) of the set of token embeddings {h(ℓ)

t }Tt=1; and (4) the mean centroid movement, measuring
the Euclidean distance between the average sequence representation mean(h(ℓ)

1:T ) and that of the
preceding layer, mean(h(ℓ−1)

1:T ).

Observations of these metrics reveal a structured evolution. A consistent decrease in the mean L2
norm across flow layers suggests that the transformations guide the latent representations towards a
more defined and compact manifold. Simultaneously, an increasing mean pairwise cosine similarity
indicates that token embeddings within a sequence become more semantically clustered, enhancing
internal coherence. The utilization of embedding dimensions can be particularly revealing when
considering alternating flow directions. For example, an initial Left-to-Right (L2R) flow might
establish a foundational representation with a certain value (e.g., 7). A subsequent Right-to-Left
(R2L) flow could then see a drop. This reduction might occur as the R2L pass focuses on integrating
suffix-based or future context, temporarily constraining the representations to a lower-dimensional
manifold that captures these specific right-side dependencies. The final L2R flow, benefiting from
the synthesis of both left-anchored and right-anchored information, might then exhibit a significant
increase, indicating that it expands the representational capacity to integrate these now bi-directionally
informed features into a richer, more expressive state. A diminishing mean centroid movement with
each subsequent layer further points to a coarse-to-fine adjustment, naturally enabled by the stacked
continuous transformations: initial flow layers induce larger global changes, while later layers perform
more subtle, fine-tuning modifications. This hierarchical refinement is a direct benefit of operating in
a continuous space where gradual adjustments are possible, unlike the often all-or-nothing choices in
discrete generation.

This section provides detailed definitions and computation methods for the metrics employed to
analyze the evolution of continuous latent representations h

(ℓ)
1:T across L stacked autoregressive

flow layers. We consider a batch of B sequences, where each sequence consists of T tokens. The
d-dimensional latent embedding of the t-th token in the b-th sequence, after processing by the ℓ-th
flow transformation, is denoted h

(ℓ)
b,t ∈ Rd. The initial state of these embeddings, prior to any flow

transformations (e.g., sampled noise or an encoder’s output), is designated h
(0)
b,t . The subsequent

states, corresponding to the outputs of the L flow layers, are h
(1)
b,t , . . . ,h

(L)
b,t . Our statistical analysis

primarily focuses on characterizing these L flow layer outputs.

Mean L2 Norm The L2 norm (Euclidean norm) of a token embedding h
(ℓ)
b,t measures its magnitude

in the d-dimensional space:

∥h(ℓ)
b,t∥2 =

√√√√ d∑
j=1

(h
(ℓ)
b,t,j)

2 (77)
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For each sequence b at flow layer ℓ, the average L2 norm of its token embeddings is calculated as:

N̄
(ℓ)
b =

1

T

T∑
t=1

∥h(ℓ)
b,t∥2 (78)

The Mean L2 Norm reported for flow layer ℓ is the average of these per-sequence values over all B
sequences in the batch:

Mean L2 Norm(ℓ) =
1

B

B∑
b=1

N̄
(ℓ)
b (79)

The standard deviation of the set {N̄ (ℓ)
b }Bb=1 across the batch is also computed. This metric indicates

whether the flow transformations tend to expand, contract, or preserve the overall scale of the token
embeddings.

Mean Pairwise Cosine Similarity (Intra-Sequence) Cosine similarity quantifies the angular
relationship between two embedding vectors. For any two token embeddings h(ℓ)

b,t1
and h

(ℓ)
b,t2

within
the same sequence b at flow layer ℓ, their cosine similarity is:

cos_sim(h
(ℓ)
b,t1

,h
(ℓ)
b,t2

) =
h
(ℓ)
b,t1
· h(ℓ)

b,t2

∥h(ℓ)
b,t1
∥2∥h(ℓ)

b,t2
∥2 + ϵcos

(80)

where ϵcos is a small constant (e.g., 10−9) added to the denominator for numerical stability. For each
sequence b at flow layer ℓ (assuming T > 1), the average cosine similarity is computed over all
unique pairs of distinct tokens (t1, t2) where t1 < t2:

C̄
(ℓ)
b =

2

T (T − 1)

T−1∑
t1=1

T∑
t2=t1+1

cos_sim(h
(ℓ)
b,t1

,h
(ℓ)
b,t2

) (81)

If T ≤ 1, this average is typically considered undefined or assigned a default value (e.g., 1.0 if T = 1,
as there are no distinct pairs). The Mean Pairwise Cosine Similarity for flow layer ℓ is the average of
these per-sequence values over the batch:

Mean Pairwise Cosine Sim.(ℓ) =
1

B

B∑
b=1

C̄
(ℓ)
b (82)

The standard deviation of {C̄(ℓ)
b }Bb=1 is also reported. This metric provides insight into the internal

coherence or degree of representational similarity among tokens within a sequence.

Mean Participation Ratio (PR) (Intra-Sequence) The Participation Ratio (PR) estimates the
effective number of dimensions utilized by a collection of embeddings. For a given sequence b

at flow layer ℓ, let H(ℓ)
b ∈ RT×d be the matrix where each row is a token embedding h

(ℓ)
b,t . This

analysis requires T > 1 and d > 0. First, the embeddings are centered by subtracting their mean
h̄
(ℓ)
b = 1

T

∑T
t=1 h

(ℓ)
b,t from each h

(ℓ)
b,t to obtain the centered matrix H

(ℓ)
b,centered. The d × d sample

covariance matrix of these T centered d-dimensional embeddings is:

Σ
(ℓ)
b =

1

T − 1
(H

(ℓ)
b,centered)

⊤H(ℓ)
b,centered (83)

Let {λ1, . . . , λd} be the non-negative eigenvalues of Σ(ℓ)
b . The PR for sequence b at layer ℓ is defined

as:

PR(ℓ)
b =

(
∑d

j=1 λj)
2∑d

j=1 λ
2
j + ϵPR

(84)

where ϵPR is a small constant to prevent division by zero if all eigenvalues are zero. The PR ranges
from 1 (if all centered embeddings are collinear, indicating usage of one effective dimension) to d (if
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the variance is distributed isotropically across all d dimensions). The Mean Participation Ratio for
flow layer ℓ is the average over the batch:

Mean PR(ℓ) =
1

B

B∑
b=1

PR(ℓ)
b (85)

The standard deviation of {PR(ℓ)
b }Bb=1 is also reported. This metric indicates the breadth of the

dimensional subspace actively occupied by the token representations within a sequence.

Mean Centroid Movement (Inter-Step) The centroid of a sequence b at a specific original step
s ∈ {0, . . . , L} (where s = 0 denotes the initial state, and s = 1, . . . , L denote the outputs of the
successive flow layers) is the mean of its token embeddings at that step:

µ
(s)
b =

1

T

T∑
t=1

h
(s)
b,t (86)

The centroid movement for sequence b induced by the ℓ-th flow layer (which transforms the represen-
tation from original step ℓ− 1 to original step ℓ) is the Euclidean distance between the centroids of
these two consecutive states:

M
(ℓ)
b = ∥µ(ℓ)

b − µ
(ℓ−1)
b ∥2, for ℓ = 1, . . . , L (87)

The Mean Centroid Movement for flow layer ℓ is the average of these per-sequence movement
magnitudes over the batch:

Mean Centroid Movement(ℓ) =
1

B

B∑
b=1

M
(ℓ)
b (88)

The standard deviation of {M (ℓ)
b }Bb=1 is also reported. This metric measures the magnitude of change

that each flow layer imparts on the average representation of a sequence.

H FLOPs Calculation Details

This appendix provides a detailed breakdown of how the Floating Point Operations (FLOPs) for
the forward pass of an entire sequence are calculated for both the regular Transformer model and
the Flow Transformer model featuring the MAF-MLP head, as presented in Fig. 7. We assume a
multiply-accumulate operation constitutes 2 FLOPs. FLOPs from bias terms, normalization layers,
and activation functions (like GELU or ELU in the main Transformer body or within the MAF-MLP
module) are generally not counted, as their contribution is typically much smaller than that of matrix
multiplications.

Regular Transformer Model The calculation for a standard autoregressive Transformer model
is as follows. Let L be the number of Transformer layers, d be the model dimension (embedding
dimension, d_model), S be the input sequence length, and V be the vocabulary size. We assume an
MLP (Feed-Forward Network) ratio of 4, meaning the inner dimension of the FFN is 4d. We also
assume that the sum of attention head dimensions dattn equals d.

The FLOPs for each component for processing an entire sequence of length S are:

First, for Input Embeddings (Token + Positional), each token’s embedding lookup and addition of
positional encoding is approximated. For S tokens, this is Cembed = 4 dS.

Second, for Attention QKV Projections, for each of L layers, input of shape (S, d) is projected to
queries, keys, and values. This can be viewed as a multiplication by a weight matrix of effective
shape (d, 3d). FLOPs per layer: 2× S × d× 3d = 6S d2. Total for L layers: CQKV = 6Ld2 S.

Third, for Attention Logits (Query-Key Dot Products), in each of L layers, each of S query vectors
(dimension d) computes dot products with S key vectors (dimension d). FLOPs for one query vector to
attend to all S key vectors: S×(2d) = 2 dS. For all S query vectors in a layer: S×(2 dS) = 2 dS2.
Total for L layers: CQK = 2LdS2.
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Fourth, for Attention Output Projection, for each of L layers, the attention output (shape (S, d)) is
projected by a weight matrix of shape (d, d). FLOPs per layer: 2× S × d× d = 2S d2. Total for L
layers: Cproj = 2Ld2 S.

Fifth, for Feed-Forward Network (FFN/MLP), each FFN block has two linear layers. The first linear
layer (d→ 4d): 2×S×d×4d = 8S d2. The second linear layer (4d→ d): 2×S×4d×d = 8S d2.
Total FFN FLOPs per layer: 16S d2. Total for L layers: CFF = 16Ld2 S.

Finally, for Output Linear Head (De-embedding), it maps final hidden states (shape (S, d)) to
vocabulary logits (shape (S, V )) using a weight matrix of shape (d, V ). FLOPs: Chead = 2× S ×
d× V = 2 d V S.

Summing these components, the total forward FLOPs for the entire sequence are:

Cregular
fwd/sequence = Cembed + CQKV + CQK + Cproj + CFF + Chead

= 4 dS + 6Ld2 S + 2LdS2 + 2Ld2 S + 16Ld2 S + 2 d V S

= (6 + 2 + 16)Ld2 S + 2LdS2 + 4 dS + 2 d V S

= 24Ld2 S + 2LdS2 + 4 dS + 2 d V S

This can be factored by S:

Cregular
fwd/sequence = S

[
24Ld2 + 2LdS + 4 d+ 2 d V

]
For the calculations related to Fig. 7, the parameters L (number of layers) and d (model dimension)
correspond to the GPT-2 configurations specified in the main text. The sequence length S is set to
1024, and the vocabulary size V is 50257.

Flow Transformer Model (with MAF-MLP Head) This model uses the same Transformer body
as the regular model but replaces the standard linear output head with the custom MAF-MLP module.
The input sequence structure is also modified based on a patch size P .

Let L be the number of Transformer layers in the main body, dtf be the model dimension of the
main Transformer body (i.e., n_embd from GPT-2 configs), Sbase be the original sequence length
(e.g., 1024), P be the patch size, and Sspecial = ⌊Sbase/P ⌋ be the effective sequence length for the
Transformer body, calculated using integer division. If this value becomes 0 (e.g., if P > Sbase), it is
clamped to 1 for calculation purposes.

The FLOPs for the Transformer body (excluding any output head) are:

Cbody/no−head = 24Ld2tf Sspecial + 2Ldtf S
2
special + 4 dtf Sspecial

To this, we add the FLOPs from the MAF-MLP module, calculated per token and then multiplied by
Sspecial.

For the MAF-MLP module, let cin be the module’s input channels, determined by 16P ,
num_mixtures = 64, cout_per_in be the module’s output channels per input channel, defined as
3×num_mixtures = 3×64 = 192, Dmodule (the module’s hidden_size parameter, fixed at 128 for
the plot) be the module’s internal hidden dimension, and E be the module’s computed embed_size,
calculated as E = min(max(1, int(Dmodule×9.0/16.0/(cin−1))), 96), where int(·) denotes integer
casting. (We ensure cin − 1 > 0 as P ≥ 1 =⇒ cin ≥ 16).

The FLOPs for the MAF-MLP module (Cmodule) per token, considering only its linear layers, are:

First, the in_to_features layer projects an input of effective dimension 3(cin − 1) to E(cin − 1).
FLOPs: C1 = 2× 3(cin − 1)× E(cin − 1) = 6E (cin − 1)2.

Second, the features_to_hidden layer projects an input of dimension dtf + E(cin − 1) (concate-
nation of transformer output features of dimension dtf and module’s internal in_features) to an
output dimension of (Dmodule/2)cin. FLOPs: C2 = 2× [dtf +E(cin − 1)]× (Dmodule/2× cin) =
Dmodule cin [dtf + E(cin − 1)].

Third, the hidden_to_out layer projects an input of dimension (Dmodule/2)cin to cout_per_incin.
FLOPs: C3 = 2× (Dmodule/2× cin)× (cout_per_incin) = Dmodule c

2
in cout_per_in.
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The total FLOPs per token for the module is Cmodule = C1 + C2 + C3:

Cmodule = 6E (cin − 1)2 +Dmodule cin [dtf + E(cin − 1)] +Dmodule c
2
in cout_per_in

The total forward FLOPs for the entire sequence in the Flow Transformer model are:

Cspecial
fwd/seq = Cbody/no−head + Sspecial × Cmodule

= Sspecial

[
(24Ld2tf + 2Ldtf Sspecial + 4 dtf) + Cmodule

]
The specific parameter values used to generate the data for Fig. 7 are summarized below. For the
regular Transformer, the base model parameters (L, d, S = 1024, V = 50257) are taken from
standard GPT-2 configurations (e.g., gpt2, gpt2-medium, gpt2-large, gpt2-xl). For the Flow
Transformer (Special Transformer), the main body parameters L and dtf also correspond to these
GPT-2 configurations. The parameters specific to its MAF-MLP head and sequence processing depend
on the patch size P ∈ {1, 2, 4} as follows: Sspecial = ⌊1024/P ⌋ (clamped to 1 if 0); cin = 16P ;
Dmodule (the module’s hidden_size) is 128; num_mixtures = 64 resulting in cout_per_in = 192;
and E = min(max(1, int(⌊Dmodule × 9/(16 (cin − 1))⌋)), 96), where int(·) denotes integer casting.
These values directly correspond to those listed in Table 1 and Table 2 of the user-provided values
document that informed these calculations.

I Related Works

Coupling-based Normalizing Flows A substantial body of work has focused on designing expres-
sive invertible transformations with tractable Jacobian determinants for normalizing flows. NICE
[16] pioneered the use of additive coupling layers, which made the Jacobian determinant computation
straightforward. RealNVP [17] built upon this by introducing scaling and shifting operations, thereby
increasing model flexibility. Glow [37] further improved these models by incorporating invertible
1 × 1 convolutions, which led to better performance in image generation. Flow++ [29] enhanced
expressiveness by integrating attention mechanisms. iResNet [2] showed that standard ResNet ar-
chitectures [28] could be made invertible by adding normalization steps. Additionally, normalizing
flows have been instrumental in improving Variational Autoencoders (VAEs) [38] by enabling more
flexible posteriors [63, 78], and in diffusion models [62] by introducing flexible nonlinear drift and
diffusion terms [36]. However, these approaches often require carefully designed and restrictive
architectures, which can hinder scalability.

Continuous Normalizing Flows Neural Ordinary Differential Equations [11] reinterpret the ResNet
architecture as a deterministic ODE in the continuous-time limit, which naturally extends to the
concept of Continuous Normalizing Flows. In this setting, invertibility is guaranteed, and the
Jacobian determinant reduces to the trace of the Jacobian. The adjoint method, based on Pontryagin’s
Maximum Principle [54], enables efficient gradient computation with constant memory requirements.
FFJORD [24] made Jacobian trace estimation more efficient by using Hutchinson’s estimator [33].
Despite these advances, such models can be numerically unstable during training and sampling, as
discussed in [43, 81]. Their expressiveness can be further increased by introducing auxiliary variables
[9, 18].

Autoregressive Normalizing Flows There has also been considerable progress in combining
normalizing flows with autoregressive models. IAF [39] proposed dimension-wise affine transfor-
mations conditioned on previous dimensions for variational inference, while MAF [50] utilized the
MADE [20] architecture to realize invertible mappings via autoregressive transformations. Neural
autoregressive flow [32] replaced the affine transformation in MAF with a monotonic neural network
per dimension, increasing expressiveness at the expense of analytical invertibility. T-NAF [52]
extended NAF by employing a single autoregressive Transformer. Block Neural Autoregressive
Flow [8] instead fits an end-to-end autoregressive monotonic neural network, as opposed to NAF’s
dimension-wise approach, but also loses analytical invertibility.

Probability Flow in Diffusion Diffusion models [30, 60, 62] generate samples by simulating
stochastic differential equations. Song et al. [62] introduced a deterministic ODE formulation, known
as scoreflow [61], as a counterpart to the stochastic process. This scoreflow can be viewed as a
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special case of continuous normalizing flows, where the learned score and base drift are combined
into a new drift term. However, Lu et al. [46] showed that the standard training objective in diffusion
models, which is based on a first-order score approximation, does not maximize the likelihood for the
scoreflow.

Diffusion models, other generative models Diffusion models [30, 62] have recently emerged
as powerful generative models, achieving impressive results. Stable Diffusion [53] and OpenSora
[80] have demonstrated the ability of diffusion models to generate extremely high-dimensional data.
Other prominent generative models include Variational Autoencoders (VAEs) [38] and Generative
Adversarial Networks (GANs) [23]. VQ-VAE [65] addresses posterior collapse and achieves strong
generative performance, serving as a key component in later latent diffusion models [53]. In the GAN
domain, works such as [4, 34, 35] have demonstrated the ability to generate high-resolution images
with relatively low inference cost, though training GANs remains challenging due to stability issues
[69].

Continuous Diffusion for Discrete Data A common strategy for modeling discrete data is to
operate in a continuous embedding space, adapting continuous diffusion techniques. This enables the
use of powerful continuous models, but requires mapping back to the discrete domain. Diffusion-LM
[40] applied continuous diffusion to word embeddings, allowing for controllable text generation via
gradient-based guidance. Plaid [27] focused on likelihood-based text modeling, jointly optimizing
embeddings and model parameters using the VLB, categorical reparameterization, an output prior, a
learned conditional likelihood p(x|z0), and self-conditioning. CDCD [15] used a probability flow
ODE on embeddings, employing score interpolation to jointly train embeddings and a denoising
Transformer with a cross-entropy loss and time warping. Bit Diffusion [12] represented discrete
data as continuous "analog bits," incorporating self-conditioning and asymmetric time intervals.
While these methods are effective, they rely on continuous relaxations or embeddings, motivating the
development of models that operate directly on discrete spaces. Many of these works also explore
non-autoregressive, parallel generation approaches [3, 10, 13, 14, 26, 31, 40, 57, 72, 74, 75, 76], in
contrast to sequential autoregressive models.

Discrete Diffusion Models Another line of research focuses on diffusion processes that are inher-
ently defined on discrete state spaces, typically using Markov chains. Building on early work [31, 60],
D3PM [1] generalized discrete diffusion by employing various structured transition matrices (such as
uniform, absorbing, and Gaussian-like) and training with a hybrid VLB/cross-entropy loss. Campbell
et al. [6] extended this to Continuous-Time Markov Chains (CTMCs), deriving a continuous-time
ELBO and proposing efficient sampling methods like tau-leaping and predictor-corrector schemes,
leveraging factorization for scalability.

Rather than simulating Markov chains directly, some works define score-like quantities for discrete
diffusion. The concrete score, given by the ratio of marginal probabilities pt(y)/pt(x), serves as a
discrete analogue to the continuous score [45, 48]. SEDD [45] trained models using a score entropy
objective (LDSE) based on this ratio, relating it to the ELBO and employing Tweedie τ -leaping for
sampling. Sun et al. [64] introduced categorical ratio matching in a CTMC framework, learning
singleton conditionals pt(xd|x\d) with a tractable loss and an analytical reverse sampler. Building
on this, Ou et al. [49] showed that for absorbing diffusion, the concrete score decomposes into
a time-independent conditional and a time-dependent scalar, simplifying the model (RADD) and
leading to the Denoising Cross-Entropy (DCE) loss.

Masked (absorbing) diffusion, which replaces tokens with a special [MASK] token during the forward
process, has proven highly effective. MDLM [56] introduced a substitution-based parameterization
(SUBS) and derived a simplified Rao-Blackwellized ELBO equivalent to weighted Masked Language
Modeling (MLM) losses, enabling generative training of encoder-only models. Shi et al. [58] (MD4)
further unified this framework, deriving a simple ELBO with SNR invariance properties akin to
continuous diffusion and generalizing to state-dependent masking schedules.

Further advances have refined the parameterization and mechanisms of discrete diffusion. Reparame-
terized Discrete diffusion Models (RDM) [79] identified a route-and-denoise mechanism, reducing
the objective to cross-entropy on noisy tokens and enabling adaptive routing during sampling. Liu
et al. [44] proposed Discrete Diffusion with Planned Denoising (DDPD), which factorizes the
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reverse process into a planner (predicting corruption) and a denoiser, allowing for adaptive sampling
via the Gillespie algorithm guided by the planner.

Discrete Flow Matching provides another generalization. Gat et al. [19] defined probability paths
interpolating between discrete distributions and derived corresponding probability velocities, analo-
gous to continuous flow matching, yielding a unified sampling theory. [7] formulated discrete flows
using CTMCs, learning scores via cross-entropy and enabling flexible inference by adjusting the
rate matrix family at test time without retraining, also supporting multimodal generation. Discrete
diffusion concepts have also been extended to structured data, such as graphs, as in DiGress [67],
which uses specialized noise transitions, auxiliary features, and classifier guidance.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly state the contributions, which are devel-
oping a continuous latent space language model using autoregressive flows, proposing new
transformations, and evaluating its performance and flexibility. These align with the paper’s
content as presented.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
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Answer: [Yes]

Justification: The paper discusses limitations in Section 4.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The paper presents theoretical underpinnings for its methods, particularly for
the normalizing flow transformations and mixture models. It refers to appendices (e.g.,
Appendix A, B, C, D) for detailed derivations and proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
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Justification: The paper provides details on datasets, model configurations (GPT2-Small
based, specific parameters for flow layers and mixture components), and evaluation metrics
in Section 4 and appendices (e.g., Appendix G for FLOPs).
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: The provided text of the paper does not explicitly state that the code or specific
model implementations will be made publicly available.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Section 4 details datasets, model configurations (including architectural
choices, latent dimensions, mixture components), and evaluation metrics. Data splits
are standard. Some hyperparameters like optimizer type are not explicitly mentioned but
other key parameters are.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: The main experimental results presented in tables (e.g., Table 1) and figures
within the provided text do not include error bars or report statistical significance tests.
Appendix F mentions standard deviations are computed, but these are not presented with the
main results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
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Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [No]
Justification: While Appendix G provides FLOPs calculations, the paper does not specify
the type of compute hardware (e.g., GPU models, CPU types), memory configurations, or
wall-clock execution times for the experiments conducted.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Based on the provided text, the research focuses on algorithmic development
for language modeling and appears to align with standard ethical research practices.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The paper discusses both potential positive societal impacts and negative
societal impacts of the work performed in Section 4.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper proposes a novel modeling framework. It does not discuss the
release of specific pretrained models or datasets that would necessitate detailing safeguards
for high-risk misuse at this stage.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [No]

Justification: The paper cites original sources for datasets (e.g., TEXT8, OPENWEBTEXT) and
related architectural components (e.g., GPT-2). However, the specific licenses and terms of
use for these assets are not explicitly stated within the provided paper text.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
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Justification: The paper introduces a new framework (TarFlowLM) and associated method-
ologies. The paper itself serves as the primary documentation. No separate, releasable new
assets (like a specific codebase or dataset) are explicitly mentioned as being provided with
their own documentation.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The research described in the paper focuses on language modeling using
existing datasets and does not appear to involve crowdsourcing or direct research with
human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: As the research does not appear to involve human subjects, IRB approval or
discussion of participant risks is not applicable.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The research focuses on developing a novel language modeling architecture
itself. It does not appear to use an existing LLM as an important, original, or non-standard
component of its core methodology.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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