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Abstract:
Most of the existing person re-identification (ReID) methods re-

lies heavily on a person’s clothes since clothing information is the
clear and remarkable visual feature when the face of a person is
unclear. However, in reality, people does not always wear the same
cloth across camera views. Even worse, an adversary may change
the clothes aiming to evade the identification. Some studies con-
firms that clothes changing downgrades the existing ReID meth-
ods significantly. The current ReID method considering clothes-
changing does not fully utilize the person discriminant features,
which may reduce its accuracy. This paper presents a dual-path
model to learn the robust features under clothes changing and
also the discriminant features for ReID from a RGB image and
its contour sketch image respectively. The appearance and shape
features of a person extracted by the two branches of our model
are then combined to make a decision. The clothing information is
eliminated from the appearance features by encouraging the sim-
ilarity between the learned appearance and shape features. The
experimental results on the PRCC dataset demonstrate that our
model achieves higher performance under clothes changing com-
pared to state-of-the-art ReID methods.
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1. Introduction

Person re-identification (ReID) aims to recognize a target

person among a large number of pedestrian images across dif-

ferent camera views. Given a query image of a person, a

ReID model returns the images of the person identity who

are the most similar to the query image. Early researches of

ReID mainly concentrate upon hand-crafted feature extraction

[1, 2] and similarity metric design [2, 3]. Deep learning based

ReID, which learns discriminative feature representation utiliz-

ing deep neural network (DNN), significantly improves perfor-

mance of ReID models. ReID can be formulated as a multi-

class classification task, where neural network learns to extract

features from person images by minimizing classification loss,

e.g.softmax loss. Some researches [4, 5] utilize metric learning

aims to learn a similarity measure by minimizing the distance

between the images of the same person, and maximizing the

ones of different persons

The current ReID methods [6] mainly focus on learning ro-

bust feature representations against the environmental noise,

for example, human pose, image angle, and background en-

vironment. Those methods implicitly assume that the clothes

of all people are the same, i.e.the cloth-changing is not con-

sidered as an intra-class variation factor. The image quality in

ReID is usually low, e.g.Market-1501 [7], CUHK03 [8], and

DUKEMTMC-reID [9]. A person image is in low resolution

and vague. As the clothing information is the most clear and

remarkable visual feature of a person, the clothing information

usually plays an important role in the decision of a ReID model.

Although training a ReID model by using a dataset containing

persons of the same identity has different wearing, e.g.Celeb-

reID [10], PRCC [11], LTCC [12], may reduce the domination

of clothing information in decision. However, clothing infor-

mation still has large interference and the traditional methods

achieves bad performance under clothes changing [13]. The

ReID method considering clothes-changing [11] applies con-

tour sketch and texture of person images to reduce the influence

of clothing color in learning. However, some useful informa-

tion for identification has not been fully utilized by this method.

As the original RGB image contain discriminative appear-

ance information of a person and a sketch image provides in-

formation independent to clothing, a dual-path model consider-

ing both an original image and its sketch image is proposed in

this study. The network architecture is shown in Figure 1. Two

independent branches, which are the appearance and shape ex-

tractors, learn the appearance and shape features respectively
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from RGB and sketch channels of an image. The feature rep-

resentation of a person is extracted from the two branches. To

further reducing the importance of clothing information from

the appearance features learned from a RGB image, a ranking

loss is applied to minimize the distance between the appearance

and shape features. Our model shows its superiority comparing

to other state-of-the-arts ReID methods on the PRCC dataset

experimentally.

The rest of the paper is arranged as follows. Section 2 in-

troduces the previous work related to our model. The details

of our model are discussed in Section 3, and Section 4 reports

and discusses the experimental results. The conclusion is given

Section 5.

2. Related work

2.1. Person Re-Identification

The traditional ReID models mainly focus on learning on

appearance representation descriptors [1, 2] that extract the ap-

pearance features such as texture and color, and similarity met-

rics [2, 3] that learn similarities between person images. Deep

learning based methods are developed to learn a feature space,

giving a boost to the accuracy of ReID tasks. One of the main

challenges of ReID is the intra-class variation, including the

change of angles and posture, and cluttered or blocked back-

grounds.

Most state-of-the-arts ReID models perform part-level fea-

ture learning on input image to learn discriminative informa-

tion with finer granularity. PCB [14] obtains the comprehen-

sive descriptor from several part level features for ReID task

pedestrian matching. SCPNet [15] uses the local features to

supervise the global features and to improve the performance

of both full persons and partial persons identification. Multiple

Granularity Network (MGN) [16], an end-to-end architecture

with triple branches, separates the origin image into different

number of local stripes to train more fine-grained discrimina-

tive features. This model reach excellent performance in ReID

without cloth changing. However, since they are not designed

to extract cloth-irrelevant identity features, clothing informa-

tion dominates the decision making.

2.2. Person re-identification under cloth-changing

There have been ways to focus on the challenge of clothes

changing. RGB-d [17] is the first ReID dataset to propose

the use of additional depth information to deal with clothing

change. However, this method is only suitable for the in-

door environment. The expensive depth map limits the gen-

eralization to general scenarios. More recent researches on

cloth-changing ReID focus on clothing information elimina-

tion. Considering that body shape of a person is independent

on clothing, contour sketch extracted from person image is used

to train ReID model [11]. The clothes information are directly

discarded from the network input. However, the contour sketch

person images do not contain sufficient information to identify

a person. Other studies apply the idea of disentangling cloth

features from identity features to handle cloth changing prob-

lem in ReID. ReIDCaps [18] replaces traditional scalar neu-

rons by vector neural capsules to represent identity and cloth-

ing features in different dimensions to separate the two fea-

tures. CESD [12] extracts the identity and cloth features in

two branches and utilizes the attention mechanism to disentan-

gle the features. CASE-Net [19] extracts the color and struc-

tural features separately and enhances the training by image

reconstruction using a generative adversarial network (GAN),

encouraging the structural features used for identification with-

out clothes color. However, it is difficult to guarantee that ex-

tracted the identity and cloth features are mutually exclusive.

Identity features may still contain cloth-relevant information,

while identity-related information may also removed from the

clothes features.

Some researchers utilize cues additional to original person

images for ReID under cloth changing. Huang [10] uses body

part images as an additional input. A two-step fine-tuning strat-

egy on body parts is raised to combine local and global image

blocks for feature learning. The body-part matching could help

the model focus on fine-grained features other than clothing.

However, there is no guarantee that cloth information can be

neglected. 3APF [13] applies the face detector to crop down

one’s face to learn the face feature specifically as well as the

holistic feature from a full-body image, emphasizing that face

could be a cloth-irrelevant discriminative feature for ReID un-

der cloth changing. Nevertheless, it is difficult to obtain a face

from blurry person images that is clear enough and with ap-

propriate view angle for face feature learning. In our model,

contour sketch images obtained following [11] are used as ad-

ditional input to highlight body shape information in network

training.

3. Proposed method

Our paper proposes a dual-path network using RGB im-

ages and their corresponding sketch images. The model con-

tains two branches containing the appearance extractor EA and
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FIGURE 1. The architecture of our proposed dual-path model. The appearance and shape extractors measure RGB and contour sketch person images

respectively. The concatenated appearance and shape features are fed into an FC layer to obtain the output.

shape extractor ES . These extractors learn the cloth-irrelevant

and cloth-relevant feature from the RGB and contour sketch

images respectively. We obtain the sketch image Isketch from

the RBG image Irgb with the identity label y using the holis-

tically nested edge detection model [20]. We aim to learn the

cloth-irrelevant identity features. EA extracts appearance fea-

ture fA including human face and skin from RGB image, while

ES learns shape feature fS including mainly the body shape

which is highlighted by contour sketch of a person. To take

both advantage of the two features, a fully-connected (FC) layer

is added at the end of the model as the feature combinator B, to

further learn representation fB from concatenated appearance

and shape feature.

fB = W [(fA)T , (fS)T ]T + b (1)

In evaluation, only fB is used to represent the person feature.

We consider ReID as a multi-class classification task. The

identity classification loss is applied to the feature learning. To

be more specific, we add an FC layer for fB and the softmax

loss is used for ID classification.

LB
id = − 1

N

N∑

i=1

log
eW

T
yi

fB
i

∑C
k=1 e

WT
k fB

i

(2)

where Wk denotes the weights of the classifier for class label

k, yi represents the label of Irgbi and Isketchi . C corresponds to

the total number of identities and N is the size of a mini-batch.

fB
i denotes the identity features extracted from the input image

pair Irgbi and Isketchi .

To encourage the two branches EA and ES to extract

identity-relevant features, we also apply ID classification loss

to fA and fS .

LA
id = − 1

N

N∑

i=1

log
eW

T
yi

fA
i

∑C
k=1 e

WT
k fA

i

(3)

LS
id = − 1

N

N∑

i=1

log
eW

T
yi

fS
i

∑C
k=1 e

WT
k fS

i

(4)

The total ID classification is calculated as:

Lid = αBL
B
id + αAL

A
id + αSL

S
id (5)

where αB = αA = αS = 1.

The appearance fA and shape features fS obtained from the

two extractors are combined by a fully connected layer into

the same feature space. Considering that fS extracted from

the contour sketch may not contain clothing information, we

enhance the similarity between fA and fS of the same person

image aiming to remove the cloth information from fA by min-

imizing the bi-directional ranking loss [21]. This loss is first

adopted to ReID under clothes changing.
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FIGURE 2. The illustration of the ranking loss. The ranking loss aims to push negative RGB-sketch pairs and pull positive RGB-sketch pairs. x and z
denotes the RGB and sketch features, and the same border color denotes the same person identity.

The bi-directional ranking loss is calculated as follows. In a

batch, there are N RGB and N corresponding sketch images.

For an anchor RGB image xi labelled as yi, the distance be-

tween xi and a negative sketch image zk should be larger than

the distance to its positive sketch images zj . Similarly, for an-

chor sketch image zi, its distance to its negative RGB image xk

is expected to be further than to its positive RGB image xj .

D(xi, zj) < D(xi, zk)− ρ1, ∀yi = yj , ∀yi �= yk (6)

where ρ1 represents the pre-defined margin. L2 norm is applied

to calculate distance of input feature vectors x and z.

The cross-modality and intra-modality ranking constraints,

defined as Eq. (7) and (8), to solve increase the inter-class dis-

tances and reduces the intra-class distances.

Lcross =
∑

∀yi=yj

max[ρ1 +D(xi, zj)− min
∀yi �=yk

D(xi, zk), 0]

+
∑

∀yi=yj

max[ρ1 +D(zi, xj)− min
∀yi �=yk

D(zi, xk), 0]

(7)

Lintra =
∑

∀yj �=yk

max[ρ2 −D(zj , zk), 0]

+
∑

∀yj �=yk

max[ρ2 −D(xj , xk), 0]
(8)

The whole model is trained by optimizing the total loss de-

fined as the combination of all the mentioned loss with weights.

Ltotal = λidLid + λcrossLcross + λintraLintra (9)

4. Experiments

4.1. Experimental settings

Datasets In our experiment, the dataset PRCC [11] is used

to evaluate the performance of our network. PRCC consists of

221 identities with totally three camera views, namely camera

A, B and C. Each person wears the same cloth under camera A

and B but wears another cloth under camera C. 150 identities of

person with totally 22,889 images are in training set. 71 identi-

ties of person are in test and query set. The test set contains one

image per person shot by camera A for single-shot matching.

To evaluate our model under both non-cloth and cloth changing

settings, two testing cases, which are same-cloth matching and

cross-cloth matching as [11], are used. Two query sets are con-

structed for the two testing cases. For query set for cross-cloth

matching, all the images of the 71 identities shot by camera C

are put into the query set to ensure that a same identity wears

differently in test and query set. Correspondingly, for the other,
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images shot by camera B will be put into query set so that a

same person wears same clothes in test and query set.

Implementation details Our model is implemented in Py-

torch. The main structure of the two branches network in our

model inherits from MGN [16]. During training, using Ran-

domSampler for sampling and the batch size is 10 including

2 identities and 5 images for each. Therefore, 750 images are

randomly selected for training every epoch and the network is

trained for 600 epochs. We resize the RGB and sketch images

to 384*128 as input of the network. The learning rate is set

to 0.1 initially and decaying 0.1 after 300 epochs. Adam [22]

is used as the optimizer. Its weight decay is set as 5 × 10−4

and amsgrad is set as True. ρ1 = 0.5, ρ2 = 0.1, λ1 = 1 and

λ2 = 0.1 are used in the ranking loss.

Evaluation metrics The standard cumulated matching char-

acteristics (CMC) curve is adopted as our evaluation metrics.

The rank-1, rank-5, rank-10 and rank-20 accuracy are also com-

puted. For both testing cases, we repeated the evaluation 10

times each by randomly generating test sets and the average

performance is calculated as the final result.

4.2. Ablation study

TABLE 1. Accuracy (%) of different variants of the proposed method on

the PRCC dataset. Ri denotes the results of the rank i.

R1 R5 R10 R20

RGB path only 53.18 75.16 84.59 94.21

Sketch path only 34.16 63.45 75.48 86.42

Dual-path 54.64 82.73 91.08 95.15

Dual-path+Ranking 56.79 82.98 88.85 96.47

In the subsection, different components of our method are

evaluated separately. ”RGB path only” and ”sketch path only”

only uses the RGB and sketch paths respectively. Moreover,

the fc layer used for combining features is not applied to these

methods. Both ”dual-path” and ”dual-path+ranking” represent

the network using both RGB and sketch images. The differ-

ence between ”dual-path” and ”dual-path+ranking” is the rank-

ing loss is missing in ”dual-path”. The identity classification

loss of appearance feature fA, sketch feature fS and com-

bine feature fB are simply summed up in ”dual-path”. ”Dual-

path+ranking” is our complete method.

The experimental results shown in Table 1 illustrate that

”dual-path+ranking” improves performance of Rank-1 by 1.5%

and the ranking loss improve further 2% comparing to only us-

ing RGB extractor. With the ranking loss, the features extracted

from RGB and sketch path become more similar to encourage

he combined feature to contain less information about clothing

and focus more on identity relevant feature such as body shape.

4.3. Comparison with the State-of-the-Arts

Our model is compared to the several state-of-the-arts ReID

models on PRCC dataset, including representative ReID mod-

els without considering clothes changing, and the latest meth-

ods of cloth-changing ReID. The performance of the models

are measured using rank-k matching accuracy.

The results shown in Table 2 suggest our model outperforms

others significantly under cloth changing setting. We get the

highest rank-1, rank-5, rank-10 and rank-20 matching accuracy

among all the methods, which illustrates that our model can

achieve excellent performance in ReID under cloth changing.

The performance of all the models dramatically drops when

clothes changing is considered, which indicates that clothes

information dominates in ReID. The methods designed for

clothes changing also downgrade since they still learn from

the clothes information. Our model drops least in cross-cloth

matching, which confirms the advantages of our method.

5. Conclusion

Traditional ReID models, which do not consider clothes

changing, heavily rely on the clothes information. Their per-

formance suffers from the same persons with different clothes.

We devise a dual path model considering both RGB image and

its contour sketch image aiming to robust features to clothes

changing. The body shape information is extracted by contour

sketch images while the appearance feature provides the per-

son identity information. To encourage ReID model to neglect

clothing feature from RGB input, we apply metric learning

with Siamese loss to minimize the distance between features

extracted from an RGB image and its contour sketch version.

The experimental results on the PRCC dataset indicate that our

proposed method perform well in both clothes changing and

non-clothes changing settings.
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TABLE 2. Comparison to state-of-the-arts methods

Cross-cloth matching Same-cloth matching

Cloth

Change

Method Rank-1 Rank-5 Rank-10 Rank-20 Rank-1 Rank-5 Rank-10 Rank-20

WBDR+WFDR [23] 21.50 35.70 46.77 63.82 93.40 96.70 98.70 99.80

Aligned reid [24] 34.60 53.40 64.90 79.10 94.80 99.40 99.70 99.91

Resnet & tricks [25] 46.90 66.20 73.40 84.11 93.70 97.90 99.10 99.82

MGN [16] 4793 70.82 84.93 91.96 99.77 99.90 99.95 99.98

PCB [14] 30.88 49.65 60.09 77.73 95.79 99.23 99.30 99.95

ISGAN [26] 51.15 75.16 82.44 91.84 99.90 99.92 99.95 99.98

� Celeb-reid [10] 44.30 68.00 80.00 89.13 98.50 99.30 99.90 99.98

� PRCC [11] 34.38 55.66 77.30 88.05 64.20 78.93 92.60 97.03

� Ours 56.79 82.98 88.85 96.47 99.79 99.93 99.96 99.98
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