
SoT: Structured-of-Thought Prompting Guides Multilingual Reasoning in
Large Language Models

Anonymous ACL submission

Abstract001

Recent developments have enabled Large Lan-002
guage Models (LLMs) to engage in complex003
reasoning tasks through deep thinking. How-004
ever, the capacity of reasoning has not been005
successfully transferred to non-high-resource006
languages due to resource constraints, which007
struggles with multilingual reasoning tasks. To008
this end, we propose Structured-of-Thought009
(SoT), a training-free method that improves the010
performance on multilingual reasoning through011
a multi-step transformation: Language Think-012
ing Transformation and Structured Knowledge013
Transformation. The SoT method converts014
language-specific semantic information into015
language-agnostic structured representations,016
enabling the models to understand the query017
in different languages more sophisticated. Be-018
sides, SoT effectively guides LLMs toward019
more concentrated reasoning to maintain con-020
sistent underlying reasoning pathways when021
handling cross-lingual variations in expression.022
Experimental results demonstrate that SoT out-023
performs several strong baselines on multi-024
ple multilingual reasoning benchmarks when025
adapting to various backbones of LLMs. It026
can also be integrated with other training-free027
strategies for further improvements. Our code028
is available at https://anonymous.4open.029
science/r/SoT-E461/.030

1 Introduction031

Large language models (LLMs) have demon-032

strated exceptional performance in a wide range033

of tasks (Radford et al., 2019; Huang et al., 2025),034

especially in enhancing reasoning abilities (Brown035

et al., 2020). Although the existing LLMs demon-036

strate multilingual understanding ability, a per-037

formance gap is observed between different lan-038

guages. This is because most large-scale datasets039

used for model training are predominantly avail-040

able in widely spoken languages, such as English041

and Mandarin (Huang et al., 2023; Shi et al., 2023).042

珍来到甲的美容工作室进行美容，一共四个项目，每个200元……甲化妆师给了珍 40% 的
折扣。完成一个项目后，她咨询美容师乙，乙承诺给她4 个项目中剩下的项目打四五折。
(Reference:Jane comes to A's beauty studio for a beauty treatment. There were four
treatments, each costing 200 yuan... Beautician A gives Jane a 40% discount. After
completing one treatment, she consults beautician B, who promises to give her a 55%
discount on the remaining items in the 4 projects.)

Input Text (non-English)

Example:
Q1: ......买电脑，给了20%
的折扣
(... bought a computer and
got a 20% discount)
A1:  买电脑一共花了xx元
(... spent xx yuan on the
computer.)
Q2: ……买衣服，促销降
价25%
(...buy clothes, 25% discount
on sale)
A2: 买衣服一共花了xx元
(... spent xx yuan on clothes)
    ......

Translate into
English:
Jane comes to A's
beauty studio for a
beauty treatment. There
were four items, each
cost 200 yuan. A gives
Jane a 40% discount.
After completing one
item, she consults
beautician B, who
promises to give her a
45% discount on the
remaining 4 items.

No knowledge
about "四五折"

Translation errors
occurred

X X

Google
Translation  

Get Some
Examples
In-Context LearningTranslation-Based 

Structured Knowledge
Representation:
-Total number of items = 4
- Number of remaining
items = 3
-Cost per treatment = 200 
-A gives Jane a 40%
discount on the first item

-B offers a 45% discount
on the remaining
treatments
(Revised by Language-
Specific Knowledge)
-B offers a 55% discount
on the remaining items

Structured-of-Thought

......
Total cost at beautician B 

= 200*(4-1)*(1-45%)
+200 = 530

......
Total cost at beautician B
= 200*4*(1-45%) = 440

......
Total cost at beautician B

= 200*(4-1)*(1-55%)
+200 = 470

Thinking
With SoT

√
should not be "4 items" and "45% discount"

 LLM Reasoning  LLM Reasoning  LLM Reasoning

  Clear &
Readable

Figure 1: Examples of multilingual mathematical rea-
soning. When dealing with questions with complex
semantic structures and language-specific expressions,
LLM generate correct and incorrect answers using dif-
ferent prompts in non-English languages.

An intuitive solution to mitigate this gap 043

is to supplement multilingual data for post- 044

training (Huang et al., 2025). However, this is 045

infeasible as it requires language-specific training 046

corpora for each language, while many languages 047

are inherently low-resource (Ghosh et al., 2025; Ji 048

et al., 2025). Moreover, for each LLM, the post- 049

training process demands substantial time and com- 050

putational resources, which results in poor scalabil- 051

ity for deployment in practice (Zhu et al., 2023; Li 052

et al., 2024). Thus, a more appropriate approach is 053

to enable LLM to enhance multilingual reasoning 054

performance under training-free conditions, and 055

has drawn much attention in recent studies (Li et al., 056

2023; Zhu et al., 2024c; Koo and Kim, 2025). 057
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In this scenario, previous methods aim to im-058

prove the multilingual understanding of LLMs059

by reformulating non-English queries, including060

translation-based strategies (Huang et al., 2023;061

Shi et al., 2023) and in-context learning (Brown062

et al., 2020; Zhang et al., 2023; Asai et al., 2023;063

Ahuja et al., 2023; Zhu et al., 2024b). The former064

approach relies on the availability of high-quality065

translations (Bawden and Yvon, 2023), whereas066

the latter would not be able to capture critical in-067

formation and features without the provided well-068

crafted context (Zhang et al., 2024). An example of069

LLMs answering a mathematical problem with dif-070

ferent prompts in a non-English language is shown071

in Figure 1. The complex semantic structures in072

non-English languages lead to misinterpretations073

of inter-entity relations, hindering accurate recog-074

nition of problems and consequently resulting in075

poor reasoning performance. No matter how an076

identical mathematical question is formulated, its077

underlying reasoning process should be kept the078

same (Hu et al., 2025). Therefore, enabling LLMs079

to interpret problem statements accurately is cru-080

cial to establishing correct reasoning pathways in081

multilingual settings.082

Considering the inherent reasoning capabili-083

ties of LLMs and the varying levels of difficulty084

in query comprehension, in this paper, we pro-085

pose structured-of-thought (SoT), a thinking strat-086

egy that incorporates structured representations087

into the reasoning pathway to mitigate the mis-088

interpretation of LLMs in multilingual scenar-089

ios. In particular, SoT elicits LLMs to align090

their reasoning pathways for non-English inputs091

with those thought in English via a multi-step092

transformation: Language Thinking Transforma-093

tion and Structured Knowledge Transformation.094

Beyond the mere conversion of language think-095

ing, natural language queries are also converted096

into structured knowledge representations, allow-097

ing the LLMs to not only understand the context098

from the surface-level linguistic, but also can iden-099

tify the underlying relational semantics, i.e., to100

achieve the equivalence of semantic understand-101

ing between expressions “0.75 bags per guest” and102

“1/4 of the guests will not attend”. Besides, struc-103

tured knowledge transformation can guide LLMs104

toward more concentrated reasoning by eliminating105

extraneous information that otherwise disrupts the106

inference process. Experiments show that our SoT107

outperforms several state-of-the-art baselines on108

mathematical and commonsense reasoning tasks,109

and is applicable to a variety of backbone LLMs. 110

Our contributions are summarized as: (1) 111

We propose a Structured-of-Thought prompting 112

method to guide LLMs to align the reasoning 113

pathways for non-English queries, thereby en- 114

hancing the reasoning capabilities in the multi- 115

lingual scenarios. (2) Our strategy can be inte- 116

grated with other training-free prompting strate- 117

gies, such as In-Context Learning (ICL) and Chain- 118

of-Thought (CoT), which achieves the further im- 119

provement for multilingual reasoning. (3) Experi- 120

ments demonstrate that our method can accurately 121

understand the structural knowledge in queries to 122

adapt various series of LLMs of different sizes on 123

several multilingual reasoning benchmarks. 124

2 Related Work 125

Multilingual Reasoning. A common practice to 126

enhance the multilingual reasoning capabilities of 127

LLMs is based on model supervised fine-tuning 128

(SFT) (She et al., 2024; Zhu et al., 2024a; Chai 129

et al., 2025). However, SFT suffers from data 130

scarcity and catastrophic forgetting, and lacks the 131

generalization ability (She et al., 2024). Another re- 132

search line explored the usage of carefully designed 133

prompts to support reasoning in LLMs (Huang 134

et al., 2023; Qin et al., 2023). For instance, the 135

pre-translation approach translates input questions 136

into a high-resource pivot language (e.g., English) 137

before querying the LLM, aiming to leverage the 138

stronger proficiency of models in the pivot lan- 139

guage (Etxaniz et al., 2024; Huang et al., 2025). 140

Furthermore, the pre-translation method can be in- 141

tegrated with other prompting strategies (Lu et al., 142

2024; Koo and Kim, 2025; Zhu et al., 2024c), such 143

as CoT (Wei et al., 2022) and ICL (Brown et al., 144

2020) paradigms. Besides, Liu et al. (2024) pro- 145

pose several strategies to extend CoT to multilin- 146

gual contexts. Different from them, our method 147

introduces a structured-based strategy that lever- 148

ages the built-in capabilities of LLMs to mitigate 149

the misinterpretation of semantic for multilingual 150

reasoning. 151

Chain-of-Thought. CoT prompting (Wei et al., 152

2022; Kojima et al., 2022) is an effective step-by- 153

step strategy for LLMs’ zero-shot and few-shot rea- 154

soning. A series of CoT-based techniques has been 155

proposed to further improve the reasoning perfor- 156

mance of LLMs, including Complex CoT (Fu et al., 157

2023), Decomposed Prompting (Khot et al., 2022), 158

Multilingual CoT (Shi et al., 2023), Least-to-Most 159
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 Input Text 

玛丽为参加派对的朋友准备小蛋糕，需要
的蛋糕数量是每位受邀宾客 0.75 个，因为
1/4 的宾客未出席。她邀请了 16 位朋友。
每个蛋糕需要1个鸡蛋，鸡蛋每打 6 美元。
她买鸡蛋要花多少钱？

1. Think the question in English if it is not in
English.
2. Extract relationships between numbers from
the question using Named Entity Recognition
(NER) in the order they appear.
3. Leverage language-specific knowledge to
identify the relationships between numbers,
their units, and quantities.
4. Based on the relationships, calculate the
final answer.

玛丽要花 6 美元。 (Mary will cost $6.)

 Instruction 

 Output Text 

- Number of invited guests: 16
- Number of cakes per guest: 0.75

- Percentage of guests not attending: 1/4
- Eggs required for each cake : 1

- Cost per egg: 6 dollars

Determine the number of guests who will attend → Calculate how many cupcakes 
are needed → Determine the number of eggs needed → Find the cost of the eggs

- Number of invited guests: 16
- Number of cakes per guest: 0.75

- Percentage of guests not attending: 1/4
- Eggs required for each cake : 1

- Cost per egg: 6 / 12 = 0.5 dollars

  ① Total number of cakes needed = 16 * 0.75 = 12        ② Total number of eggs = 12 * 1 = 12

  ③ Cost of each egg = $6 / 12 = $0.5                                ④ Total cost = 12 * $0.5 = $6

1. Language Thinking Transformation

2. Structured Knowledge Extraction

4. Answer Generation

S
oT

  P
ro

ce
ss

"每打鸡蛋" means 12 
eggs in ChineseX √

3. Language-Specific Knowledge Injection

💡

Duplicated

Problem-solving process using English thinking：

Figure 2: Overview of of the SoT strategy. The left part is an example of the question and our instructions. The
right part is the thinking process of LLM under the guidance of SoT.

Prompting (Zhou et al., 2022), and Progressive-160

Hint Prompting (Zheng et al., 2023). Except for ex-161

ploring a CoT variant, some approaches introduce162

a structured representation to capture dependencies163

among entities for complex reasoning tasks in the164

thinking step (Wang et al., 2024). In particular,165

Cheng et al. (2024) investigate the effectiveness of166

graph structure of the text in multi-step reasoning.167

Due to the limitations on foundational abilities of168

multilingualism (Huang et al., 2025), our method169

attempts to exploit a more concise form to structure170

the knowledge in queries, which is more effective171

for multilingual scenarios.172

3 Methods173

In multilingual reasoning tasks, complex seman-174

tic structures in non-English languages might ob-175

scure the relationships between entities, thereby176

impeding the accurate interpretation of the ques-177

tion. To this end, we propose SoT, a zero-shot178

method designed to enhance the reasoning capa-179

bilities of LLMs in multilingual scenarios through180

multi-step transformations. Our SoT framework181

consists of four steps as illustrated in Figure 2.182

The principle of our SoT is to structure the in-183

put questions by transforming reasoning pathways184

expressed in natural language into structured rep-185

resentations that are more easily interpreted by186

LLMs. This restructuring manipulation improves187

the abilities of models to reason accurately across188

languages. In contrast to other training-free meth-189

ods, SoT specifically targets the comprehension190

of complex semantic relationships within the ques-191

tions. Regardless of the language in which the same192

question is posed, SoT allows models to fully lever-193

age their built-in reasoning capabilities to enable 194

LLMs to maintain correct and consistent reasoning 195

pathways. Moreover, the framework is general- 196

izable and can be applied across a wide range of 197

multilingual reasoning tasks. 198

3.1 Language Thinking Transformation 199

Step 1 : Think the question in English if it is not in English
200

When the model targets the same question in 201

different languages, its reasoning pathway should 202

be consistent. Thus, we conduct the transforma- 203

tion of the reasoning process from low-resource 204

to high-resource languages by cross-lingual trans- 205

fer, enabling the LLMs to perform reasoning in 206

a language in which they exhibit greater profi- 207

ciency under multilingual scenarios.In particular, 208

we leverage the inherent reasoning and language 209

understanding capabilities of LLMs, eliminating 210

the need for development from scratch. To effec- 211

tively transfer the reasoning pathway into the high- 212

resource language, we introduce a Language Think- 213

ing Transformation strategy, as illustrated in the 214

first step in Figure 2. 215

Specifically, given the sentence X , we conduct 216

the transformation from the source language Ls to 217

the target language Lt (i.e., English). The inter- 218

mediate thinking pathways R are represented as 219

{ri}ni=1, where n denotes the number of thinking 220

steps. Formally, the Language Thinking Transfor- 221

mation process is expressed as follows: 222

R = argmax p(r1, . . . , rn|X,Ls, Lt) (1) 223
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3.2 Structured Knowledge Extraction224

Step 2 : Extract relationships between numbers from the
question using Named Entity Recognition (NER) in the
order they appear.

225

After performing language transfer for reason-226

ing, the knowledge from the question is extracted227

and then represented in a structured natural lan-228

guage format. Specifically, the elements of struc-229

tured knowledge mainly consist of entities and their230

relationship patterns. Thus, we instruct the LLM to231

perform Named Entity Recognition (NER) to iden-232

tify key elements such as numerical values, units,233

and their associated relationships within the input234

text. The objective of this step is to construct a235

structured representation of knowledge K that en-236

ables the LLM to accurately identify and compre-237

hend the core entities and their interrelations within238

the question. Formally, the Structured Knowledge239

Extraction process is expressed as follows:240

K = argmax p(k1, . . . , km|R, X, Lt), (2)241

where {ki}mi=1 represents the pattern of structured242

knowledge and m denotes the number of the pat-243

terns.244

The construction of the structured representa-245

tion eliminates irrelevant information from the246

input, making the relation among the values247

and entities much clearer and thus facilitating248

the subsequent reasoning steps with less noise.249

For example, NER can facilitate the relation250

identification between numbers and entities in251

mathematical problems (e.g., 0.75 per guestand252

1/4 of guests will not attend represent the same re-253

lationship in different expressions) as shown in254

second step in Figure 2. Moreover, knowledge ex-255

traction can simplify complex problems, making256

them more interpretable and enhancing the capacity257

of LLMs to perform reasoning tasks.258

3.3 Language-Specific Knowledge Injection259

Step 3 : Leverage language-specific knowledge to iden-
tify the relationships between numbers, their units, and
quantities.

260

Although the language transfer in thinking261

helps the LLM better interpret the problem, it ne-262

glects language-specific differences of expression263

in terms of quantities, units, and their relations.264

To address this, the third step in our approach265

aims to further enhance the understanding of non-266

English languages by guiding LLMs to focus on267

language-specific knowledge. Each language pos- 268

sesses unique rules and conventions for expressing 269

numerical relations and quantities. For example, 270

in Chinese, the phrase “四五折” denotes a 55% 271

discount, which might lead to misinterpretation 272

if processed without cultural or contextual aware- 273

ness. LLMs might not be able to distinguish that 274

they have the same meaning when performing cal- 275

culations directly. An alternative is to leverage 276

translation-based strategies as intermediate support, 277

which would still fail to capture these nuances ac- 278

curately. Guided by language-specific expressions, 279

the LLM can accurately understand these nuances, 280

reducing misunderstandings caused by linguistic 281

variation and improving reasoning performance 282

across languages. Formally, the Language-Specific 283

Knowledge process is expressed as follows: 284

KLs = argmax p(kLs
1 , . . . , kLs

m |K, Ls), (3) 285

where {kLs
i }mi=1 represents the language-specific 286

knowledge. 287

3.4 Answer Generation 288

Step 4 : Based on the relationships, calculate the final
answer in the Source Language.

289

The final stage is to integrate the above infor- 290

mation, where the LLM conducts reasoning based 291

on the extracted structured knowledge, language- 292

specific knowledge, and the results of the language 293

thinking transformation, towards the final answer 294

F . The answer is transformed back into the source 295

language Ls, ensuring consistency between input 296

and output to maintain interpretability in multilin- 297

gual scenarios. Formally, the generation of the final 298

answer is determined as: 299

F = argmax p(f |R,K,KLs , Ls) (4) 300

4 Experiments 301

4.1 Experimental Setup 302

Models. We select three series of LLMs to 303

verify the effectiveness of SoT: gpt-3.5-turbo, 304

Qwen2.5-7B-Instruct and DeepSeek-R1-7B, in- 305

cluding both open-source and closed-source mod- 306

els, ranging from past to latest. To further demon- 307

strate the robustness on larger models, we utilize 308

Qwen2.5-32B-Instruct as the basic model. 309

4



Methods Language

En Sw Ja Be Th Ru Zh De Es Fr Avg.

(training-free) (DeepSeek-R1-7B)
Direct 82.0 18.6 67.8 52.6 53.8 80.2 78.0 73.0 80.4 71.8 65.8
DoLa 83.8 18.7 70.1 54.0 62.2 83.0 81.3 75.3 80.9 74.0 68.3
SL-D 84.1 22.6 73.1 55.7 64.2 84.8 84.3 79.0 81.6 77.1 70.7
DIP 88.0 21.4 82.0 63.5 64.5 83.2 85.0 82.1 83.0 83.4 73.6
CLP 89.6 23.2 77.0 62.7 69.3 78.5 84.8 81.4 81.8 87.0 73.5
EMCEI 89.0 23.0 80.0 61.0 64.9 83.8 86.2 83.2 83.4 84.9 73.9
SoT (Ours) 89.8 24.8 82.8 64.6 71.8 85.4 87.2 85.4 85.2 88.2 76.5

(post-training)
xCoT 84.7 50.7 79.6 59.0 64.6 80.3 83.2 82.7 85.1 88.3 75.8
QAlign 82.8 46.2 82.6 56.0 64.5 81.4 80.3 86.6 89.8 89.1 75.9
MindMerger 83.6 44.6 83.4 56.6 59.7 81.2 84.6 87.4 89.1 92.2 76.2
MAPO 84.8 50.2 83.8 53.6 64.9 80.5 84.8 83.2 88.2 85.2 75.9

(training-free) (Qwen2.5-7B-Instruct)
Direct 89.8 39.4 69.2 55.0 65.4 74.6 81.8 77.8 83.2 82.2 71.8
DoLa 91.0 54.4 73.1 64.7 74.5 76.4 83.3 79.2 85.3 85.7 76.8
SL-D 91.5 56.0 75.1 66.7 77.2 77.1 85.4 81.6 88.2 87.5 78.6
DIP 88.3 52.1 86.3 77.1 76.1 84.4 87.8 91.2 88.0 90.1 82.1
CLP 90.2 50.3 80.6 67.4 74.4 79.0 82.2 85.1 83.9 87.0 78.0
EMCEI 89.6 58.2 86.7 74.6 75.2 86.0 87.7 90.6 89.4 89.3 82.7
SoT (Ours) 93.6 61.0 87.6 76.4 83.8 87.4 89.4 91.6 91.8 91.2 85.4

(post-training)
xCoT 85.0 60.1 81.0 62.4 66.3 84.1 85.2 88.5 90.3 89.0 79.2
QAlign 80.3 52.1 83.0 59.6 64.9 85.6 81.4 92.5 93.3 89.9 78.3
MindMerger 81.5 51.0 84.5 58.3 59.6 83.4 90.9 89.2 90.0 93.7 78.2
MAPO 84.6 57.6 85.2 53.0 68.0 84.2 84.7 84.5 88.4 85.4 77.6

Table 1: Results (%) of mathematical reasoning on MSVAMP. For all training-free methods, the bold text
represents the highest scores, while the underline represents the second highest scores.

Benchmarks and Evaluation. To ensure the310

reliability of the experiments, all methods311

are implemented on two mathematical rea-312

soning tasks (MGSM (Shi et al., 2023) and313

MSVAMP (Chen et al., 2024)) and one common-314

sense reasoning task (XCOPA (Ponti et al., 2020)).315

Benchmark details are listed in Appendix A.1. We316

employ the accuracy to access the ability of the317

methods for all tasks (Jin et al., 2024).318

Baselines. For comparison, we select recent ad-319

vanced training-free methods (e.g., DoLa (Chuang320

et al., 2024), SL-D (Zhu et al., 2024c), DIP (Lu321

et al., 2024), CLP (Qin et al., 2023), EMCEI (Koo322

and Kim, 2025).) and effective post-training meth-323

ods (xCoT (Chai et al., 2025), QAlign (Zhu et al.,324

2024a), MindMerger (Huang et al., 2024) and325

MAPO (She et al., 2024)). We follow the origi-326

nal settings of the original paper. More details of327

baselines are listed in Appendix A.2.328

4.2 Main Results329

Performance on Mathematical Reasoning. As330

shown in Table 1 and Table 2, we investigate the331

mathematical abilities of LLMs with different meth-332
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Figure 3: Results of commonsense reasoning on
XCOPA using various LLMs.

ods that facilitate multilingualism across various 333

languages. The results demonstrate that our pro- 334

posed method (SoT) outperforms several baselines 335

in terms of average accuracy, including the training- 336

free and post-training methods. The training-free 337
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Methods Language

En Sw Ja Be Th Te Ru Zh De Es Fr Avg.

(training-free) (DeepSeek-R1-7B)
Direct 75.2 7.2 42.4 43.6 41.6 18.0 65.6 72.0 50.0 64.0 55.6 48.7
DoLa 75.8 8.0 43.4 46.4 45.4 18.0 60.2 71.2 59.2 66.2 53.8 49.8
SL-D 77.2 8.4 57.0 47.0 46.0 20.0 62.4 72.8 62.6 64.6 62.0 52.7
DIP 80.0 6.0 51.2 48.2 57.8 24.2 64.8 75.4 60.6 67.0 63.0 54.4
CLP 87.0 9.0 60.4 50.0 56.8 19.0 61.2 71.8 65.8 67.4 65.0 55.8
EMCEI 81.2 7.2 58.2 46.4 57.0 18.4 64.2 74.6 63.6 68.0 67.2 55.1
SoT (Ours) 84.4 10.0 61.2 51.2 61.2 28.0 70.0 76.4 70.0 71.6 68.0 59.3

(post-training)
xCoT 82.2 43.4 62.0 56.6 55.8 10.0 71.4 75.4 67.2 74.2 67.0 60.5
QAlign 81.6 42.8 60.4 53.6 53.0 11.4 69.6 74.0 68.6 72.2 66.2 59.4
MindMerger 80.0 41.6 60.8 54.2 53.8 12.8 70.2 75.8 69.8 73.4 65.2 59.8
MAPO 86.2 42.2 61.6 53.2 59.4 12.0 69.6 78.0 67.4 71.8 61.6 60.3

(training-free) (Qwen2.5-7B-Instruct)
Direct 84.0 12.8 56.0 51.2 48.0 24.0 73.6 80.8 66.8 71.2 64.4 57.5
DoLa 83.2 13.8 61.0 61.2 54.4 32.0 75.4 75.0 69.2 73.4 67.8 60.6
SL-D 84.6 10.4 63.2 63.2 54.4 34.6 76.2 76.0 70.6 74.2 69.0 61.5
DIP 84.4 24.2 70.4 66.8 64.4 33.2 78.0 76.6 70.0 78.0 74.2 65.5
CLP 84.2 20.0 70.8 64.4 65.4 30.0 78.8 76.0 71.0 77.8 72.0 64.6
EMCEI 84.8 27.0 71.0 68.2 72.0 31.0 76.6 75.6 72.0 78.4 73.0 66.3
SoT (Ours) 85.6 28.0 71.8 69.6 74.0 36.4 80.8 77.0 72.8 79.6 75.2 68.3

(post-training)
xCoT 85.6 47.2 64.2 62.2 61.8 12.6 79.4 85.2 70.2 79.0 78.2 66.0
QAlign 84.6 45.8 60.8 61.4 62.4 13.2 75.8 81.6 72.0 72.6 73.2 63.9
MindMerger 82.4 44.4 62.4 56.2 59.4 12.0 79.0 85.4 70.0 69.2 69.8 62.7
MAPO 88.4 46.0 63.0 58.8 62.2 12.4 78.3 88.3 68.2 71.0 68.0 64.1

Table 2: Results (%) of mathematical reasoning on MGSM. For all training-free methods, the bold text represents
the highest scores, while the underline represents the second highest scores.

methods focus on stimulating the inherent knowl-338

edge of the foundational LLMs, which can achieve339

gains in most languages with decreasing cost. How-340

ever, due to the inherent defects of the model, it is341

difficult to achieve significant improvement for lan-342

guages with insufficient inherent knowledge of the343

model. Although the post-training methods can al-344

leviate this issue, these methods face limitations in345

data construction, where the effects achieved in dif-346

ferent languages and tasks are unstable. Moreover,347

the more strengthful model diminishes the effec-348

tiveness of post-training methods, which opposes349

the core advantages of our method. All the results350

using various LLMs are listed in Appendix C.351

Performance on Commonsense Reasoning. As352

shown in Figure 3, we also investigate the effec-353

tiveness of SoT on the commonsense reasoning354

task, compared with other methods. The results355

demonstrate that the advantages of SoT are further356

enhanced, which has an obvious improvement over357

the original method (Direct), compared with other358

baselines. In particular, the structured knowledge359

in our method can not only extract the computa-360

tional relationships for reasoning in mathematical361

No. Multi-Step Scopes Avg.
Step 1 Step 2 Step 3

1 × × × 37.3
2 ✓ × × 40.0
3 × ✓ × 53.2
4 × × ✓ 58.1
5 ✓ ✓ × 60.8
6 ✓ × ✓ 61.2
7 × ✓ ✓ 61.6
8 ✓ ✓ ✓ 62.8

Table 3: Results of different prompting strategies on
MGSM and gpt-3.5-turbo in terms of average scores.

problems, but also enable LLMs to deeply think 362

about the logical relationships between entities in 363

commonsense reasoning. The post-training method 364

does not show gains similar to those in the super- 365

vised direction for low-resource langauges (e.g., a 366

significant improvement on Sw) due to the limita- 367

tion of the corpus, while the training-free methods 368

demonstrate better generalization, especially SoT. 369

4.3 Ablation Studies 370

Effects of Muti-Step Scopes. As shown in Ta- 371

ble 3, we explore the contribution of each step in 372
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Figure 4: Results of SoT combined with CoT and
few-shot (3-shot) on the MGSM and MSVAMP using
gpt-3.5-turbo.

SoT. The results demonstrate that our method can373

help queries in diverse languages to be better under-374

stood and achieves better performance when both375

three steps are considered through SoT for math-376

ematical reasoning in the multilingual scenarios.377

Specifically, each individual step in SoT has a pos-378

itive impact, according to the comparison among379

the Strategies No.1, 2, 3 and 4. Furthermore, the380

two combined forms further enhance the reason-381

ing performance in terms of the Methods No.5, 6382

and 7. Except for SoT (No.8), the results show383

that the structured extraction and language-specific384

knowledge (No.7) are more important and achieve385

the highest performance (61.6%), indicating that386

language transfer thinking has a positive impact,387

but is not an indispensable factor.388

Effects of Integrated Methods. As shown in389

Figure 4, we explore the feasibility of SoT when390

combined with other training-free methods such391

Figure 5: Results on thinking and translation. SoT em-
ploys the thinking manner, while other methods replace
the language thinking with 3 translation processes.

as CoT and ICL. The results show that the adop- 392

tion of CoT or ICL further improves SoT perfor- 393

mance, demonstrating that SoT does not have con- 394

flicts with other training-free methods. Specifically, 395

CoT achieves better performance in high-resource 396

languages, while ICL is more proficient in low- 397

resource languages. A possible reason is that CoT 398

is suited to guide intrinsic knowledge in LLMs and 399

ICL provides the language knowledge which is a 400

supplement to low-resource languages for LLMs. 401

More comparison is shown in Appendix C. 402

4.4 Results on Thinking and Translation 403

As shown in Figure 5, we explore the effective- 404

ness of Step 1 (Language Thinking Transformation) 405

which is replaced with the translation process. Pre- 406

vious studies attempt to translate original queries 407

into a high-resource language (e.g., English), which 408

avoids the problem of insufficient abilities in the 409

source language. Formally, we modify the instruc- 410

tion of Step 1 as follow: 411

Step 1 (Thinking ⇒ Translation):
Type 1: Translate the question into English if it is not in
English for the following step.
Type 2: [Outputs by Translators Ts] is the translation of
question for the following step.

412

We divide the translation methods into two types: 413

The first is to replace “thinking” in the instruction 414

with “translate” for implicit translation (i.e., no 415

translation result is generated). The second is to 416

replace the instruction with the explicit translation 417

by the external translator. The results reveal that 418
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Q:劳埃德有一个产蛋场。他的鸡每天产 252 颗蛋，他每打鸡蛋卖 2 美元。劳埃德每周从鸡蛋赚多少
钱？(Reference: Lloyd has an egg farm. His chickens lay 252 eggs per day, and he sells a dozen

eggs for 2 dollars. How much money does Lloyd earn from eggs per week?)

- 252 eggs per day
- 1 dozen = 12 eggs
- 2 dollars per dozen

Money earned each week = (252 / 12) * 2 * 7 = 294

劳埃德每周从鸡蛋赚 3528 美元。

252 eggs/day * 7 days/week = 1764 eggs/week
1764 eggs/week * $2/egg = $3528/week

所以，劳埃德每周从鸡蛋赚 294 美元。

Q:约翰收养了一条狗。他把狗带去美容，美容价格是 100 美元。因为他是新顾客，所以宠物美容师
给他打了七折。这次美容花了多少钱？(Reference: John adopted a dog. He took the dog to grooming,

and the grooming price is 100 dollars. Because he is a new customer, the pet groomer gave him a 30%
discount. How much money did he spend on grooming this time?)

- Grooming price: 100 dollars
- Discount: 30%

100 * 0.7 = 70

约翰这次美容花了30美元。

Discount amount = 100 * 0.7 = 70
Final amount = 100 - 70 = 30

约翰这次美容花了70美元。

玛丽莲的第一张唱片的销量是哈罗德的 10 倍。如果他们一共卖出 88,000 张唱片，哈罗德卖出了
多少张唱片？(Reference:  Marilyn's first album sales were 10 times Harold's. If they sold a total of

88,000 albums, how many albums did Harold sell?)

- Marilyn's sales are 10 times Harold's.
- Total album sales = 88,000

the number of albums sold by Harold is x
the number of albums sold by Marilyn as 10x

......
x = 8,000

哈罗德卖出了80,000张唱片

the number of albums sold by Marilyn as x
the number of albums sold by Harold is 10x

......
10x = 10 * 8,000 = 80,000

哈罗德卖出了8,000张唱片

克里斯蒂娜正在策划一场生日派对，需要的礼品袋数量是每位受邀宾客 0.75 个，因为 1/4 的宾客未
出席。她邀请了 16 位朋友。礼品袋每个 2 美元。她要花多少钱？(Reference: Christina is planning a
birthday party and needs gift bags for each invited guest, 0.75 bags per guest, as 1/4 of the guests will not

attend. She invited 16 friends. Each gift bag costs 2 dollars. How much money will she spend?)

- Number of gift bags per guest: 0.75
- Percentage of guests not attending: 1/4

......

Total number of gift bags needed = 
16 * 0.75 * 3/4 = 12

Total cost = 12 * 2 = $24

克里斯蒂娜要花 18 美元

Total number of guests = 16  * (1 - 1/4) = 12
Total number of gift bags = 12  * 0.75 = 9

Total cost = 9 gift bags * $2 = $18 

克里斯蒂娜要花 24 美元

(a) (b)

(c) (d)
(Harold sold 8,000 records)(Harold sold 80,000 records)

(Lloyd makes $3,528 per week from eggs.) (Lloyd makes $294 per week from eggs.) (John spent $30 on this grooming.) (John spent $70 on this grooming.)

(Christina will cost $24.)(Christina will cost $18.)

CoT
CoT

CoT

SoT
SoT

SoT
CoT SoT

Figure 6: Examples of CoT and SoT on the mathematical reasoning tasks. We only highlight some words
and fragments to show the representative difference between the two methods. The red parts represent the
misunderstanding, while the green parts represent a correct understanding.

the robustness of thinking transformation is better419

than that of translation, in which the reasoning per-420

formance of the translation manner is influenced421

by the translation qualities of the source language.422

Translation errors will accumulate and be passed423

on to subsequent steps via either implicit transla-424

tion (LLM translator) or explicit translation (Baidu425

or NLLB translator), causing performance degra-426

dation.427

4.5 Case Study428

As shown in Figure 6, we present examples in429

MGSM where the traditional CoT method fails,430

while our framework produces accurate results.431

The cases highlight the effectiveness of our ap-432

proach to resolve common errors in multilingual433

reasoning. Examples in MSVAMP and XCOPA434

can be found in Appendix 6.435

As shown in Figure 6.a and Figure 6.b, CoT suf-436

fers from misinterpreting units and discounts due437

to language-specific ambiguities. For instance, in438

Figure 6.a, CoT confuses “per dozen eggs” with439

“per egg”, leading to an incorrect calculation. Sim-440

ilarly, in Figure 6.b, the expression “70% off” is441

misunderstood by CoT as “a 70% reduction” in442

Chinese, rather than “70% of the original price”.443

SoT effectively resolves these issues by incorporat-444

ing structured and language knowledge, ensuring445

correct numerical interpretation.446

As shown in Figure 6.c and Figure 6.d, the illus- 447

trations demonstrate the structural knowledge leads 448

to the misunderstandings for reasoning. In Fig- 449

ure 6.c, CoT fails to parse the relationship between 450

two sales figures of entities, leading to cascading 451

errors through the reasoning process. In Figure 6.d, 452

CoT misinterprets “0.75 bags per guest” and “1/4 of 453

guests not attending” as separate conditions, lead- 454

ing to double counting. SoT understands these 455

relationships explicitly, preventing such misunder- 456

standings. In general, SoT facilitates the model 457

to interpret relationships accurately by integrating 458

with structured knowledge and language-specific 459

knowledge, reducing errors caused by ambiguous 460

expressions in different languages. 461

5 Conclusion 462

In this paper, we propose a Structured-of- 463

Thought (SoT) method for multilingual reasoning. 464

By dynamically extracting entity-structured knowl- 465

edge and language-specific structured knowledge, 466

our method boost the ability to understand rela- 467

tionships in non-English questions for LLMs. Ex- 468

perimental results demonstrate that SoT achieves 469

comparable performance on various LLMs, com- 470

pared with several advanced methods. The analyses 471

further indicates that SoT has both strong general- 472

ization capabilities and scalabilities, which can be 473

integrated with other training-free strategies. 474
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Limitations475

Existing multilingual benchmarks often rely on476

machine-translated text that introduces errors or477

includes expressions that are uncommon for na-478

tive speakers. Due to the limitations of bench-479

marks, the cultural linguistic phenomena of na-480

tive languages are uncertain. Thus, the impact of481

extracting language-specific knowledge may not482

be clearly reflected in existing benchmarks. The483

development of reasoning datasets for language-484

specific knowledge is urgent. Moreover, in the first485

step, we utilize the Language Thinking Transfor-486

mation to transfer the thinking pathway from the487

low-resource language to a high-resource language.488

Generally speaking, English is the language cho-489

sen that performs best for various LLMs. However,490

some existing LLMs perform more prominently491

in other languages, which are trained with other492

languages as the core. Therefore, selecting the tar-493

get language for thinking transformation remains494

an urgent issue that needs to be addressed in the495

future.496
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A Expermental Details749

A.1 Dataset Details750

MGSM (Multilingual Grade School Math).751

MGSM (Shi et al., 2023) is a benchmark of mul-752

tilingual elementary school math reasoning prob-753

lems. The dataset is translated from the GSM8K754

dataset and contains 11 different languages, which755

aims to evaluate the ability of models to solve math756

problems in a multilingual environment.757

MSVAMP (Multilingual Semantic Value Math758

Problems). MSVAMP (Chen et al., 2024) is a759

math problem dataset focusing on multilingual se-760

mantic reasoning, designed to evaluate the mathe-761

matical reasoning and semantic understanding abil-762

ity of models in different languages. The dataset763

contains math problems in multiple languages, em-764

phasizing the understanding of quantity, units, and765

measurement words.766

XCOPA (Cross-lingual Choice of Plausible Al-767

ternatives). XCOPA (Ponti et al., 2020) is a768

benchmark for multilingual commonsense reason-769

ing tasks. The questions involve reasoning scenar-770

ios in multiple cultural backgrounds and support771

more than ten languages, including English, Ara-772

bic, Chinese, Spanish, French, German, Russian,773

etc. The benchmark aims to test cross-language rea-774

soning capabilities and the adaptability of models775

to different cultural backgrounds.776

A.2 Baselines777

We compare our method with various representa-778

tive baselines in multilingual reasoning. A branch779

of baselines is the training-free methods, listed as780

follows:781

• Direct: Only the most basic prompt strategy782

(such as "Let’s solve the following problem")783

is used without any additional prompt strategy.784

• Few-Shot: We use three examples along785

with instructions as input to demonstrate the786

problem-solving steps to the LLMs.787

• CoT (Wei et al., 2022): The model is in-788

structed to reason in English using the phrase789

"Let’s think step by step in English.790

• DoLa (Chuang et al., 2024): DOLA contrasts791

logits between early and later layers to em-792

phasize factual knowledge from higher lay-793

ers, reducing hallucinations and improving794

the truthfulness of the generated output.795

• SL-D (Zhu et al., 2024c): By skipping 796

language-agnostic lower layers and contrast- 797

ing early exit outputs with final outputs, the 798

model leverages more accurate amateur logits 799

to enhance multilingual reasoning. 800

• DIP (Lu et al., 2024): DIP inserts dictionary- 801

based English counterparts into non-English 802

queries, enabling LLMs to better translate and 803

reason in English, all while remaining compu- 804

tationally lightweight. 805

• CLP (Qin et al., 2023): CLP aligns representa- 806

tions between source and target languages and 807

uses task-specific solver prompting to guide 808

reasoning. 809

• EMCEI (Koo and Kim, 2025): EMCEI ex- 810

tractes relevant cultural context from LLMs 811

and combines it with reasoning steps to select 812

the most contextually appropriate response 813

using an LLM-as-Judge mechanism. 814

Another branch of baselines is the post-training 815

methods, listed as follows: 816

• xCoT (Chai et al., 2025): XCOT fine-tunes 817

LLMs on multilingual instruction data by us- 818

ing cross-lingual CoT reasoning. 819

• QAlign (Zhu et al., 2024a): QAlign fine-tunes 820

models to translate reasoning questions into 821

English for better alignment with English in- 822

struction data, followed by response align- 823

ment to enhance performance in non-English 824

languages. 825

• MindMerger (Huang et al., 2024): Mind- 826

Merger embeds external language understand- 827

ing capabilities into LLMs and training them 828

to collaboratively use both internal and ex- 829

ternal knowledge through a two-step training 830

process. 831

• MAPO (She et al., 2024): MAPO aligns non- 832

dominant language reasoning with a dominant 833

language through preference estimation and 834

optimization techniques like Proximal Policy 835

Optimization (PPO) and Direct Preference Op- 836

timization (DPO). 837

B Case Study 838

In this section, we showcase additional examples of 839

responses generated by gpt-3.5-turbo, utilizing 840

both CoT and SoT method for each task. 841
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B.1 Examples in MSVAMP842

Question: “瑞秋有52棵苹果树。她从其中一棵树上摘
了2个苹果。现在这棵树上还剩下7个苹果。这棵树
最初有多少个苹果？”
CoT Answer:
Step 1: Calculate the total number of apples picked from
all trees: 52 trees * 2 apples = 104 apples
Step 2: Calculate the total number of apples left on all
trees: 52 trees * 7 apples = 364 apples
Step 3: Calculate the total number of apples on the tree
before picking: Total - Picked - Left = Initial
Initial = 364 - 104 = 260
Answer: 初始苹果数为260个。
SoT Answer:
1. Problem-solving process using English thinking:
Determine how many apples the tree originally had.
Subtract the apples Rachel picked from the total apples on
the tree.
2. Extract relationships between numbers in order:
Total number of apple trees: 52
Apples picked from one tree: 2
Apples left on the same tree: 7
3. Language-specific knowledge:
No specific language-specific knowledge is needed here.
4. Calculation: If the tree has 7 apples remaining after
Rachel picked 2 apples, the tree must have originally had:
7 (remaining apples) + 2 (apples picked) = 9( original
number of apples).
Final Answer: 这棵树最初有9个苹果。

843

Question: “面包师傅做了61个糕点和167个蛋糕。如
果他卖掉了108个蛋糕和44个糕点，面包师傅还剩下
多少个蛋糕？”
CoT Answer:
Step 1: Calculate the total number of pastries and cakes
baker made originally:
61 (pastries) + 167 (cakes) = 228
Step 2: Calculate the total number of pastries and cakes
baker sold:
108 (cakes) + 44 (pastries) = 152
Step 3: Calculate the total number of pastries and cakes
baker would still have:
228 (total) - 152 (sold) = 76
Answer: 面包师傅还会有76个蛋糕。
SoT Answer:
1. Problem-solving process using English thinking:
Determine how many cakes the baker has left after selling
some.
Subtract the cakes he sold from the total number of cakes
he originally made.
2. Extract relationships between numbers:
Number of pastries made: 61
Number of cakes made: 167
Number of cakes sold: 108
Number of pastries sold: 44
3. Language-specific knowledge:
“糕点” refers to pastries, and “蛋糕” refers to cakes.
4. Calculation:
The baker made 167 cakes and sold 108 of them.
The number of cakes the baker still has is:
167(original cakes) 108 (cakes sold) = 59 (cakes remain-
ing).
Final Answer: The baker still has 59 cakes.

844

B.2 Examples in XCOPA 845

Question:
premise: “我讲话停了下来了。”
choice 0: “我失声了。”
choice 1: “我气喘吁吁。”
question: “cause”,
CoT Answer:
To determine which choice is more relevant and aligned
with the premise and question, let’s analyze both options:
Choice 0: 我失声了。(I lost my voice.)
- This choice suggests that the speaker stopped talking
because they lost their voice, which is a plausible cause
for the situation described in the premise.
Choice 1: 我气喘吁吁。(I am panting.)
- This choice suggests that the speaker stopped talking
because they are out of breath, which may not be directly
related to the premise of the speaker’s speech stopping.
Based on the analysis, Choice 0: 我失声了。(I lost my
voice.) is more relevant and aligned with the premise and
question. Therefore, the final answer is “0” for Choice 0.
SoT Answer:
1. Premise, question, and choices in English:
Premise: “I stopped speaking.”
Question: What caused it?
Choice 0: “I lost my voice.”
Choice 1: “I was out of breath.”
2. Extract relationships from the premise:
Subject: “I”
Action: “stopped speaking”
This suggests a sudden or involuntary interruption in
speech.
3. Language-specific analysis of choices:
In Chinese, “我失声了” means the speaker can no longer
speak or has become mute or hoarse.
4. Comparison:
Choice 0 : This suggests a more sudden, possibly longer-
term vocal issue, like losing the ability to speak com-
pletely.
Choice 1 : It fits better because it indicates a temporary,
immediate physical condition that would logically cause
someone to pause speaking, especially if they were: out of
breath from exercise or running.
Final Answer: The more plausible cause of stopping
speaking is out of breath. So the final answer is: 1.

846

C Supplementary Results 847

In this study, we investigate the effectiveness of 848

SoT on three multilingual reasoning benchmarks 849

using four different LLMs. Moreover, we also in- 850

tegrate other training-free methods into SoT. All 851

results demonstrate that SoT achieves good per- 852

formance for multilingual reasoning with a strong 853

generalization ability, as shown in Table 4, Table 5 854

and Table 6. 855
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Methods Language

En Sw Ja Be Th Te Ru Zh De Es Fr Avg.

(training-free) (gpt-3.5-turbo)
Direct 54.4 25.6 36.8 35.2 24.8 24.8 46.8 42.4 39.2 42.0 38.0 37.3
DoLa 72.2 57.2 58.0 43.4 52.2 17.6 62.4 62.2 60.0 68.2 58.8 55.7
DIP 70.2 55.2 58.8 54.6 51.6 19.4 65.7 62.8 61.4 69.8 59.2 57.2
CLP 73.2 55.8 59.4 56.0 53.6 28.0 66.2 64.6 64.8 71.4 60.0 59.4
EMCEI 73.0 59.2 60.2 55.8 54.2 26.8 63.4 63.0 62.8 70.4 59.8 59.0
SoT (Ours) 74.4 62.0 65.2 61.2 56.0 34.0 67.6 67.2 66.8 72.8 63.2 62.8
+3-shot 74.0 66.4 63.6 63.6 60.4 36.0 70.4 69.2 70.4 74.0 65.6 64.9
+CoT 75.2 64.8 65.2 57.6 55.6 38.4 69.2 65.6 68.0 76.4 64.0 63.6

(training-free) (Qwen2.5-32B-Instruct)
Direct 87.2 53.6 84.2 85.6 82.4 82.4 86.8 81.2 81.2 75.6 57.2 77.9
DoLa 85.0 45.2 71.6 80.8 69.1 62.0 77.2 82.6 76.2 73.6 53.2 70.6
SL-D 85.8 57.2 82.4 83.4 78.3 80.2 86.4 83.0 82.8 76.6 62.0 78.0
DIP 85.8 52.6 82.0 81.2 75.2 74.2 83.0 83.0 80.4 78.2 54.2 75.4
CLP 86.0 53.6 81.4 84.2 78.2 77.2 84.2 83.8 81.4 77.2 58.2 76.9
EMCEI 85.4 52.8 81.0 83.8 83.0 78.0 84.0 82.4 81.6 78.0 62.6 77.5
SoT (Ours) 87.2 67.2 86.0 86.0 85.4 87.4 88.8 84.4 86.4 78.4 64.8 82.0

+3-shot 87.2 66.8 86.2 87.6 86.4 88.0 88.4 82.4 86.4 78.0 66.8 82.2
+CoT 87.8 63.6 87.2 86.8 86.8 88.8 89.2 84.0 86.8 77.6 68.8 82.5

(post-training)
xCoT 86.6 58.4 83.2 82.4 81.4 27.4 80.8 87.2 81.0 81.2 82.0 75.6
QAlign 86.4 58.0 80.0 81.2 84.0 29.2 85.6 86.2 81.6 82.0 81.6 76.0
MindMerger 87.0 69.2 83.0 84.8 85.6 38.0 88.0 88.0 82.5 82.4 82.8 79.2
MAPO 87.0 61.6 83.2 86.0 83.0 35.2 86.2 89.8 83.0 83.8 83.2 78.4

Table 4: Supplementary results (%) of mathematical reasoning on MGSM using gpt-3.5-turbo and
Qwen2.5-32B-Instruct.

Methods Language

En Sw Ja Be Th Ru Zh De Es Fr Avg.

(training-free) (gpt-3.5-turbo)
Direct 77.0 68.1 68.4 48.7 61.8 74.3 68.0 73.4 73.3 73.4 68.6
DoLa 76.4 61.2 62.4 49.0 61.2 68.7 69.4 68.6 70.1 69.5 65.7
DIP 70.0 68.4 69.8 50.5 64.0 69.4 75.2 75.8 73.0 74.5 69.1
CLP 78.8 68.7 70.4 52.2 68.2 72.0 76.6 74.6 76.5 77.1 71.5
EMCEI 73.8 69.0 70.8 52.0 66.5 70.6 74.2 73.6 74.3 76.3 70.1
SoT (Ours) 81.8 75.4 80.2 63.6 72.8 79.2 80.4 80.0 83.0 80.4 77.7
+3-shot 82.0 76.4 79.6 66.0 74.2 79.2 80.6 80.6 81.8 78.2 77.9
+CoT 82.4 76.6 81.0 64.2 74.4 78.4 81.4 81.6 81.4 81.0 78.2

(training-free) (Qwen2.5-32B-Instruct)
Direct 89.8 39.4 69.2 55.0 65.4 74.6 81.8 77.8 83.2 82.2 71.8
DoLa 85.2 48.3 76.1 68.2 71.9 87.3 83.9 75.7 81.3 78.4 75.6
SL-D 88.2 54.5 79.4 81.4 83.8 88.5 86.7 81.2 85.2 82.2 81.1
DIP 88.2 52.2 82.2 77.2 72.3 88.1 87.3 82.7 83.6 85.8 80.0
CLP 90.8 53.0 82.6 73.1 78.2 88.2 86.8 83.2 83.3 89.1 80.8
EMCEI 91.2 58.3 83.0 76.3 76.3 85.5 88.3 85.6 84.9 86.4 81.6
SoT (Ours) 93.8 87.4 89.8 84.8 87.0 90.8 91.8 91.8 92.6 93.2 90.3
+3-shot 93.7 86.4 91.0 83.1 87.6 90.2 93.6 93.4 93.8 93.8 90.7
+CoT 94.2 87.0 92.0 83.6 86.4 89.8 91.4 93.4 94.4 93.6 90.6

(post-training)
xCoT 90.3 75.2 81.5 74.9 75.4 85.0 85.5 82.8 85.3 89.0 82.5
QAlign 90.7 72.8 85.5 75.3 77.5 88.0 83.8 87.2 89.6 89.4 84.0
MindMerger 91.5 77.0 85.8 78.5 78.2 87.1 86.8 88.5 90.2 91.3 85.5
MAPO 91.9 71.1 86.0 74.0 79.1 82.5 86.3 85.6 88.4 89.4 83.4

Table 5: Supplementary results (%) of mathematical reasoning on MSVAMP using gpt-3.5-turbo and
Qwen2.5-32B-Instruct.
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Methods Language

Et Ht Id It Qu Sw Ta Th Tr Vi Zh Avg.

(training-free) (DeepSeek-R1-7B)
Direct 19.6 20.6 15.8 11.0 19.6 16.0 16.0 11.0 12.2 12.8 10.6 15.0
DoLa 23.4 34.0 48.4 29.6 30.2 35.2 32.0 43.8 44.6 49.4 67.0 39.8
SL-D 35.8 40.4 51.8 43.2 34.4 39.6 45.2 51.0 47.8 50.8 69.2 46.3
DIP 33.8 40.2 51.4 50.4 41.2 47.2 47.2 43.9 45.8 50.0 66.0 47.0
CLP 30.0 43.6 54.8 48.4 42.0 43.0 49.4 51.2 52.0 50.8 71.4 48.8
EMCEI 32.6 44.6 56.0 51.2 41.6 42.6 43.0 52.6 52.4 52.0 71.2 49.1
SoT (Ours) 51.2 51.0 66.8 67.4 50.6 50.0 52.0 61.4 58.8 61.2 76.8 58.8
+3-shot 46.2 52.6 63.2 68.4 49.6 52.0 52.0 54.8 57.0 55.2 76.8 57.1
+CoT 49.8 51.4 65.4 68.2 53.4 49.8 54.6 62.2 56.4 61.2 78.4 59.2

(post-training)
xCoT 44.6 32.4 55.8 57.0 21.2 31.4 29.8 59.2 33.8 54.2 65.4 44.1
QAlign 43.0 31.2 53.4 53.4 22.2 28.4 33.8 59.8 21.4 49.6 71.0 42.5
MindMerger 41.8 32.6 53.2 56.8 21.4 32.0 32.4 51.4 33.6 54.8 65.8 43.3
MAPO 41.2 35.0 51.4 54.8 22.0 29.8 35.0 52.0 35.0 51.2 61.2 42.6

(training-free) (Qwen2.5-7B-Instruct)
Direct 8.6 15.0 5.0 9.8 17.0 4.4 14.8 8.4 3.6 8.0 8.8 9.4
DoLa 53.8 44.6 75.4 65.8 30.6 41.8 52.4 63.0 74.0 74.6 75.4 59.2
SL-D 61.4 52.4 73.8 74.4 35.0 43.4 52.2 63.8 73.4 72.4 74.4 61.5
DIP 61.4 59.0 81.2 83.0 46.8 47.2 58.6 73.2 76.8 74.4 74.2 66.9
CLP 64.2 54.8 75.6 70.0 41.0 41.6 53.0 64.6 65.2 75.6 70.2 61.4
EMCEI 61.6 51.8 72.6 74.2 44.8 45.2 50.2 70.8 71.4 71.8 72.8 62.5
SoT (Ours) 65.0 58.2 82.6 83.8 49.6 50.8 60.8 73.4 78.6 83.2 81.0 69.7
+3-shot 63.2 59.0 83.4 84.2 49.6 50.4 58.4 78.8 80.8 80.8 86.0 70.4
+CoT 64.0 59.6 81.2 86.4 47.2 51.8 61.2 75.4 79.4 83.8 83.6 70.3

(post-training)
xCoT 47.2 48.0 65.2 68.4 21.0 45.2 32.2 69.2 33.6 64.4 65.0 50.9
QAlign 45.8 42.0 62.2 60.2 22.8 35.2 45.6 69.6 21.4 58.2 73.4 48.8
MindMerger 44.2 33.2 57.2 67.0 21.2 42.4 38.6 57.6 34.4 64.6 65.0 47.8
MAPO 40.2 38.0 61.2 62.0 22.4 42.8 43.4 58.4 35.8 62.0 60.8 47.9

(training-free) (gpt-3.5-turbo)
Direct 48.2 49.6 33.8 36.8 50.2 47.0 37.8 46.0 43.4 44.8 37.0 43.1
DoLa 73.2 53.6 74.6 78.6 39.0 52.4 50.4 64.6 72.0 72.2 78.8 64.5
DIP 75.4 60.8 81.2 81.4 43.6 54.8 62.6 70.0 79.2 73.8 77.8 69.1
CLP 70.2 58.0 73.2 81.2 40.0 56.0 52.6 64.0 73.2 67.0 72.2 64.3
EMCEI 78.6 62.0 83.0 84.6 44.2 57.6 62.4 72.8 82.8 75.4 79.8 71.2
SoT (Ours) 82.0 66.4 84.0 88.2 49.0 74.4 58.2 77.0 84.2 81.4 84.6 75.4

+3-shot 79.2 60.4 76.2 67.2 55.0 73.6 63.8 69.4 72.8 64.8 78.2 69.1
+CoT 83.4 66.2 86.0 87.6 54.0 76.0 63.4 78.4 82.8 82.0 87.6 77.0

(training-free) (Qwen2.5-32B-Instruct)
Direct 19.2 27.4 16.6 18.6 23.2 23.2 21.2 19.4 9.4 25.0 5.4 19.0
DoLa 78.4 66.2 75.4 84.6 40.4 54.8 67.0 82.8 84.8 81.6 83.4 72.7
SL-D 61.4 52.4 73.8 74.4 35.0 43.4 52.2 63.8 73.4 72.4 74.4 61.5
DIP 71.2 68.1 83.2 89.4 49.4 55.6 68.2 87.0 89.6 88.2 89.6 76.3
CLP 75.4 70.2 81.2 92.8 43.8 55.4 70.8 81.8 85.2 83.8 84.4 75.0
EMCEI 78.6 62.0 83.0 84.6 44.4 57.6 62.4 82.8 82.8 91.2 85.8 74.1
SoT (Ours) 87.0 74.8 96.2 97.2 53.8 65.4 78.4 91.0 95.0 95.8 96.0 84.6

+3-shot MindMerger 86.6 78.2 96.8 97.8 52.2 69.8 79.8 88.6 95.6 96.4 95.4 85.2
+CoT 86.4 76.0 96.6 96.8 53.6 67.2 78.8 91.6 95.4 95.8 96.0 84.9

(post-training)
xCoT 67.6 68.2 84.2 86.4 24.2 55.2 52.2 73.4 73.4 77.6 80.2 67.5
QAlign 65.2 62.6 82.0 80.0 24.8 55.2 55.6 77.6 52.8 80.0 84.2 65.5
MindMerger 70.6 51.8 81.2 83.4 25.8 51.0 42.4 73.4 54.4 75.2 80.4 62.7
MAPO 67.2 68.8 82.6 87.2 24.0 59.0 57.2 74.8 59.2 72.6 81.0 66.7

Table 6: Supplementary results (%) of commonsense reasoning on XCOPA using various LLMs, including
DeepSeek-R1-7B, Qwen2.5-32B-Instruct, gpt-3.5-turbo and Qwen2.5-32B-Instruct.
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