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Abstract
001 Discourse relations are sometimes explicitly con-002

veyed by specific connectives. However, some003

connectives can signal multiple discourse relations;004

in such cases, disambiguation is necessary to deter-005

mine which relation is intended. This task is known006

as discourse connective disambiguation (Pitler and007

Nenkova, 2009), and particular attention is often008

given to connectives that can convey both CONCES-009

SION and other relations (e.g., SYNCHRONOUS). In010

this study, we conducted experiments to analyze011

which linguistic features play an important role in012

the disambiguation of polysemous connectives in013

Japanese. A neural language model (BERT) was014

fine-tuned using inputs from which specific linguis-015

tic features (e.g., word order, specific lexicon, etc.)016

had been removed. We analyzed which linguistic017

features affect disambiguation by comparing the018

model’s performance. Our results show that019

even after performing drastic removal, such as020

deleting one of the two arguments that constitute021

the discourse relation, the model’s performance022

remained relatively robust. However, the removal023

of certain lexical items or words belonging to024

specific lexical categories significantly degraded025

disambiguation performance, highlighting their026

importance in identifying the intended discourse027

relation.028

1 Introduction029

Understanding natural language requires correct030

recognition of discourse relations among sentences031

(clauses), in addition to correctly understanding032

the propositional meaning within each sentence033

(clause). While there are many cases in which034

discourse relations are not linguistically marked,035

there are various discourse connectives that ex-036

plicitly signal discourse relations such as because,037

although, and therefore. However, even with these038

connectives, it is not always a simple task to iden-039

tify the discourse relation, due to the polysemous 040

nature of connectives. For example, while in (1) 041

indicates temporal relation, whereas while in (2) 042

indicates contrastive relation. 043

(1) A package arrived while I was away. 044

(2) John loves to go outside, while Mary 045

prefers to stay home. 046

In this study, we examine what factors affect the 047

interpretation of polysemous discourse connectives. 048

In particular, we focus on Japanese conjunctions 049

“ながら” (nagara), “つつ” (tsutsu), and “ところ 050

で” (tokorode), all of which have both concessive 051

and non-concessive uses. 052

(3) [Arg1さびしいと思い]ながら [Arg2それ 053

を口にしなかった]。 (CONCESSION) 054

‘While [Arg1feeling lonely], [Arg2I did not 055

voice it].’ 056

(4) [Arg1さびしいと思い]ながら [Arg2毎日 057

を過ごした]。 (SYNCHRONOUS) 058

‘While [Arg1feeling lonely], [Arg2I spent 059

every day].’ 060

CONCESSION is a discourse relation that is often 061

expressed with conjunctions such as but, although 062

and however. In prior research, concessions have 063

been considered to have the discourse function of 064

denial of expectations (Izutsu, 2008; Kehler, 2002; 065

Winterstein, 2012). Thus, in (3), what is expected 066

is that one would say something if s/he is feeling 067

lonely. Contrary to that expectation, however, the 068

speaker did not do so. On the other hand, there is 069

no such denial of expectation in (4). 070

The purpose of this study is to elucidate what 071

factors are at play in the interpretation of conces- 072

sions. For this purpose, we conducted experiments 073

to fine-tune transformer-based language models 074

(BERT) using the following types of input: original 075

sentences, sentences with shuffled word order, 076
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sentences with either Arg1 or Arg2 removed, sen-077

tences with words belonging to specific categories078

removed, and sentences with the semantics of079

specific vocabulary removed.080

Our contributions can be summarized as follows:081

082
• We analyze the transformer-based model’s083

(BERT) behavior using partial linguistic in-084

formation as input, focusing on the discourse085

relation recognition task, which has gained086

little attention in this context.087

• Specifically, we focus on the disambiguation088

of polysemous discourse connectives that can089

signal CONCESSION, formulating hypotheses090

based on linguistic research and testing them091

on an underexplored Japanese dataset.092

• Our experiments show that BERT can still093

perform the task to some extent, even only094

with partial information.095

2 Backgrounds096

The difference in the roles of discourse expressions097

has been discussed as an important topic in seman-098

tics and pragmatics. For example, in examples such099

as (3) and (4), while (“ながら”, nagara) is used100

as a discourse connective in both cases. However,101

in (3), the discourse connective merely indicates102

that Arg1 is an event simultaneous with Arg2,103

contributing only semantically to the proposition104

expressed by the entire sentence. In contrast, in (4),105

as discussed in the previous section, an inferential106

relation such as denial of expectations is encoded,107

and this connective plays a role in guiding the108

listener’s inference toward the speaker’s intended109

pragmatic interpretation. Building on this kind110

of distinction made by Blakemore (1987), Wilson111

and Sperber (1993) referred to the former as112

conceptually encoded and the latter as procedurally113

encoded. Such differences in the roles of discourse114

expressions continue to be actively discussed to115

this day (Iten, 2005).116

When a single linguistic expression (discourse117

marker) has two significantly different uses such118

as these, what linguistic features are useful for dis-119

ambiguation? This type of question—namely, the120

method of polysemous discourse disambiguation—121

has been actively discussed in the fields of theoreti-122

cal linguistics and computational linguistics. For123

example, Pitler and Nenkova (2009) demonstrated124

that syntactic information is to some extent useful125

for such disambiguation, and Knaebel and Stede126

(2020) showed that using contextualized embed- 127

dings from BERT is effective. However, especially 128

since the advent of neural networks, to the best 129

of our knowledge, there has been no exploratory 130

study that investigates which linguistic features 131

(e.g., lexical semantics, specific POS and word 132

order, etc.) are important by ablating various 133

components. In studies of this kind, connectives 134

that can express CONCESSION are often treated 135

as representative examples (Zufferey and Degand, 136

2024). Our study, which conducts an analysis 137

focusing on such discourse connectives in Japanese, 138

is within the context of that line of inquiry. 139

Investigating which linguistic features are nec- 140

essary for polysemous discourse disambiguation 141

is important across various domains. For example, 142

in psycholinguistics and theoretical linguistics, 143

identifying the cues that can be used to distinguish 144

such roles is useful for constructing cognitive 145

models of language comprehension and production. 146

In engineering fields such as natural language 147

processing, clarifying the features that enable 148

such distinctions can be beneficial for improving 149

applications like translation and support for foreign 150

language learning. 151

3 Experimental Setup 152

3.1 Task Definition 153

Our task is a multi-class classification task, aiming 154

to determine the correct discourse relation label 155

L ∈ l1, . . . , ln for a given sequence of input tokens 156

S = {w1, . . . , wd}. Here, wi represents the i-th 157

token in the sequence, d denotes the length of the 158

token sequence, lj (1 ≤ j ≤ n) refers to the 159

discourse relation label, and n indicates the number 160

of all discourse relation labels in the dataset. 161

3.2 Dataset 162

The dataset used in this study is the Japanese 163

discourse relation dataset introduced in Kubota 164

et al. (2024). This dataset contains annotations 165

of discourse relations for sentences connected 166

by the connectives “ながら (nagara),” “つつ 167

(tsutsu),” and “ところで (tokorode)”. As Section 1 168

mentions, these connectives can indicate both 169

concessive and non-concessive discourse relations. 170

Therefore, merely observing discourse markers 171

is insufficient to identify discourse relations in 172

this dataset. The sentences in the dataset were 173

extracted under specific syntactic conditions from 174

the Kainoki Treebank (Kainoki, 2022). 175
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There are five discourse relation labels in total:176

CONCESSION, SYNCHRONOUS, TIME, LOCATION,177

and OTHERS. See Kubota et al. (2024) for details178

on each label. The dataset was split into training,179

validation, and test sets in an 8:1:1 ratio. Table 1180

and 2 shows the statistics.181

3.3 Experimental settings182

We conducted perturbation experiments to inves-183

tigate how partial linguistic information, such as184

word order and specific lexical items, affects model185

performance in our discourse connective disam-186

biguation task. We fine-tuned the Japanese BERT187

model1 using the different manipulation settings188

below (see also Table 3) to observe the performance189

under each constraint in the task. The detailed190

settings for training and related configurations191

are provided in Appendix (.1). The following192

paragraphs show the motivation or hypotheses for193

each experimental setting.194

Original sentence (baseline) Complete sen-195

tences are the inputs to the model in this setting.196

This setting is the same as the standard fine-tuning197

of BERT. This setup measures BERT’s perfor-198

mance on our discourse connective disambiguation199

task as a baseline without any constraints, serving200

as the baseline for comparison with the constraints201

in the following settings.202

Word-order ablation In this setting, the input203

consists of the lemmas of all words in the sentence,204

shuffled randomly. This setup is designed to verify205

whether the model can accurately disambiguate dis-206

course connectives using only lexical information207

without the word order of the sentence.208

Argument ablation In these settings, we ablated209

the part before the discourse connective (Arg1)210

or the part after it (Arg2) from the input text.211

This setup consists of two sub-settings: Arg1-212

ablation and Arg2-ablation. Since these settings are213

equivalent to removing one of two arguments that214

define discourse relation, we expected a significant215

performance drop from the baseline. Note that in216

these setups, discourse markers (connectives that217

signal discourse relations), such as “も (mo)” and218

“ながら (nagara)”, are also ablated.219

1As the Japanese BERT model, we used tohoku-
nlp/bert-base-japanese-v3 (111M parameters), available on
Hugging Face (https://huggingface.co/tohoku-nlp/
bert-base-japanese-v3).

Lexical ablation We ablated words classified 220

into specific parts of speech, categories, and func- 221

tions in these settings. This setting consists of the 222

following five sub-settings: Connective ablation, 223

Function-words ablation, Content-words ablation, 224

Mo ablation, and Negation ablation. 225

Connective ablation is a setting in which we 226

ablate discourse connectives (e.g., “つつ (tsutsu),” 227

“ながら (nagara),” “ところで (tokorode)”) from 228

the sentences. This setting transforms our discourse 229

relation recognition (DRR) task from Explicit DRR 230

(EDRR) to Implicit DRR (IDRR). Since IDRR is 231

more challenging than EDRR (Cai et al., 2024), 232

we expected a performance drop from the baseline 233

under this setting. 234

The Content-words/function-words ablation set- 235

tings ablate all content words or function words 236

from a sentence, respectively. We defined content- 237

words as noun, verbs, adjectives, and adverbs, and 238

function-words as all words other than content- 239

words2. We designed these settings based on previ- 240

ous research that identifies "semantic opposition" 241

between Arg1 and Arg2 as one type of concessive 242

discourse relation, which arises from the presence 243

of antonymous lexical items (Lakoff, 1971; Izutsu, 244

2008). Since many antonymous lexical items 245

(e.g., tall vs. short) are often content words, the 246

hypothesis underlying this setting is that ablating 247

content words will lead to a more significant per- 248

formance drop in recognizing concessive relations 249

than ablating function words. 250

The Mo ablation setting removes the particle “も 251

(mo)” when it is attached to “ながら (nagara)” or 252

“つつ (tsutsu)”. In the Japanese language, when the 253

“も (mo)” particle follows “ながら (nagara)” or 254

“つつ (tsutsu),” the discourse relation can always 255

be classified as Concession (Kubota et al., 2024). 256

Based on this, “も (mo)” in this context is consid- 257

ered an important local lexical cue for recognizing 258

CONCESSION. We conducted the experiment in 259

this setting under the hypothesis that ablating this 260

“も (mo)” would decrease performance. 261

The negation ablation setting removes various 262

negation expressions in Japanese from sentences. 263

The target expressions for removal include “ない 264

(nai),” “なし (nashi),” “非 (hi),” “不 (hu),” “無 265

(mu),” “未 (mi),” “反 (han),” and “異 (i).” Corpus 266

2In this study, we used MeCab (https://taku910.
github.io/mecab/) (Kudo et al., 2004) as the morphological
analyzer in the BERT tokenizer and UniDic (https://clrd.
ninjal.ac.jp/unidic/) (Den et al., 2008) as the dictionary.
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Table 1: Data split statistics. We split the entire dataset into train, test, and validation sets in a ratio of 8:1:1. The
data we used is label-imbalanced, with relatively few instances of labels other than SYNCHRONOUS.

SYNCHRONOUS CONCESSION TIME LOCATION OTHERS total
Train 1002 218 8 42 65 1336
Valid 120 32 4 3 8 167
Test 111 41 2 4 10 168
Total 1233 291 14 49 83 1670

Table 2: Data statistics for each connective. All three are
polysemous connectives that can convey CONCESSION;
however, the discourse relations they signal other than
CONCESSION differ for each.

Connective Discourse Relation Counts
nagara CONCESSION 213

SYNCHRONOUS 1,047
OTHERS 65

tsutsu CONCESSION 51
SYNCHRONOUS 186

tokorode CONCESSION 27
TIME 14
LOCATION 49
OTHERS 18

linguistics research has confirmed that negation267

appears with statistically significant frequency in268

concessive sentences (Torabi Asr and Demberg,269

2015; Crible, 2021). From this observation, we270

hypothesized that ablating negation as a local271

lexical cue will decrease performance scores. This272

setting is intended to test this hypothesis.273

Semantic ablation In these settings, we replaced274

words classified into specific POS with nonsensical275

imaginary words. This setting consists of three276

sub-settings: Content-words semantic ablation,277

Function-words semantic ablation, and All-words278

semantic ablation. Table 5 in the appendix shows279

the correspondence between each word’s POS and280

its substitute imaginary words. We implemented281

these settings to ablate the target words’ lexical282

semantics while holding the sentences’ syntactic283

structure to a certain extent.284

Content/function-words semantic ablation are285

settings where all content/function words in a286

sentence are replaced with nonsense words. The287

paragraph on Lexical ablation provides the defi-288

nitions of content and function words. All-words289

semantic ablation is a setting where we replace all290

words in a sentence with nonsense words.291

4 Results and Analyses 292

4.1 Results 293

The results of fine-tuning BERT under each exper- 294

imental setting are shown in Figure 1. Inference 295

on the test set was performed 10 times for each 296

setting using the fine-tuned BERT model, and we 297

report the mean F1 Score along with the 95% 298

confidence interval. Also, one of this study’s 299

research questions was whether the model can dis- 300

ambiguate discourse connectives using only partial 301

linguistic information 3. To answer this, figure 1b 302

presents the F1 score for CONCESSION label of the 303

fine-tuned BERT model after fine-tuning. 304

Note that the number of manipulated words 305

significantly varies across experimental settings 306

(see Table 6 in Appendix for the exact count). To 307

account for this variation in analysis, we computed 308

the performance (F1 score for CONCESSION) drop 309

per manipulated word. The results are presented 310

in Figure 2 as a bar graph, with the y-axis set to 311

a logarithmic scale. For each experimental setting 312

e ∈ E (where E is the set of all experimental 313

settings), let se denote the CONCESSION-only F1 314

score for that setting and ce denote the number 315

of manipulated words in that setting. We then 316

calculated the performance drop per manipulated 317

word as soriginal−se
ce

where soriginal is the score of 318

the original (baseline) setting. 319

4.2 Interpreting results for each setting 320

Original sentence (baseline) Firstly, an exami- 321

nation of the scores achieved by the baseline model 322

reveals that the BERT model can disambiguate 323

discourse connectives when the inputs are complete 324

sentences. This model exhibits significantly higher 325

scores than the chance rates for both all discourse 326

relation labels (0.2354) and the CONCESSION label 327

alone (0.3077). Kubota et al. (2024) reported that 328

the kappa-values for the annotation were 0.72, 0.46, 329

and 0.75 for “ながら (nagara),” “つつ (tsutsu),” 330

3Additionally, we show macro F1 scores per connectives
in Table 7 in Appendix.
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Table 3: Examples of manipulations in experimental settings. In each experimental setting, words with strikethrough
were deleted, while words highlighted in magenta were replaced with nonsense words.

Category Type Example

Original ■ Original [Arg1さびしいと思い]ながら[Arg2も、それを口にしなかった]
(While [Arg1I felt lonely], [Arg2I did not say it].)

Word-order ablation —
たないながらに。 それするをも口さびしい思うと、

(not did while . it , say I lonely felt I)

Argument ablation

■ Arg1-ablation [Arg1さびしいと思い]ながら [Arg2も、それを口にしなかった。]
(While [Arg1I felt lonely], [Arg2, I did not say it.])

■ Arg2-ablation [Arg1さびしいと思い]ながら [Arg2も、それを口にしなかった]
(While [Arg1I felt lonely], [Arg2, I did not say it.])

Lexical ablation

■ Connective ablation [Arg1さびしいと思い]ながら [Arg2も、それを口にしなかった。]
(While [Arg1I felt lonely, ] [Arg2I did not say it.])

■ Content-words ablation [Arg1さびしいと思い]ながら[Arg2も、それを口にしなかった。]
(While [Arg1I felt lonely] [Arg2, I did not say it.])

■ Function-words ablation [Arg1さびしいと思い]ながら [Arg2も、それを口にしなかった。]
(While [Arg1I felt lonely][Arg2, I did not say it.])

■ Mo ablation [Arg1さびしいと思い]ながら[Arg2も、それを口にしなかった]
(While [Arg1I felt lonely], [Arg2I did not say it].)

■ Negation ablation [Arg1さびしいと思い]ながら[Arg2、それを口にしなかった]
(While [Arg1I felt lonely], [Arg2I did not say it].)

Semantic ablation
■ Content-words semantic ablation [Arg1もさらいとたゆねる]ながら[Arg2も、彼女をミョガパスにたゆねるなかった。]

■ Function-words semantic ablation [Arg1さびしいがが思い]でありく[Arg2が。彼女が口がししだだ。]

■ All-words semantic ablation [Arg1もさらいがたゆねるが]でありく[Arg2が。彼女がミョガパスがたゆねるだだ。]

(a) Macro-F1 score for all labels. (b) F1 score for CONCESSION label.

Figure 1: F1-scores on the test set after fine-tuning BERT on each input format. Each bar represents the mean score
on the test set across 10 fine-tuning iterations, and the error bars indicate the 95% confidence interval.

and “ところで (tokorode)”, respectively. This indi-331

cates that the task is inherently complicated, often332

with no definitive answer. Given this difficulty, the333

BERT model can be said to be able to solve it when334

given original sentences as inputs.335

Word-order ablation In this setting, a relatively336

large performance drop was observed compared337

to the baseline; however, the decline was not338

catastrophic enough to reach the chance rate. This339

suggests that even when syntactic and word order340

information is removed and the disambiguation341

task is performed solely based on the lexical342

information, a certain level of performance can343

still be achieved. Additionally, when comparing344

the scores across all labels with those specific to 345

CONCESSION, the latter exhibited a smaller decline 346

in performance. The performance degradation per 347

manipulated word for the CONCESSION label is 348

also relatively small. This suggests that even when 349

the syntactic structure is disrupted, the model can 350

still make somewhat correct judgments by using 351

lexical semantics as a cue. 352

Argument ablation In this setting, we observed 353

a performance drop from the baseline, but the 354

extent of the decline was relatively small. Addi- 355

tionally, the ablation of Arg1 had a more negative 356

impact on performance than the ablation of Arg2. 357

The performance degradations per manipulated 358
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Figure 2: The performance degradation per manipulated
word in each experimental setting. It means the decrease
in F1 score for the CONCESSION label from the baseline,
divided by the number of words manipulated in each
setting. The Y-axis is on a logarithmic scale.

word were also relatively small for both Arg1 and359

Arg2. This result suggests that even when one of360

the two arguments constituting discourse relations361

is removed, BERT can still perform the discourse362

connective disambiguation task to a certain extent.363

Given that discourse relations are defined between364

two textual arguments (Arg1 and Arg2), it may be365

counter-intuitive that the model can perform well366

in our disambiguation task even when one of the367

two elements that define the relation is excluded.368

Lexical ablation First, in the Connective abla-369

tion setting, moderate performance declines from370

the baseline were observed. This result indicates371

that transforming an Explicit Discourse Relation372

Recognition (EDRR) task into an Implicit Dis-373

course Relation Recognition (IDRR) task increases374

its difficulty even for polysemous connectives.375

Focusing on the CONCESSION label, the drop376

was relatively small. This is a natural outcome,377

considering that all the connectives targeted in our378

experiment can serve as markers for CONCESSION.379

The performance degradation per manipulated380

word was the second largest, suggesting that the381

type of connective functions as a local lexical cue382

for the model’s recognition of CONCESSION.383

Next, in the Content/function-words ablation384

setting, ablating function words caused a greater385

performance drop than ablating content words. We386

consider this to be an interesting result as it contra-387

dicts our initial experimental hypothesis. A similar388

trend was observed in the performance degradation389

per manipulated word, indicating that the omission390

of function words has a more significant negative391

impact on the model’s judgment than the omission392

of content words. 393

Next, a performance drop was observed in 394

the Mo ablation setting, although its extent was 395

relatively small. However, it is important to note 396

that this setting manipulates only a tiny number 397

of words. Consequently, the performance drop 398

per manipulated word was the largest among all 399

experimental settings. Therefore, our experimental 400

hypothesis— that “も (mo) ” (when attached to 401

discourse markers) serves as an important local 402

lexical cue for recognizing CONCESSION— is 403

primarily supported by the results. 404

In the negation ablation setting, the performance 405

drop was minimal, and the performance drop per 406

manipulated word was also not substantial. This 407

result contradicts our hypothesis, based on previous 408

research, that negation functions as an important 409

local lexical cue for identifying CONCESSION. 410

Semantic ablation First, in the content/function- 411

words semantic ablation experiment, a certain 412

degree of performance degradation was observed 413

for both content and function words compared 414

to the baseline. When comparing this with the 415

Content/function-words ablation experiment, the 416

performance degradation for content words was 417

smaller in the semantic ablation settings when 418

considering scores for all labels. However, when 419

focusing only on the CONCESSION label, the 420

degradation was smaller in the lexical ablation 421

settings. For function words, the semantic ablation 422

settings exhibited a smaller degradation across 423

both scoring metrics. We observed a similar 424

trend when analyzing the degree of performance 425

degradation per manipulated word. Since we 426

designed these experiments to eliminate lexical 427

semantics while preserving the syntactic structure 428

of sentences as much as possible, we expected 429

the performance degradation to be smaller than 430

experiments within the lexical ablation settings. 431

The results for both function and content words 432

in the all-label score align with this expectation, 433

suggesting that BERT utilizes syntactic structure 434

to some extent for discourse relation recognition, 435

even in the absence of lexical semantics. However, 436

the fact that an unexpected result emerged in 437

the CONCESSION-only score for content words is 438

particularly intriguing. 439

Next, in the All-words semantic ablation setting, 440

the model achieved scores that were either close 441

to or even lower than the chance rate for both 442

all-label scores and the CONCESSION-only scores. 443

6



Table 4: The correctness of the model’s outputs for
each experimental setting under each selected instance.
✓ indicates that the model’s classification was correct,
while × indicates that the classification was incorrect.

(5) (6) (7)
■ Original ✓ ✓ ✓
■ Shuffled ✓ ✓ ✓
■ Arg1 ablation ✓ ✓ ✓
■ Arg2 ablation ✓ ✓ ✓
■ Connective ablation ✓ × ✓
■ Content-words ablation ✓ ✓ ×
■ Function-words ablation × ✓ ✓
■ Mo ablation × ✓ ✓
■ Negation ablation ✓ × ✓
■ Content-words semantic ablation ✓ ✓ ×
■ Function-words semantic ablation ✓ ✓ ✓
■ All-words semantic ablation × ✓ ×

This result suggests that the model is unlikely to444

effectively utilize the minimal remaining syntac-445

tic (part-of-speech) information in the sentences.446

However, since this operation does not necessarily447

guarantee a complete extraction of syntactic infor-448

mation, a more refined experimental design would449

be required to draw a definitive conclusion.450

4.3 Error Analysis451

We conduct an error analysis on several character-452

istic cases to gain a concrete understanding of the453

model’s judgment. Table 4 shows the correctness454

of the model’s outputs under each experimental455

setting for the three cases below.456

The first case is an example where the model457

appears to classify CONCESSION by using “も (mo)”458

as a local lexical cue.459

(5) [Arg1気がつくと、 がれきに囲ま460

れ]ながら[Arg2も息ができる状態でし461

た。] (CONCESSION)462

I found myself able to breathe while being463

surrounded by rubble.464

In this example, even when “も (mo) ” is removed,465

the model should still be able to correctly recognize466

CONCESSION if it understands the semantic content467

of the sentence.4 However, the model fails to468

make the correct classification when “も (mo)” is469

excluded from the input.470

The second case is an example where the model471

fails to correctly classify CONCESSION under the472

negation ablation setting.473

4It is somewhat acceptable to interpret this case as a
denial of an expectation, such as “If one were surrounded by
rubble, they would normally be unable to breathe.” Moreover,
interpreting it as SYNCHRONOUS would not be natural.

(6) [Arg1この問題をいまさら議論し 474

た]ところで[Arg2無意味でしょう。 ] 475

(CONCESSION) 476

Even if we discuss this issue at this point, 477

it would not be meaningful. 478

In this setting, the character “無 (mu)” in “無意 479

味 (muimi: meaningless)” in Arg2 was excluded. 480

When this character is removed, the denial of 481

expectation—where the expectation could be like 482

“engaging in a discussion is usually meaningful”— 483

no longer holds. We are inferring that the model 484

failed in classification due to this factor. 485

In the third example, from a lexical semantics 486

perspective, the polarity shift between the positive 487

connotation of “学がある (being knowledgeable)” 488

and the negative connotation of “翻弄される 489

(been tossed around)” serves as a key clue for 490

identifying CONCESSION. 491

(7) [Arg1学があり]ながら[Arg2運命の手に 492

翻弄されてきた男、という印象を全 493

体から感じる。] (CONCESSION) 494

The overall impression is of a man who, 495

despite being knowledgeable, has been 496

tossed around by the hands of fate. 497

We assume that the intervention on content words 498

likely resulted in the loss of this information, 499

leading to the model’s misclassification. 500

5 Discussion 501

What does BERT need to recognize CON- 502

CESSION? Previous studies have pointed out 503

that antonymous lexical items and negation are 504

important in the identification of CONCESSION 505

concerning denial of expectation (Lakoff, 1971; 506

Izutsu, 2008; Crible, 2021). While this partially 507

aligns with our findings, our experiments on 508

Lexical ablation and Semantic ablation suggest 509

that complete disambiguation is not necessarily 510

impossible without these elements. Furthermore, 511

from the perspective of denial of expectation, it 512

may seem possible to hypothesize that the removal 513

of Arg1/Arg2 would have a fatal impact. However, 514

our results do not support such a conclusion, and it 515

is possible that statistical machine learning models 516

like BERT can distinguish CONCESSION to some 517

extent using only surface-level information. 518

Additionally, previous studies have reported 519

that word order and lexical semantics are often 520

redundant (Papadimitriou et al., 2022; Sinha et al., 521

2021a; Clouatre et al., 2022), but our results do 522

not lead to such a conclusion. In our experiments, 523
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the loss of either one resulted in a certain degree524

of performance degradation. However, a previous525

study also reported that linguistic information’s526

importance varies depending on the task (Zhao527

et al., 2024). Therefore, determining to what extent528

we generalize our experimental results to tasks529

beyond the recognition of CONCESSION requires530

further research.531

6 Related Works532

6.1 Discourse Relation Recognition533

Discourse relation recognition (DRR) is an NLP534

task that aims to determine the semantic relation535

between two textual arguments (Xiang and Wang,536

2022; Kishimoto et al., 2020). The Penn Discourse537

Treebank (PDTB) is widely used as a dataset538

annotated with discourse relations (Prasad et al.,539

2008).540

In PDTB, Prasad et al. (2008) categorized541

discourse relations as explicit or implicit. When542

a connective conveys a relation, it is Explicit543

Discourse Relation Recognition (EDRR); other-544

wise, it is Implicit Discourse Relation Recogni-545

tion (IDRR) (Wang, Chenxu and Jian, Ping and546

Wang, Hai, 2023). Among these two, IDRR547

(Implicit Discourse Relation Recognition) has548

attracted attention because it is expected to be549

widely applicable to downstream tasks in NLP,550

such as text generation and summarization (Wang,551

Chenxu and Jian, Ping and Wang, Hai, 2023), yet552

remains challenging even with transformer-based553

pre-trained models (Cai et al., 2024).554

6.2 Partial Linguistic Information for NLU555

Various studies have analyzed the importance (or556

lack thereof) of different types of information in557

NLU tasks by observing model performance under558

different manipulations and ablations applied to559

the original input. One particularly notable type of560

partial information is word order. Papadimitriou561

et al. (2022); Sinha et al. (2021a); Clouatre et al.562

(2022) argue that word order is often redundant563

with lexical information, and knowing the set of564

words in a sentence is often sufficient for NLU565

tasks. Their findings show that fine-tuning models566

on shuffled word order does not significantly567

degrade performance.568

Research on partial information in model judg-569

ments has been active in the Natural Language570

Inference (NLI) task, which judges whether a571

premise entails, contradicts, or is neutral to a572

hypothesis. Many NLI datasets contain annotation 573

artifacts, allowing models to perform well without 574

truly learning sentence relationships (Poliak et al., 575

2018; Gururangan et al., 2018; Tsuchiya, 2018). 576

Studies also show Transformer models achieve 577

high accuracy on permuted NLI examples, which 578

means they are insensitive to word order (Sinha 579

et al., 2021b; Gupta et al., 2021). Conversely, Et- 580

tinger (2020) noted BERT’s performance degrades 581

for some, but not all, word order perturbations. 582

In NLI, high accuracy with shuffled or partial 583

input often indicates model or dataset biases, high- 584

lighting limitations in generalization. In contrast, 585

in DRR and disambiguation, local lexical clues can 586

serve as genuine linguistic signals. Compared to 587

NLI, fewer studies have explored partial or shuffled 588

input in DRR. Some works (Sileo et al., 2019; 589

Kim et al., 2020) show that simple lexical cues 590

can often detect discourse relations, even implicit 591

ones, without syntactic or semantic analysis. 592

Our study aims to contribute further to this 593

line of work by focusing on a specific linguistic 594

phenomenon and a non-English language and in- 595

vestigating how well partial linguistic information 596

can help disambiguate discourse connectives. 597

7 Conclusion 598

In this study, we demonstrated that BERT can 599

perform discourse connective disambiguation with 600

a certain level of accuracy using only partial lin- 601

guistic information in complex discourse relations. 602

Specifically, we focus on Japanese polysemous 603

connectives that are sometimes but not always 604

interpreted as CONCESSION. We fine-tuned BERT 605

using inputs in which word order, arguments, 606

specific words, or their lexical semantics were 607

ablated from the original sentences and observed 608

the model’s performance. By calculating the 609

performance drop per manipulated word for each 610

experiment, we analyzed which linguistic elements 611

significantly impact the model’s performance in 612

this task. The results showed that the model mainly 613

exhibited a certain level of performance in complex 614

discourse connective disambiguation even without 615

observing complete sentences, relying only on 616

partial information. We hope this study contributes 617

to advancing empirical approaches from NLP and 618

computational linguistics toward understanding 619

language and the nature of linguistic phenomena. 620
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Limitations621

Since this study is linguistically motivated and622

aims to provide a detailed analysis and insights623

into specific linguistic phenomena, the size of the624

dataset used in the experiments is limited. As625

described in Sec. 2, the experiments and analyses626

in this study focused on discourse connectives627

capable of conveying CONCESSION; however, by628

conducting similar evaluations over a broader629

range of discourse relations, new findings can be630

expected. Additionally, we used BERT as a repre-631

sentative transformer-based model, but conducting632

experiments with decoder-only models such as633

GPT would also be beneficial for further extended634

investigations. In our experimental methodology,635

if encoder-only models and decoder-only models636

exhibit different behaviors, exploring those dif-637

ferences would also be beneficial from a model-638

analysis perspective. To ascertain whether the im-639

plications of this study can be generalized, it would640

be beneficial to conduct broader experimentation.641

Not only expanding the experiments, but also642

employing different analytical methods would be643

effective. This time, we examined the importance644

of various linguistic features by applying pertur-645

bations to the model inputs; however, employing646

representative analytical techniques in machine647

learning, such as LIME (Ribeiro et al., 2016) and648

SHAP (Lundberg and Lee, 2017), also represents a649

promising direction for enhancing the robustness650

of our analysis.651

Besides, this study is conducted with a corpus in652

the Japanese language. As mentioned above, it is653

a promising direction for future research to verify654

whether the findings of this study are applicable to655

other languages.656
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Our research does not involve manual experiments658

and is unlikely to lead to harmful applications.659

However, we must exercise utmost caution, as our660
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toward those languages and cultures, further disad-663

vantaging them.664
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Appendix864

.1 Configurations of Training865

In fine-tuning, we used AdamW (Loshchilov and866

Hutter, 2019) as the optimizer and the scheduler867

created by get_linear_schedule_with_warmup868

from the Hugging Face Transformers library5,869

which are the default settings of the Trainer class.870

For training, we used an early stopping setting871

where training was terminated if no increase in872

the F1-score on the validation set was observed for873

three consecutive epochs. The maximum number874

of epochs was set to 30.875

.2 Detailed Experimental Settings, Statistics,876

and Results877

Table 5: The substitute imaginary words for each POS in
lexical replacement. For pronouns, prenoun-adjectival,
and other POS that belong to highly limited grammatical
categories, actual existing words are used.

Part of Speech Substitute Word
Noun ミョガパス

Pronoun 彼女

Adjectival-noun さもらか

Prenoun-adjectival この

Adverb もさらく

Conjunction でありく

Interjection わあ

Verb たゆねる

Adjective もさらい

Auxiliary-verb だ

Particle が

Prefix ふら

Suffix ぼね
Auxiliary-symbol -

5https://huggingface.co/docs/transformers/
v4.42.0/en/main_classes/optimizer_schedules#
transformers.get_linear_schedule_with_warmup

Table 6: The number of manipulated words in each
experimental setting.

Experimental setting Count
Shuffled 6,931
Arg1 ablation 3,408
Arg2 ablation 3,548
Connective ablation 179
Content-words ablation 3,070
Function-words ablation 3,861
Mo ablation 8
Negation ablation 35
Content-words semantic ablation 3,070
Function-words semantic ablation 3,861
All-words semantic ablation 6,931
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Table 7: The macro-F1 scores for each connective

つつ (tsutsu) ところで (tokorode) ながら (nagara)
Original (baseline) 0.736 0.604 0.789
Shuffled 0.629 0.249 0.499
Arg1-ablation 0.736 0.660 0.620
Arg2-ablation 0.705 0.706 0.523
Connective ablation 0.478 0.518 0.459
Content-words ablation 0.661 0.243 0.559
Function-words ablation 0.452 0.535 0.355
Mo ablation 0.705 0.814 0.695
Negation ablation 0.736 0.482 0.777
Content-words semantic ablation 0.736 0.417 0.741
Function-words semantic ablation 0.625 0.408 0.530
All-words semantic ablation 0.705 0.067 0.372
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