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Abstract

Recent advances in text-to-speech synthesis have achieved notable success in gener-
ating high-quality short utterances for individual speakers. However, these systems
still face challenges when extending their capabilities to long, multi-speaker, and
spontaneous dialogues, typical of real-world scenarios such as podcasts. These lim-
itations arise from two primary challenges: 1) long speech: podcasts typically span
several minutes, exceeding the upper limit of most existing work; 2) spontaneity:
podcasts are marked by their spontaneous, oral nature, which sharply contrasts with
formal, written contexts; existing works often fall short in capturing this spontaneity.
In this paper, we propose MoonCast, a solution for high-quality zero-shot podcast
generation, aiming to synthesize spontaneous podcast-style speech from text-only
sources (e.g., stories, technical reports, news in TXT, PDF, or Web URL formats)
using the voices of unseen speakers. To enable long audio generation, we employ
a language model with parameter, data, and context scaling to process sequences
in an innovative format designed for modeling entire multi-speaker, multi-turn
speech interactions. To enhance spontaneity, we observe that ASR transcripts
capture spontaneous speech details (e.g., filler words indicating hesitations, and
specific punctuation and spaces reflecting breathing pauses), suggesting that these
transcripts can serve as a partial indicator of speech spontaneity. Building upon this
assumption, we utilize a script generation module to generate scripts incorporating
these spontaneous elements. Experiments show MoonCast outperforms baselines,
with notable improvements in contextual coherence and spontaneity.

1 Introduction

Recently, significant advancements in large language models (LLMs) and speech codec technologies
have substantially enhanced the performance of text-to-speech (TTS) synthesis, improving its natu-
ralness, expressiveness, and tonal richness. These advancements have led to widespread adoption
in industries such as customer service and short video production. As TTS technology continues
to evolve, there is a growing demand for generating long-duration podcast content from text-only
sources, such as news and technical reports. Podcast speech requires not only extended audio lengths
but also highly spontaneous expressions, often involving multiple speakers and dynamic interaction.

The limitations of previous efforts in generating high-quality podcasts stem from two key challenges.
First, long-context audio modeling presents challenges. Podcasts typically span over several minutes,
featuring numerous utterances from multiple speakers. This requires the system to generate not only
realistic individual speech but also smooth transitions between utterances. Furthermore, high-quality
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podcast generation must account for the contextual coherence of each speaker, encompassing aspects
such as prosody and timbre. Second, podcasts are highly spontaneous, typified by the fluid and
casual flow of human conversation. They often contain human-like details, including filler words
such as "um", occasional hesitations, and minor mistakes. In the multiple-speaker scenario, the
system must also account for the interactions between speakers. However, the TTS community has
largely focused on improving short individual utterance generation, with limited efforts exploring
long-context, spontaneous scenarios. Specifically, academic research has primarily focused on short
conversational speech [Nguyen et al., 2023} [Mitsui et al., 2023], but these efforts often face difficulties
when applied to longer, more complex podcast scenarios, particularly in capturing spontaneity and
naturalness within inter-sentence interactions. Recently, industrial solutions like NotebookLM'| have
emerged to facilitate podcast creation from various knowledge sources. However, these solutions
often lack transparency in their technical details, limiting their adaptability.

To overcome these limitations, we propose a high-quality podcast generation system MoonCast.
On one hand, to improve contextual coherence, we enable the holistic, zero-shot generation of
multi-speaker, multi-turn conversations, supported by an innovative sequence format. To manage
such extensive context, we adopt a language model-based speech modeling approach, scaled with
approximately 500k hours of training data, 2.5B parameters, and a 40K token context length. In
addition, we employ a chunk-wise autoregressive speech detokenizer for effective inference in the
long-context scenario.

On other hand, to improve spontaneity, we build upon a novel observation: certain spontaneous
speech details are often reflected within their corresponding automatic speech recognition (ASR)
transcripts, such as hesitations linked to filler words, breathing pauses marked by specific punctuation
or spaces, and non-verbal sounds identified as onomatopoeic words. This observation prompts our
novel assumption: ASR transcripts can act as a partial proxy for speech spontaneity. We further
validate this assumption through an experiment designed to identify the impact of varying script
spontaneity on a fixed text-to-speech model. The results show that the presence of spontaneous details
in the script significantly impacts the spontaneity of the generated speech. This validated assumption
informs our core design principle: train the model to generate spontaneous speech conditioned
on ASR transcripts, and during inference, use input text designed to emulate ASR transcript
characteristics to elicit spontaneous output. Accordingly, our audio modeling module is trained on
a large-scale dataset of spontaneous speech from diverse sources, with corresponding ASR transcripts
generated through a data preparation pipeline. A three-stage curriculum learning approach is also
employed to facilitate robust training on spontaneous speech data and progressively equip the model
with zero-shot, long-context, and spontaneous speech generation capabilities. Finally, in our script
generation module, we provide the LLM with demonstrations and detailed instructions to help it
emulate ASR transcript style and incorporate spontaneous elements into the scripts.

With this design, we can generate a spontaneous podcast of up to ten minutes from text-only input
sources in a comprehensive manner. The experimental results show that the proposed system consis-
tently outperforms the concatenate baselines in terms of intelligibility, coherence, and spontaneity for
multi-lingual podcast generation. Specifically, MoonCast achieves subjective evaluation improve-
ments of 0.39 in spontaneity, 0.28 in coherence, 0.05 in intelligibility, 0.13 in speech quality and 0.25
in speaker similarity for Chinese, and 0.68 in spontaneity, 0.62 in coherence, 0.15 in intelligibility
and 0.05 in speech quality for English podcast generation. We invite readers to listen to audio samples
athttps://mooncastdemo.github. io for a more intuitive experience.

We open-source MoonCast, including the prompt for script generation and the audio modeling
moduleﬂ for speech generation, to support future research.

2 Background

2.1 Zero-Shot TTS

Zero-shot text-to-Speech synthesis aims to synthesize speech that mimics the characteristics of a target
speaker using only a brief prompt speech, without requiring additional fine-tuning [Shen et al.| 2023
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Figure 1: The overall pipeline of the proposed system.
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Ju et al.| 2024} |Chen et al., [2024]]. Recent advancements in zero-shot TTS can be broadly categorized
into two types based on the representation: discrete code or continuous latent. For the code-based
method, VALL-E [Wang et al.,|2023|] utilizes neural codec language models and achieves high fidelity
in zero-shot TTS. Seed-TTS [Anastassiou et al., | 2024]] and CosyVoice [Du et al.,[2024alb|] leverage a
single semantic codebook to reduce the difficulty on discrete code generation. Also, discrete diffusion
can be leveraged to enable code generation in a non-autoregressive manner [Borsos et al., 2023,
Ju et al., [2024]. For the latent-based method, Naturalspeech 2 [Shen et al., 2023|| leverages latent
diffusion to predict the latent of a speech codec conditioned on a short prompt speech. VoiceBox [Le
et al.| |2024] utilizes flow matching to model Mel-spectrogram of a speech. In this paper, we adopt a
pipeline that combines both the code-based and latent-based methods. Rather than focusing on speech
that contains only a single speaker, we consider zero-shot two-speaker podcast speech generation.

2.2 Dialogue and Conversation Generation

Most works in zero-shot TTS focus on the speech synthesis of one speaker. However, many scenarios
such as dialogues, conversations, and podcasts require the TTS model to be able to synthesize speech
with multi-speaker at the same time. Generating spoken dialogues [Schuller et al., 2013] that include
natural turn-taking, laughter, and other paralinguistic cues [Zhang et al.| 2020, |Adiwardana et al.,
2020, [Lewis et al., [2020| Xu, [2021] is non-trivial. Recent work has explored various approaches to
address this challenge. DGSLM [Nguyen et al., |2023]] uses a dual-tower transformer architecture
to capture the turn-taking dynamics and non-verbal vocalizations in spoken dialogues, aiming to
generating naturalistic spoken dialogues. Built on the top of dGSLM, CHATS [Mitsui et al., [2023]]
makes the generated dialogues more interactive and fluid by incorporating backchannels, laughter, and
smooth turn-taking. To enable dialogue generation with diverse timbre, CoVoMix [Zhang et al., 2024]
proposes zero-shot dialogue generation to support zero-shot, multi-speaker, multi-round dialogue
speech generation. Thanks to the progress in large language model [|Achiam et al.,|2023| |Yang et al.,
2024]], we can generate speech dialogue with more spontaneous content [Lu et al.| 2025]]. Despite
these advancements, most prior works rely on datasets of approximately 2000 hours (such as the
Fisher dataset [Cieri, 2004]) and are limited to generating dialogues of less than 90 seconds. These
limitations stem from the challenges in maintaining coherence and naturalness over longer contexts.
In this paper, we address these limitations by proposing a long-context text-to-semantic autoregressive
architecture to model the inter-sentence prosody, speaker change, and paragraph-level spontaneity.

2.3 Spontaneous TTS

Spontaneous TTS refers to the synthesis of speech that mimics natural, conversational speaking
styles, as opposed to more formal or read speech. It aims to generate speech with characteristics
such as filler words (e.g., “um” and “uh”), diverse rhythms, and natural prosody variations [Yan
et al.,|2021} L1 et al., [2024bf]. SponTTS [Li et al.| 2024a] proposes a neural bottleneck to help TTS
model better model and transfer spontaneous style. Other works [Li et al., [2024b] utilizes LLM
to systematically categorize the spontaneous behaviors and then uniformly model these behaviors
in TTS model. BaseTTS [Lajszczak et al., |2024] finds out that the spontaneity can come from
emergence. Once the TTS model has been trained on a large number of speech data [Anastassiou
et al.| 2024], it can acquire emergent abilities, such as expressing emotions. Along this direction, in
our paper, we further find out that the spontaneity of the generated audio is significantly influenced
not only by text-to-speech modeling but also by the script text itself.



3 Method

3.1 Overall

In this section, we describe the method for podcast speech generation. Conceptually, a podcast
consists of multi-speaker, multi-turn spoken dialogues in a spontaneous manner. Unlike traditional
zero-shot speech synthesis methods that focus on a single speaker and fixed textual inputs, we divide
the podcast generation process into two stages: 1) spontaneous script generation, which converts
input knowledge sources into spontaneous text for podcast creation, and 2) spontaneous podcast
speech generation, which involves multiple speakers and turns following the generated script. In this
paper, we focus on generating two-speaker podcasts.

The overall system pipeline is illustrated in Figure [I] To generate a spontaneous podcast, we first
employ an LLM-powered podcast script generation module to produce podcast scripts from input
knowledge sources. Subsequently, we utilize a long context audio modeling module to generate
podcast speech according to the scripts, using unseen speakers’ voices. In specific, for the novel
task of podcast speech generation, we represent each audio frame as a single discrete semantic
audio code, thereby decomposing the task into text-to-semantic generation and semantic-to-audio
reconstruction sub-tasks, using the discrete semantic code sequence as the intermediate representation.
As shown in Figure[2] we use a speech semantic codec for speech tokenization, a text-to-semantic
model for semantic code modeling, a flow-matching based speech detokenizer for semantic-to-mel
reconstruction, and a pre-trained vocoder for mel-to-waveform reconstruction.

4 Method

4.1 Audio Modeling Module

4.1.1 Long-Context Two-Speaker Text-to-Semantic Model

The zero-shot two-speaker podcast generation task aims to synthesize each turn of the podcast using
the corresponding speaker’s voice, based on the provided reference speech from two speakers. A
significant challenge arises from the length of speech code sequences. For example, with a 50 Hz
single-layer speech codec (i.e., using a single code to represent a 20 ms speech frame), a common
codec setting, a 5-minute podcast corresponds to a sequence length of 15,000. Additionally, unlike
single-speaker zero-shot speech synthesis, this task must also ensure contextual coherence and smooth
transitions between individual speech segments.

We holistically model the multi-speaker, multi-turn podcast to ensure superior contextual coherence.
To effectively manage the extensive context, we utilize a language model-based speech modeling
approach. This model is scaled with approximately 500,000 hours of training data, 2.5 billion
parameters, and a 40,000-token context length. By inputting raw ASR transcripts as conditioning for
speech modeling, we facilitate the model’s ability to learn spontaneous patterns directly from their
natural occurrence within the conversational speech transcripts used for training.

Sequence Design. We design an innovative sequence format for the novel task of zero-shot podcast
generation, handling multi-speaker, multi-turn interactions while preserving the continuity of speech
as a coherent whole. To achieve this, we adopt a full-text-to-full-audio interleaving approach, rather
than interleaving on a per-turn basis. Specifically, as shown in Figure[2] we merge adjacent segments
from the same speaker to ensure alternating turns between speakers, and incorporate a special speaker
change token after prompts and each podcast turn. This token indicates the change of speaker,
thereby enhancing speaker robustness. Formally, we denote the prompt speech codes by 3¢ and
the corresponding text by #* for speaker S?, where i € {1, 2}. The podcast is represented as a list
[(spk;,t;,s;)] consisting of M dialogue turns, where spk;, ¢; and s; correspond to the speaker, the
script text and the speech for the turn j, where j € {1,..., M}. To construct the two-speaker data
sequence, we start from creating four sub-sequences by prepending the speaker identifier to each
prompt and podcast turn: prompt text 77 = {S*, ', S2 2}, prompt speech S¥ = {51, 52}, podcast
text 7 = {spki,t1,...,spknrs, tar}, and podcast speech S = {s1, ..., sy }. These sequences are
concatenated in the order {77, 7,87 S}. We use the language model to estimate the probability
p(S|TF,T,ST). During training, we compute the average cross-entropy loss for each turn, inclduing
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Figure 2: Overview of the audio modeling module. Speaker 1 is represented by blue, and speaker
2 by green. ‘SC’ denotes the speech Semantic Codec, and ‘FM’ denotes the Flow-Matching based
speech detokenizer.

both speech codes and the special speaker change token. During inference, the predicted speaker-
change token allows us to select the appropriate prompt speech for reconstructing the speech.

Curriculum Learning. Given the limited availability of high-quality long-form spontaneous speech
data, we employ the curriculum learning technique to progressively enhance the model’s capabilities
across three distinct stages, gradually increasing the complexity of the training data to optimize
learning efficiency. 1) In the first stage, we segment the entire audio from all data sources according
to the annotations. Each segment contains a single-turn utterance from only one speaker. Specifically,
we do not explicitly specify speech prompts, but instead implicitly assume that any prefix of the
sequence serves as the prompt for the remainder. We train the model on these individual segments to
initially develop its zero-shot TTS capability. 2) In the second stage, we begin modeling entire audio
sequences involving two speakers and multiple turns. Given that non-conversational scenarios, such
as audiobooks, typically involve less interaction between speakers and feature simpler text with fewer
spontaneous details, we start from these data sources, which are easier to learn from. Specifically,
we use the first turn from each speaker as the prompt and scale the context length to 40,000 tokens
(equivalent to 800 seconds in our setting) to accommodate long-context scenarios. This approach
aims to enhance the model’s consistency in speaker representation and robustness in long-context,
two-speaker scenarios. 3) In the final stage, we refine the model’s ability to generate spontaneous
speech using conversational data from sources such as podcasts, which feature two speakers and
multiple turns. These sources are characterized by dynamic, natural interactions between speakers
and the presence of spontaneous speech elements, essential for capturing the nuances of real-world
conversations. Similar to the second stage, we use the first turn from each speaker as the prompt
while maintaining the context length at 40,000 tokens to support long-context modeling. By exposing
the model to this type of data, we aim to improve its ability to generate spontaneous speech.

4.1.2 Chunk-wise Autoregressive Speech Detokenizer

To decode the generated speech codes and produce the final podcast, several naive approaches may
come to mind, each with its own limitations. One approach might involve reconstructing the entire
sequence at once. However, this method faces two major challenges. First, waiting for all tokens to be
generated can be prohibitively slow, especially for long speech segments typical in podcast scenarios.
Additionally, the large memory footprint required for processing such long sequences often exceeds
the available GPU memory. Another naive method is to split the speech into fixed-length segments,
reconstruct each segment individually, and then concatenate them. While this approach mitigates the
memory issue by reducing the sequence length, it introduces a new problem: discontinuities at the
boundaries between chunks. These discontinuities can lead to less fluent and consistent speech, as
each segment is generated independently without considering the context of adjacent segments.

To address these limitations, we propose a more efficient solution: a chunk-wise autoregressive
detokenizer. This method divides the speech tokens into small chunks (e.g., 3 seconds per chunk),



enabling more efficient processing of long speech segments. By processing the sequence in smaller,
manageable chunks, we significantly reduce computational overhead and memory requirements.
Additionally, we apply a chunk-wise causal mask, which allows each chunk to access the history of
previously generated speech chunks. This approach not only improves the fluency and consistency of
the generated speech but also ensures more stable boundaries between chunks, effectively addressing
the continuity issues that arise from direct chunking.

Flow Matching Model. Our detokenizer is based on a DiT [Peebles and Xie, [2023|] based flow-
matching model, which conditions on speech codes and generates the mel-spectrogram from random
Gaussian noise. Firstly, we take the chunk 7 and all previous chunks < ¢ where the chunk 7 is for
generation and chunks < 7 is the prompt for clarification (¢ € [0, N], where N is the chunk amount).
The chunk ¢’s mel-spectrogram is M; and speech codes C; (M ; and C; for previous chunks < ¢
as well). The flow-matching approach involves the forward process to add noise to the data, and the
backward process to remove the noise in reverse. In training, we apply forward process to obtain the
noised data M;(t) = t* M;+(1— (1 —0omin)t) M by mixing the sampled gaussian noise M ~ N (0, 1)
with clean data M; at timestamp ¢ € [0, 1], where o, is a hyper-parameter. The flow-matching model
fo, parameterize by 0, is adopted to learn the mapping fg(M;(t)) = dM;(t)/dt = M; — (1 — omin) M
with the condition C;. In addition, the M; and C'; are adopted as the prompts for in-context learning.
At inference, we start backward process from another sampled Gaussian noise M;(0) ~ N(0,1) and
recover the clean data through the ODE: dM;(t) = fo(M;(t))dt.

Mi, Mig M My MM M'i My

Figure 3: The attention mask design for chunk-wise autoregressive speech detokenizer. IM; means
the clean mel-spectrogram and M, means noisy mel-spectrogram. Yellow means allow to attend, and
gray means not allowed to attend. Attention is conducted among row-wise in figure.

Chunk-wise Causal Mask. To facilitate efficient training, we first segment the long speech into
chunks and apply a chunk-wise causal attention mask [Liu et al., [2024]]. This mask allows to
access information from both the current noisy and previous clean chunks, thereby enabling the
batch-parallel training of all noisy chunks within a single dataloader batch. As shown in Fig.[3] we
assume the prompt chunk as M; (clean mel-spectrogram) and the chunk for generation as M} (noisy
mel-spectrogram). During training, we put all chunks M; and M/ in a whole sequence, thus there
are 2N chunks. The attention mask follows: 1) there is no mask in the current chunk; 2) for the left
half chunks where M; € [0, N) (i.e., lower rows in Fig. , we apply attention mask where M; can
only attend to the chunks M ; where j € [0, 7]; 3) for the right half chunks where M € [N, 2N) (i.e.,
upper rows in Fig. [3), we apply attention mask where chunk M can only attend to clean chunks M
where j € [0,% — 1] and noisy chunk M, itself.

Following this design, during inference, when the language model outputs a chunk, we use the
flow-matching model to generate the corresponding mel-spectrogram M. We then apply prefilling
for this chunk with M and a timestep of 0.999 to generate the kv-cache for efficient inference.

4.2 LLM-Powered Script Generation Module

In this section, we present an LLM-powered podcast script generation module, enabling users to
create rich and diverse scripts from different knowledge sources. This module consists of three
components: (1) Content analysis: For any type of user input (e.g., Web URL, PDF), we combine
LLMs to recognize the content in the input. For example, if the user’s input is a Web URL, we use the
search function in ChatGPT to retrieve the content from the link. (2) Briefing document generation:



In our preliminary experiments, we find that directly asking LLM to generate scripts based on the
original content often results in ill-suited and vague scripts, which leads to the loss of significant
information. To address this issue, we propose generating a briefing document first, which covers the
key points in the original content. Specifically, the briefing document includes five components: the
title with authors, an abstract, main topics, key citations and a conclusion. Each component includes
an additional paragraph to explain technical terms, concepts, or methods that might confuse readers
unfamiliar with the field. (3) Scripts generation: Based on the briefing document, we use LLM to
generate a podcast script that features coherent logic and comprehensive content. Specifically, We
guide the LLM in three key areas: podcast structure, format, and content. For structure, we ask the
LLM to create engaging openings and closings that set the tone and effectively wrap up the podcast.
Regarding format, the script must be in JSON format and feature two speakers: a host who controls the
pace of the conversation and a guest who primarily introduces the content of the document. In terms
of content, the script includes key citations and explanations of technical terms in a coherent manner,
ensuring logical connections between topics and maintaining a moderate information density. To
infuse the text with spontaneity and replicate the ASR transcript characteristics in training, we guide
the LLM to incorporate spontaneous details such as filler words (e.g., ‘um’, ‘uh’, ‘like’, ‘you know’,
‘s0’), response words (e.g., ‘yeah’, ‘right’, ‘okay’), repetitions and informal grammar. Moreover, we
provide formatting tips, such as using spaces and commas within sentences to indicate pauses, and
also offer a specific example of an ASR transcript as the demonstration.

5 Experiments and Results

5.1 Experimental Settings

In this section, we present a overview of the experimental setup, including detailed descriptions of
the data preparation, the model architecture, and the evaluation setting.

5.1.1 Data Preparation

We conduct our experiments on a large-scale internal Chinese and English audio dataset comprising
approximately 1.0 million hours of audio from diverse sources, including podcasts, audiobooks, and
audio clips from shows. Following previous works [Yu et al.| 2024, |He et al., 2024, we apply a data
processing pipeline to process these audio source. The final dataset comprises 300,000 hours from
Chinese audiobook sources, 15,000 hours from Chinese conversational sources, and 200,000 hours
from English conversational sources. Refer to Appendix [B]for more details.

5.1.2 Model Details

Speech Semantic Codec. For the speech semantic codec, both the encoder and decoder consist of 12
ConvNext blocks, each with a kernel size of 7 and a hidden size of 384. The 1024-dimensional SSL
feature is projected into an 8-dimensional space for quantization using an 8192-entry codebook. We
train the codec for 200,000 steps.

Text-to-Semantic Model For the text-to-semantic model, we use a 2.5B-parameter, 16-layer Llama-
style Transformer with a hidden size of 3072 and 24 attention heads. We train it using the Megatron
framework on 64 A100 80GB GPUs with a tensor parallelism degree of 8, over a maximum sequence
length of 40k, a batch size of 600, and for 2,000 steps in each curriculum learning stage. We use
a top-k value of 30, a top-p value of 0.8, and a temperature of 0.8 for inference. We use Byte-Pair
Encoding (BPE) for text tokenization. The model undergoes curriculum learning in three stages. In
the first two stages, it is trained on Chinese data to support zero-shot long-context speech generation.
In the third stage, we mix both Chinese and English conversational data to handle multilingual
spontaneous generation tasks.

Speech Detokenizer For the speech detokenizer, we adopt a 0.8B-parameter, 10-layer Dit-style
Transformer with a hidden size of 2048 and 16 attention heads. During training, the chunk size is
dynamically set between 0.5 and 3 seconds to support flexible inference. For inference, we specifically
use a chunk size of 3 seconds to achieve better quality. The backward ODE for each chunk is solved
using 30 steps with the torchdyn toolkit [Poli et alf|. In addition, we adopt a 250M-parameter
BigVGAN [Lee et al.| | 2022] to reconstruct waveforms from mel-spectrograms.



Table 1: The performance comparison on the Chinese podcast generation. Bold for the best result,
and underline for the second-best result.

Subjective Objective
Models Spontaneity (1)  Coherence (1) Intelligibility (1)  Quality (1)  Similarity (f) SIM-O (1) WER()
Cosyvoice2 3.68+0.24 3.5540.28 4.1840.17 3.9410.26 39491 0.85 2.40
Concat Baseline 394 96 3.98, .97 4.38. (15 4.00, ¢ 31 394,91 0.86 1.90
MoonCast 4331017 4.26+0.21 4.43.0.12 4.13.0.16 4.1940.15 0.77 2.15

Table 2: The performance comparison on the English podcast generation. Bold for the best result,
and underline for the second-best result.

Subjective Objective
Models Spontaneity (1)  Coherence (1) Intelligibility (1)  Quality (1)  Similarity () SIM-O (1) WER ({)
Cosyvoice2 3.86, .94 3.88, .94 446, 14 4.25, (15 4.40-0.10 0.73 2.77
Concat Baseline 3.73+0.23 3.71t0.21 3.93+0.17 3.74+0.19 3.96+0.18 0.75 2.56
MoonCast 4.54.10.16 4.5040.15 4.61+0.12 4.3040.10 4.25, 15 0.53 1.81

5.1.3 Evaluation Details

Evaluation Dataset. For podcast generation, we curate an evaluation dataset comprising two
knowledge sources in PDF format and two in web URL format, encompassing domains such as
computer science papersﬂ economics paperﬂ technology blogﬂ and news articlesﬂ To verify the
importance of spontaneous text, we select seven two-speaker Chinese podcasts, with speakers not
present in the training data, totaling 125 turns, to assess the impact of scripted text on generation
quality. For both datasets, we use 3-10 seconds of speech as the prompt for each speaker.

Model Comparison. We employ a concatenation baseline, whose text-to-semantic model is trained
exclusively on single-speaker, single-turn data while other models remain the same. We also utilize
Cosyvoice2 [Du et al.,[2024b]], a powerful open-sourced multi-lingual single-speaker zero-shot TTS
model, as another baseline. For these two baselines, we first generate each dialogue turn individually
in a zero-shot manner, and then concatenate these turns to form the complete podcast.

Evaluation Metric. We employ both subjective and objective metrics for a comprehensive evaluation.
For the subjective evaluation, we involve ten evaluators to assess three specific aspects of the generated
podcast: the entire audio, transitions between segments and individual segments. Specifically, we
consider 1) spontaneity of the entire generated podcast and 2) coherence of transitions between
segments. Additionally, for individual segments, we focus on three metrics: 3) intelligibility, 4)
speech quality and 5) speaker similarity. For the objective evaluation, we employ SIM-O to assess
speaker similarity and the Word Error Rate (WER) to evaluate robustness. In detail, we apply the
pretrained WavLM-TDCNI\ﬂ speaker embedding model to assess speaker cosine similarity between
generated samples and the prompt speech. We average the SIM-O scores for each round according
to the audio length. We use FunASR for Chinese speech transcription and NeMo ASR toolkitF_’] for
English. Note that we select NeMo ASR instead of Whisper because the Whisper model tends to
suffer from hallucination issues.

5.2 Experimental Results

In this section, we first evaluate MoonCast by comparing it with existing baselines on the podcast
generation task, thus confirming its superior performance. Subsequently, we empirically validate a
key assumption of MoonCast: the spontaneity of the generated audio is significantly influenced by
the spontaneity of the script text itself.
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Table 3: The influence of spontaneous scripts for podcast generation. Bold for the best result, and
underline for the second-best result.

Subjective Objective
Models Spontaneity (1)  Coherence (1) Intelligibility (1) Quality (1)  Similarity (1)  SIM-O (1)
GT 4.73+0.09 4.63+0.08 4.57+0.06 4.48+0.10 4.57+0.11 0.83
GT script 4.17+0.00 383009 3.97+0.08 397,011 4.004 44, 0.68
Written Script 3.2240.09 3.5340.12 427 414 3.6240.12 3.67+0.13 0.68
Spontaneous Script 4.03. 410 4.00+0.11 4531011 4.0310.12 4.0310.12 0.72

5.2.1 Evaluation on Podcast Generation

To assess the efficacy of MoonCast, we evaluate podcast quality by comparing it with the two single-
speraker baseline using the collected input knowledge sources. We report the evaluation results of the
Chinese and English podcast generation in Table[T|and[2}] We make the following observations: 1)
MoonCast consistently surpasses the two concatenation baselines in terms of spontaneity, coherence,
intelligibility and quality metrics for both Chinese and English podcast generation. Thus result
demonstrates that the long-context two-speaker audio modeling captures contextual dependencies,
thereby validating the effectiveness of our proposed method in generating high-quality results. 2)
Despite the inherent systematic errors in the ASR model when handling proper nouns and filler words,
MoonCast still achieves a WER of 2.15 for Chinese and 1.81 for English podcast generation, further
demonstrating the robustness of the proposed system. 3) Furthermore, we observe a certain degree
of discrepancy between the SIM-O and subjective similarity metrics, possibly because the single
speaker embedding used by the SIM-O score may not fully capture all speaker characteristics, such as
temporal features like prosody. Additionally, the relatively lower SIM-O score observed for English
podcast generation may be attributed to our exclusive use of English conversational sources, which
tend to be more prone to diarization errors.

5.2.2 TImpact of Spontaneous Script

To investigate the impact of spontaneous script texts on the generation of spontaneous podcasts,
we compare the generated speech using three types of input podcast scripts: 1) GT script: the
ground-truth script obtained through our data preparation pipeline from the collected, unseen podcast
speech. 2) Written script: We ask LLM to filter out spontaneous details from the GT script, resulting
in the corresponding written version. 3) Spontaneous script: We ask LLM to reintroduce spontaneous
details to the written script, resulting in the corresponding spontaneous version. To ensure a fair
comparison, the same text-to-speech model is consistently applied across all script variations. The
comparative results of the generated audio against the ground-truth audio are presented in Table 3]
WER results are excluded due to recognition errors inherent in the ASR-derived transcripts. Our
findings reveal several key insights: 1) The GT script, being the most spontaneous, achieves the
highest spontaneity score. This score significantly decreases (—0.95 compared to the GT script)
when spontaneous details are removed in the written script. Upon reintroducing these details in the
spontaneous script, the score partially recovers, approaching that of the GT script (—0.14 compared to
the GT script). This underscores the critical role of spontaneity in podcast text quality. 2) Generally,
written scripts exhibit a larger training-inference mismatch compared to spontaneous scripts (both GT
script and spontaneous script settings), often resulting in poorer performance. This is evidenced by a
consistent performance deficit exceeding 0.3 across metrics of spontaneity, coherence, quality and
similarity, further emphasizing the importance of spontaneous scripting. 3) The system consistently
achieves commendable sim-o and intelligibility scores across various settings, demonstrating its
robust capability for long-context generation. Nonetheless, we note that the intelligibility of the GT
script is marginally affected by recognition inaccuracies in ASR transcripts. 4) Even with the use of
the GT script, there remains a noticeable disparity in the quality of our generated audio compared to
the GT audio, highlighting potential areas for future research. We hypothesize that several factors
contribute to this performance gap: First, the data preparation pipeline may not be perfect, as the GT
script still contains some recognition and diarization errors. Second, the GT audio contains rich and
diverse spontaneous non-speech details, such as throat clearings.



6 Conclusion

Our work presents a novel solution for high-quality zero-shot podcast generation, addressing the key
challenges of long speech duration and spontaneity that limit traditional text-to-speech systems. By
adopting a long-context language model-based audio modeling approach and integrating a podcast
generation module, MoonCast effectively synthesizes spontaneous, podcast-style speech from text-
only sources using unseen speakers’ voices. Experiments demonstrate that MoonCast outperforms
existing baselines significantly in terms of contextual coherence, and spontaneity. This approach
advances the state-of-the-art in text-to-speech for long and spontaneous dialogues, paving the way
for more realistic and engaging podcast generation. We discuss our limitations and future work in
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Yes. The abstract and introduction accurately state the paper’s main contribu-
tion: proposing a solution for the novel task of high-quality zero-shot podcast generation.
They also correctly identify the primary challenges addressed—Ilong speech and spontane-
ity—which define the scope of our work. The paper then delivers on these claims.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes. We discuss the limitations of the work in Appendix
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: NA. The paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes. As detailed in the paper, we facilitate reproducibility by open-sourcing
MoonCast. This includes the prompts for script generation and the audio modeling module
(inference code and model weights) for speech generation. This disclosure, along with the
comprehensive explanation of our evaluation process and any specific configurations reported
in the experiments section, allows for the main results to be independently reproduced.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Yes. As detailed in the paper, we opensource the prompts for script generation
and the audio modeling module (inference code and model weights) for speech generation.
We also provide the input knowledge sources adopted in the evaluation.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes. We provide the training and test details in Section [5.1} including data
preparation, model details and evaluation details. We also opensource the infer code and
model weights of the audio modeling module.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Yes. We report 95% confidence intervals for the subjective scores. These Cls
are calculated using established statistical functions within the scipy package

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Yes. We report the type and amount of GPU resources in Section[5.1]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: Yes. The research conducted in the paper conform with the NeurIPS Code of
Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Yes. We discuss it in Appendix [H]
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* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: Yes. We release MoonCast accompanied by clear usage guidelines. These
guidelines, which users are instructed to adhere to, are designed to prevent potential misuse
of the podcast generation technology, such as the creation of misleading or harmful content,
and to promote responsible application.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Yes. We cite the original paper and provide the specific version and URLs of
the existing assets.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: Yes. We will provide these details along with the release of MoonCast.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer:

Justification: No. The paper provides a summary of the human evaluation. While we do
not plan to release these specific materials at this time, we confirm that participants were
ethically compensated, and the summary accurately reflects the evaluation conducted.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,

or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]
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Justification: Yes. The paper states that risks to participants were minimal. Participants
were informed about the evaluation task, and the study received ethical approval from our
institution.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: Yes. This paper include a LLM-powered script generation module.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Speech Semantic Codec Details

We adopt the semantic speech tokens [Borsos et al., [2022, Wang et al., 2024, |Du et al., [2024a]]
which are discretized from the self-supervised learning (SSL) features due to the superiority of
robustness [Wang et al., 2024]. Following the MaskGCT [Wang et al.,[2024]], we choose the 50-HZ
SSL features and adopt the VQ-VAE approach to maintain the loss contained in the discrete semantic
codes, thereby enhancing the reconstruction quality.

In detail, we train a VQ-VAE model to learn the discrete speech semantic representation by recon-
structing the SSL features. For the SSL feature, we adopt the 17th layer of the pretrained W2v-BERT
2.0 [Schneider et al., [2019, |Baevski et al., 2020} |(Chung et al., [2021} [Barrault et al.| 2023[], and
normalize it to mitigate the impact of varying scales across differnt feature dimensions. For the
VQ-VAE model, we first encode the SSL feature S by an encoder and obtain E(S). Then we discrete

the encoded feature by a VQ-VAE with a codebook and obtain the quantized speech feature E(S).
Finally, we apply a speech decoder to reconstruct the SSL feature S with a reconstruction loss. To
enhance the codebook utilization and improve the reconstruction quality, we follow the design of
improved VQ-GAN [Yu et al., |2021]] and DAC [Kumar et alJ, [2023] to project the E(S) into an
8-dimension latent space.

B Data Preparation

Since the raw audio data contain artifacts such as background noise, overlapping speech, and
reverberation, we first apply an automated data processing pipeline as described in [[Yu et al.| 2024,
He et al.,2024]. Specifically, to improve speech quality, we use a band-split RNN speech enhancement
model [Yu et al.,|2022]] to suppress background noise. Subsequently, speech diarization is performed
using the Pyannotate toolki{""| to segment the audio into distinct speaker segments. Finally, the
Paraformer ASR model [|Gao et al.,|2022] from the FunASR toolkit[ﬁ is utilized to generate pseudo-
transcriptions for each segment. The DNSMOS toolkit{?] is also employed to evaluate speech quality.
Additionally, to mitigate recognition errors introduced by the ASR system, a DNN-HMM-based
forced alignment system is employed to align the pseudo-transcriptions with the speech audio,
using a narrow beam size of 5. Only the speech segments with successful alignment are retained
for subsequent processing. For curriculum learning training, we use all speech segments with a
DNSMOS score greater than 2.6 to obtain single-speaker, single-turn speech. For long-context,
two-speaker, multi-turn training data, we select two-speaker data based on our diarization results.
Specifically, for conversational sources, we retain speech data involving exactly two speakers, with
more than 10 conversational turns, and where the average duration of each turn is less than 30 seconds.
This process results in a dataset comprising 300,000 hours from Chinese audiobook sources, 15,000
hours from Chinese conversational sources, and 200,000 hours from English conversational sources.
Notably, to preserve the contextual information in the long speech data, we did not filter any segments
based on DNSMOS scores or alignment results.

C Comparison with Dialogue Generation Baselines

We evaluate MoonCast against two state-of-the-art English dialogue generation baselines: Sesame{TE]
and Diﬂ A notable limitation of these baselines is their maximum context length (2048 and 3072
tokens, respectively), which necessitates truncating long-range context during inference on podcast-
length audio. As shown in Table @, MoonCast achieves a substantially lower WER while maintaining
a competitive SIM-O score, highlighting its superior ability to generate intelligible long-form audio.

"https://github. com/pyannote/pyannote-audio.git
"https://github.com/modelscope/FunASR
Zhttps://github.com/microsoft/DNS-Challenge
Phttps://github.com/SesameAILabs/csm
“https://github.com/nari-labs/dia
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Table 4: The performance comparison against dialogue generation baselines. Bold for the best result.

Models SIM-O (1) WER ({)

Sesame 0.53 2.71
Dia 0.54 3.10
MoonCast 0.53 1.81

D Ablation Study on Data Scale

To evaluate the effect of data scale, we train a model on a subset containing only 10% of the full
dataset. The results, presented in Table [5] reveal a substantial drop in performance on English
podcast generation across most subjective metrics, while only slightly impacting intelligibility. This
underscores the critical role of large-scale data for high-quality podcast generation.

Table 5: Ablation study on data scale for English podcast generation. Bold for the best result.

Subjective Objective
Models Spontaneity (1)  Coherence (1) Intelligibility (1)  Quality (1)  Similarity (t) SIM-O (1) WER ({)
1/10 Data 4.18+40.14 4.2340.15 4.58+0.13 4.1840.12 4.12410.15 0.50 1.94
Full Data 4.54.10.16 4.50+0.15 4.61.10.12 4.3010.10 4.2510.18 0.53 1.81

E Prompts

We choose ‘Gemini 2.0 Pro Experimental 02-05 ’E] for script generation because of its more conver-
sational language style, natural dialogue design, and better topic coverage. We open-source LLM
prompts to enhance reproducibility, covering brief generation and brief-to-script generation.

E.1 English Prompt For Brief Generation

~ ™
### Task Description

Please summarize the input document in plain text format according to
the following structure. The summary should be creative,
comprehensive, and include all interesting, uncommon, and valuable
viewpoints and information.

- **Text Requirementsx*x*:
1. Directly output the result without any additional information.
2. The summary should be in English. Retain a small number of
proper nouns, names, and abbreviations in their original form
(e.g., Chinese characters).
3. Do not include any mathematical formulas.
4. Do not alter any proper nouns, names, or abbreviations from
the original text. Unless there is a common translation, do not
translate proper nouns. Do not attempt to modify the meaning of
proper nouns.
5. *xIntelligently convert numbers in abbreviations. For example,
"a2b" should be interpreted as "a to b," not "a two b"; "a4b" as
"a for b," not "a four b"; "v2" may represent "version two" or
"second generation." Provide the original abbreviation and your
suggested English translation.*x*

### Title and Author
- x*xLanguage Requirements**: English, formal written language.

\_ J

https://cloud.google.com/vertex-ai/generative-ai/docs/gemini-v2#2.0-pro
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- **Content Requirements**: Provide the title and author of the
document. Briefly summarize the theme of the document and the
author's background. Ensure all important information is included
without omission and sufficient context is retained.

### Abstract
- **xLanguage Requirements**: English, formal written language.
- **Content Requirementsx*x:
1. What this document has done.
2. Whether similar work has been done before.
3. If similar work exists, why this document is still necessary.
4. How this document specifically addresses the topic.
5. How well this document achieves its goals.
- *kAdditional Requirements**: Include an additional paragraph to
explain any terms, concepts, or methods that may confuse readers
unfamiliar with the field. Ensure proper nouns are explained
consistently with the original text, covering all potential points of
confusion, including abbreviations and entity names.

### Main Themes and Concepts

- **Language Requirements**: English, formal written language.

- **Content Requirements**: Each theme and concept should be

organized according to the 3W principle:
- **What**: Clearly define the problem.
- *xWhy**: Analyze the problem and identify its root causes.
- **xHow**: Explain how the document addresses the problem.

- **Additional Requirements**:
1. Ensure each theme and concept is comprehensive and includes
all important details. Fully elaborate on the "What" and "Why"
sections.
2. Avoid technical details such as mathematical formulas in the
"How" section. Use language that is easily understood by a
general audience.
3. Ensure themes and concepts do not overlap and maintain clear
logic.
4. Include an additional paragraph to explain any terms, concepts,
or methods that may confuse readers unfamiliar with the field.
Ensure proper nouns are explained consistently with the original
text, covering all potential points of confusion, including
abbreviations and entity names.

### Key Citations
- **Language Requirements**: English, formal written language.
- **Content Requirements**: Organize the content according to the
following structure:
1. *xArgument**: State what needs to be proven.
2. xxEvidence**: Provide the material used to support the
argument.
3. *xReasoning**: Describe the process of using evidence to prove
the argument.
- **Additional Requirements*x*:
1. Ensure all evidence and reasoning are directly sourced from
the original text without fabrication.
2. Ensure citation content is complete and retains sufficient
context without simplification. Avoid using mathematical formulas
in citations.
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3. Include an additional paragraph to explain any terms, concepts,
or methods that may confuse readers unfamiliar with the field.
Ensure proper nouns are explained consistently with the original
text, covering all potential points of confusion, including
abbreviations and entity names.

### Conclusion

- **Language Requirements**: English, formal written language.

- **Content Requirements**: Highlight the most important and
impactful aspects of the document. Compared to the abstract, this
section should provide more detailed insights related to the main
themes and concepts. It may also include future directions for
improvement, current application scenarios, and existing challenges.

\_ J

E.2 Chinese Prompt For Brief Generation

-
### HES5 UL A
BB LIRSS A S, B XA . SENYEMENE, REEEL
H, B8R EE® . NEL . BMERMEFER -
R E R,
1. HERHER, NEAESEMEIMER -
2. BEEERAFL . RFbEbaseifigin . EEAE . BESFHIE .
3. NEGESEMEEA-
4. PNEBREXHIMEMSEAELIE - LA B5% . BRIEFEFENFESL, &
MPAEEEN LR . ANEREEREE AL IAE R -
5. «+1HEEMR RS PN - WRIFRE 20 EPRAR a2 to b,
AR"a"b"; FEWRE"adbLfRfE "a for v, MAZ"aldb"; "v2 B HER
"version —», WA[DAFH—BEHERCE M. HRMRGREIR, FRIA
HEBERIFIEIFE - *x

###t PRAAIVES

- xkiBE B Rk I, PHEIE -

- kN B Kk RASTHAIMEANES - FZEMRE UM EEMIEENE R - 1
FESHEEERFER, NEARE, RGEREEBIEE .

#t TR
- kBB Rk I, PEE -
— kxR REE R *x.

1. AXMTHAES -

2. ZEIEEE AT EE -

3. WHEBEMAME, AR 2BTFEM -

4. BIXEMEELMAT-

5. AIMP)ELKE -
— k[N EE Kok BUAMBHE— BV, BB BT BELLIT AR R B EAGE - A
TESE, WRA T AU RS th e . T EANEREREAE, BEE
AIRERIR B, BIEMEE &1 THAW . LEL%.

#i FE MBS
- kB E B Rk I, PHEHIE -
- ok NEE Kk B EE ST EIWENES, G5
- skWhatxx: FUERE, RIHERERRZT 4 .
- wxlhysx: TR, AL ST Rl REA SR R AT 4 .
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- wxHowsk: fEIRIAIGE, SURGANA R R [FIRE -

- kBRI E SRk
1. BRFEMEEEHEEEELR, AEARR, FTANATEBIEH, 7
43 [ R What Flwhy B 54> -
2. HowHBSP N SEE A NEH AT - ZEHANIEBAIES 7S -
3. RFAMMARANLEEMES, RIBZHEIFEMW -
4. BOMRHE— B, MRART AT RELEIT AR BREOARTE - LS TTIES,
FERAS T MRS th AR - T RAWNEBRRI SR, BEE R
MRS, EFEEE L BE&E - SEa%.

#it EEG| L

- kBT BRI, PEIE

- kBB SRk IR LU ERA N
1. xR ik TREUEBAT 4 .
2. P HExx: TR SRR
3. **iBiE*x: BHIBITEIEH IS S ANTEE .

= kRN EE SRk
1. WIRASIE R BT HRIE TR, NEHFIT MR -
2. WRSISXNAER S, ANEERR, RAlfeREEBHEER, ANEHITEM
K& 5I30E A FREE AT .
3. BUMRME— B, BRATHAIRELLITAREBRAIATE S . HESE,
FRA T ISR A AR . T MNBRREIL AR, BETE 6
HIE S, AFEEL - 541 LHRE%.

#Ht Bgh

- kBT E SRk, P, PEIE

- kR Kk: RSO EE - &G AREKAIER S - SHEML, FHEES
FEM S RN, WRHEHATIE . AR RRSHT W - HEiMHATR . 4
il F7AE [

E.3 English Prompts for Brief-to-Script Generation.

r

## 1. Task Overview

Please generate a lively English podcast script based on the provided
English summary text and your knowledge of the topic. The script
should feature a dialogue between two speakers who take turns
speaking. OQOutput format should be JSON-parsable **listx*. Each
speaker's turn is a **dictionary** containing "speaker" and "text"
fields. Example format: ~ [{{"speaker": "1", "text": "xxx"}}] . The
"speaker" field indicates the speaker's identity (1 for host, 2 for
guest), and the "text" field is the spoken content. Output should
start directly with the JSON code block, without any extra
information.

## 2. Content and Structure

### (1) Text Content

- The summary text contains all important information, which needs to
be comprehensively selected and incorporated into the script.

- Present information through a dialogue between two speakers,
maintaining creativity and abstracting away unimportant details. For
example, listeners aren't concerned with specific test names, but
rather the task itself, the results, and the analysis.
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### (2) Structure Design

- **0pening:** Introduce the topic and briefly describe the
discussion content, without mentioning speaker names.

- **Key Theme Discussion:** Discuss important themes based on the
summary text. Expand on the summary, don't just repeat it verbatim.
- **Closing:** Briefly recap the discussion highlights and offer an
outlook on future or technological developments.

## 3. Language Style
### (1) Conversational Style
- The text should be as conversational as possible, aiming for a
style similar to automatic speech recognition output. Include filler
words such as 'um,' 'uh,' 'like,' 'you know,' 'so,' 'right?', and so
on. Response words such as 'Yeah,' 'Right,' 'Okay,' and similar.
Conversational expressions, repetitions, informal grammar, etc. Use
short sentences. Avoid directly copying and pasting structured text
from the summary text. Parentheses and other symbols not typically
found in speech recognition transcripts should be avoided. Spaces
within sentences indicate pauses. Be aware that there might be
homophone errors, potentially due to accents. Questions should sound
very conversational. Pay particular attention to incorporating
conversational details, especially in questions. For example:
L
{{ "speaker": "1",
"text": "Welcome back to the podcast, everyone. Today we're
diving into, uh, something that's really changing everything
around us, A I."

3},

{{ "speaker" . ||2n s
"text": "Yeah, A I is, like, everywhere now, isn't it? It's
kinda wild to think about."

1,

{{ "speaker": "1",
"text": "Totally. And we're seeing it in so many areas of
daily life. Like, even just recommending what to watch, or,
you know, suggesting products online."

3},

{{ "speaker" . ||2||,
"text": "Mhm, exactly. And it's not just online stuff,
right? Think about smart homes, or even self-driving cars.
It's getting pretty advanced."

13,

{{ "speaker" .onqn s
"text": "Right, self-driving cars are still a bit futuristic
for most of us, but, uh, even things like voice assistants on
our phones, that's A I, isn't it?"

13,

{{ "speaker" . ||2|| s
"text": "Definitely. Siri, Alexa, Google Assistant, all
powered by A I. It's become so normal, we almost don't even
think about it anymore."

11,

{{ "speaker" . n 1|| s
"text": "Yeah, it's like, integrated into everything. But is
that a good thing, you think? Like, are there downsides to
all this A I in our lives?"

11,
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{{ ‘"speaker": "2",
"text": "Well, that's the big question, isn't it? On the one
hand, it makes things so much more convenient, saves us time,
maybe even makes things safer in some ways."

Ir,

{{ "speaker" . omqn s
"text": "Safer how?"

11,

{{ "speaker" . ||2n s
"text": "Uh, well, like in healthcare, for example. A I can
help doctors diagnose diseases earlier, maybe even more

B accurately. That's a huge plus, right?"

{{ ‘"speaker": "1",
"text": "Yeah, that's a really good point. Medical
applications are definitely exciting. But what about the
concerns, you know? Like job displacement or privacy

issues?"

11,

{{ "speaker" . ||2n s
"text": "Right, those are super valid concerns. Job
displacement is a big one. If A I can do more and more tasks,
what happens to human workers? And privacy,"

13,

{{ "speaker": "1",
"text": "And privacy is huge, especially with all the data A
I systems collect. It's a lot to process."

11,

{{ "speaker" . non s
"text": "Exactly. So, it's not just sunshine and roses, is
it? We need to be mindful of the ethical implications and
make sure it's used responsibly."

1},

{{ '"speaker": "1",
"text": "Definitely. It's a powerful tool, but like any tool,
it can be used for good or, you know, not so good. It's up
to us to guide its development, right?"

3T,

{{ "speaker" . non s
"text": "Absolutely. And that's a conversation we all need
to be part of, not just the tech people, but everyone."

3}

]

### (2) Punctuation

- Use English punctuation marks. Avoid using other punctuation marks
beyond commas, periods, and question marks. Exclamation points are
prohibited. Ellipses ('...'), parentheses, quotation marks
(including ¢ ' " >’ ") or dashes are prohibited, otherwise it will be
considered unqualified. do not use markdown syntax. For

example, **bold** or *italic* text should be avoided. Use plain text
only.

- If interrupted by the other person's response, the sentence should
end with a comma, not a period.

## 4. Information Organization and Logic
### (1) Referencing Issues
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- Given that listeners won't have access to the summary text, any
references must provide sufficient context for comprehension.
- Avoid simply paraphrasing; instead, explain referenced content in
your own words.
- Explanations of technical terms should be creative and avoid simply
stating 'this means what?' You can use examples, metaphors, and so on
for explanations, but ensure you also clarify the rationale behind
the metaphor. Explanations can be provided in response to a question
from the other speaker, or you can offer explanations proactively.
Technical terms that are not mentioned don't need explanation.
Technical terms that are mentioned don't necessarily need immediate
explanation; they can be explained alongside other technical terms.
Technical terms in the summary text might differ slightly from the
surrounding text; you'll need to provide reasonable explanations
based on the context.
### (2) Information Density
- Ensure moderate information density, avoiding excessively high or
low density. The goal of appropriate information density is to enable
listeners without prior knowledge to quickly grasp the document's
purpose, rationale, and methodology.
- To prevent information overload, the script should avoid delving
into details like mathematical formulas, test setups, or specific
experimental metrics. Instead, it should use simple, generalized
language for descriptions.
- To avoid excessively low information density, ensure each topic is
discussed for at least 4 speaker turns, moving beyond simple keyword
listings. Discuss topics from multiple angles whenever possible,
going beyond the provided summary text. Given that the summary text
is highly generalized, the script should elaborate on it and discuss
further details. Feel free to use your knowledge to supplement
background information, provide examples, and so forth, to enhance
listener understanding.
- Techniques to increase information density:
1. Incorporate memorable quotes. Add impactful,
attention-grabbing sentences to the script, either original ones
or quotes from other sources.
2. Boost knowledge content. Judiciously add knowledge points to
the script to make listeners feel more informed and rewarded.
3. Introduce novel information. Incorporate new concepts to spark
listener curiosity, particularly information they're unaware of
but would find valuable. This is crucial.
4. Employ reverse thinking. Include information from diverse
angles, challenging listeners' existing perspectives and
presenting alternative viewpoints.
5. Generate contrast and impact. The script can offer
unconventional (yet plausible) descriptions of familiar concepts
to create a contrast with listener expectations. This contrast
contributes to information density.
- Techniques to decrease information density:
1. Use short sentences: Concise and easy to understand, making
the narrative more compact. Do not have too much information in
one sentence.
2. Describe details: Vague and abstract information makes it
difficult for listeners to build understanding, while more
details create a sense of imagery and are easier to read.
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3. Use more scenario-based descriptions: Scenarios are concrete
and visual. Listeners can easily receive the conveyed information
and be emotionally touched.

4. Talk more about facts: Talking about facts makes it more real,
and readers can empathize more, thus lowering the information
density of the copy.

5. Tell more stories: Tell your own stories, stories around you,
and stories you've heard. Stories can bring listeners into the
scene, making it easier to concentrate on listening.

6. Use more verbs and concrete nouns: Verbs and concrete nouns
make it easier for listeners to visualize, while adjectives make
complex copy harder to understand.

7. Avoid using mathematical formulas: Mathematical formulas are
not conducive to public understanding.

## 5. Dialogue Design

### (1) Speaker Roles

- The script includes a host and a guest. Speaker 1 is the host,
responsible for opening and closing the show, skilled at using
questions to control the pace of the conversation, and using vivid
examples to make knowledge less dry. Speaker 2 is the guest,
primarily responsible for introducing the document content, has
amazing knowledge reserves in the field, and is good at organizing
language in a structured and easy-to-understand way.

- Both speakers are enthusiastic and cheerful, like to combine
personal stories or examples for discussion, and bring a direct
experience to listeners. They are happy to discuss digressive
stories.

- The two speakers actively interact and frequently use interruption
words such as "um" to indicate agreement with each other. Response
words need to be inserted into the dialogue according to the timing.
Sentences before being interrupted end with a comma, not a period.

- Ensure consistent speaker roles. Do not have the host introduce
technical details, or have the guest guide the host to discuss
topics.

- The host gradually increases their understanding of the field based
on the guest's answers. However, the host may not understand
immediately or completely correctly. The host can express
misunderstanding or raise some questions that ordinary people might
have. In this case, the guest will further explain in more accessible
language, or specifically answer common questions or
misunderstandings. This kind of interaction is more realistic and
easier for listeners to understand than always correct hosts and
guests.

### (2) Topic Order Arrangement

- The host will arrange the topics according to the summary text and
ensure logical connections between topics, such as transitioning from
overall to details, from details to overall, from cause to effect,
from technology to application, etc.

- The host will guide the pace of the conversation and discuss topics
in the order of the summary text. Guests should not interfere with
topic transitioms.

### (3) Knowledge Rate

- The knowledge rate in the script needs to be reasonable. Do not
introduce a large amount of knowledge too quickly in a short period
of time. Knowledge
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## 6. Other Requirements

### (1) English Numbers and Foreign Words
1. The script will be used for English podcast content recording.
Please ensure most numbers and foreign words are rendered naturally
in English to facilitate correct pronunciation.
2. Please intelligently determine the correct pronunciation
according to the context. For example, "2021" if expressing a year,
should be converted to "two thousand and twenty-one" or "twenty
twenty-one". But if expressing a number, it should be "two thousand
and twenty-one". For some uncommon English abbreviations, if the
pronunciation needs to be read letter by letter according to the
context, you must ensure that there is a space between each letter,
such as "AI" adding a space as "A I", to avoid the model
misinterpreting it as a word. For example, "API" should be rendered
as "A P I".
3. Small amount of Chinese is allowed, especially for nouns, if it
fits naturally within the conversational English context.

### (2) Script Length
1. Please ensure that the total length of the 'text' values does
not exceed 3,000 words and the number of speaker turns is kept
within 60, otherwise it will be unqualified. Please choose
technical details and topic concepts to discuss. Do not shorten the
depth of discussion on each topic for the sake of word limit, do
not be limited to the summary text, and give full play to your
knowledge.

INPUT: {BRIEF}

## Re-emphasize:

Speaker 1 is the host, and Speaker 2 is the guest. Neither speaker
has a name. The script text only uses commas, periods, and question
marks. Use English punctuation marks. Avoid using other punctuation
marks beyond commas, periods, and question marks. Exclamation points
are prohibited. Ellipses ('...'), parentheses, quotation marks
(including ¢ ' " »* ") or dashes are prohibited, otherwise it will be
considered unqualified. Please prioritize in-depth discussion for
each topic. Don't limit yourself to the summary text; instead, use
your knowledge to expand upon the topics, providing background
information and illustrative examples to enhance listener
understanding.

Ensure that numbers and foreign words are rendered naturally in
English for accurate pronunciation during recording. In technical
contexts, English abbreviations sometimes use numerical digits in
place of words (e.g., "a2b" for "a to b," "adb" for "a for b").
Please translate these abbreviations into appropriate English phrases
based on the context. While the script is primarily in English, a
small amount of Chinese, especially for nouns, is acceptable if it
integrates naturally into the conversational flow.

OUTPUT :
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E.4 Chinese Prompts for Brief-to-Script Generation.

# — - EFSHR

TERIER B EEESOR, RN X5 E T RERIFIIR, AR — MBI A SGRE T
A . RIARE S PALIE NS A S - BiHASTU0y JSON ATARAT H# 51 5 xk o B
KEEBELTE— T FHlxx, G5 "speaker M"text FB - ~FlH%

: “[{{"speaker": "1", "text": "xxx"}}] . "speaker’FEEUiiE AL

AFRRERFN, 287 FE) | "text"FREEKLFTHNE - il EEM jsonfIft
BHITIE, NEASEAESMNIEER -

# —~ NESEMER

# (—) ARAE

- REMXAAESITERERER, TEEPGEHPARIAE

- AR EIEARRHEERERER, RROENE, EYMBAEENAT - F
wm, IARAFROEEREMNRZIR, 1R OMRAIES, SERMHT .

we  (Z) Mkt

- kP H*x: BIAE/, WENFIHENE, MELIEABE -

- kR EIIT S BFERILELSE R, e EEFM -

- kG5 R« FE RGNS RS, N RREFEAL BHAITREE

# = . ES X
- XAREREMEN, BLEshEFIRAMGER, BEEHTH
Zzun[]‘%]\n\ nl]lgﬁjn\ n[yﬁn’n[y:b'n,niz/[\u’n:/g\:in,u?jt%u’n/ﬁ‘j‘i)ﬁ‘n%) u"ﬂ}z\ziﬁj
s . vBing . 5. ZROEBUKEETN, AFEE, BIEA DIAIBAER .
S ELBE R R SR B BB « 1B A7 B B B AR R LIRS «
RIS R AT, ST SRR KB, 65 Ar K . AR O
FHIFEIFIRAEE IR - RAIFEEEOEL . B2, EEFEPHPR—FEER. &
BHlan T

[

{{ "speaker": "0O",
"text": "WML S RARER o BIEA X — R B A RIR? v,
1},
{{ "speaker": "1",
"text": "IRATEIERE. »,
3,
{{ "speaker": "0",
"text": "EJEUWR, R, MR —MEFRITHIAVGRAEHE— IR E
iﬁ%m_\° ",
13,
{{ "speaker": "1",
"text": "W&EH, MW BENECLENRE, TR TIR, ERIRTIEEE
RHAT? . o,
3,
{{ "speaker": "0",
"text": "Xf, BREKRFEEE. ",
13,
{{ "speaker": "1",
"text": "JF, HEEBE. ",
13,
{{ "speaker": "0",
"text": "EEFBEE, rewEMEERE, £— A LUHEERARAE? v,
13,
{{ "speaker": "1",
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13,

1},

a8

31,

{{

Bl

13,

13,

a8

11,

{{

13,

{{

13,

13,

a8

31,

13,

18

13,

31,

a8t
}

"text": "WARANESINKMHEEEEIR, fE—HIHBRIE . TR AE S
gﬁ%%%%aﬁ,ﬁ%,W,WE%ﬁAﬁ%ﬁ+:ﬁ,%E%ﬁEﬁ
»?‘%5{\ AT o Il’

"speaker": "0",
"text": "W, FrLIEtE, SnGUiiEE R BAE A A RS
RAAES, AREFLARIERIBENEE. v,

"speaker" L L
"text": "ME, X, SIXFERE. ",

"speaker": non,
"text" : l|ql§o o

"speaker": "1",
"text": "RTLEEME, IR, X —IFIAE HiX =R AR R
]]I@“? L

"speaker": "0",

"text": "Xf, BLEFEMAMATLURE, HATHAEX T ZFIAR. ",
"speaker": "1",

"text": n[]“? n ,

"speaker": "0",

"textr: "W ARETZ . HHREELHFE.

"speaker": "1",

"text" : ||X¢J‘} ?ﬁﬁ‘.ﬁ%o "

"speaker": "0",

"text": "Xf. R, FTLMREEB IR 2 BERLDES TR T2
AAMER), BREEWRREEE T, B, RLPXFERENL. -,

"speaker": "1",

"text": "HESZINIUE—FIEAEER, REMEIEHLEMEE. R
JFEHRITIEMEERRRE Y, g, BHER—LE A CREINER TIELHER
FIN, BEINRBME TR, MR BRI 5, AR T R SR
HIN, AR EAMERIRRIEHRE, SoptffTnae T 2E, REmt
s, FEHEERL—SH, REMESHHBET - ",

"speaker": "0",
"text": "ML, FrLURGEHE SGUEUIEMN, £ RERLXFEIANILS AT
U, RRBEMXNARE, ENIINNERIR—ZRN T B . ,

"speaker": "1",
"text": "Xf, TEIEEMEHE—W MRIFIR [T EREIEFRIA,
RSB EER L, REMEFERBRERFEHEEINRET - ",

"speaker": "0",

"text": "Mk, WA, &, FRLMREM 44 B RER? ",

Ilspeakerll : |I1l| s

"text": "ELININI TR EEFE FE o
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(.o S FESS 55 (mEe ) BERS, SN ERE -
- RGO T IR ST, AAAKRES, mMARAE -

w4 VO . {5 BN 55
##t (—) BIHME
- HTIAREARSEMIAR, SIHTAE LT R, MR RAEER -
- BEHBEER, THAECKIEERESIHNE -
- BEESUR BT R R AE R . RTEERIERBIA BRI AER TR
TOER . T ARBERBEREEROR, AERAMONESR X R4 R Xk
FIA)F o AT LGB 2EE) - s 7 S TR, (B — Ui B oM A & 2
A LA A HE A5 AT, trl L EATIRRE - E RN T L1 N R R -
BB T &R A —E B BT RERE, AT LURIAI B %R ML 4% 1R — R . RSSO
FHIELARIBIRES UFNEFAELER, RTFERIE LN CA R .
et (Z) BEEEE
- WRAEEEEEY, B K. EYMNEEEEAELFEHERE RN
FINTAR, SRR SO BAEM 4, AP aX A, CARAnfIM .
- NTRGEEEEETSE, BIARNREHAEE AR . MRILE - RIS,
T 12 87 BB A 0 5 0 -
- AT EAEEEE IR, BAGNFEEFEAPOTARES, Bl TR
BEI . S NRATBENARFEAEE, NRERTRAMEE SR . B IR EM
&, BIANSREEEF, THeEZHT - /RATUFIH B CANR, (AR BE RN, %
BB =, LRI AR I TR -
- REEREEEH.
1. MAEA] . ZERIAFIMAS ANBZEZ], Rii—=0aT, AT BE O8]
1B, WATLLZ2SI A .
2. HENEIHA:  FERIARHE SR INATR S, BRI RITSE R AWK -
3. 5IABER.: BIARFMAFMS, SIRHAFPES, SR AEE
HAEMEE, XMIEFEHEE.
4. WE B4 WMARRAENER, FTHAPREAONA, REAS O
.
5. #hEREMS:  BIARR LSS P REAIAZIHEITIEE S (HPER) B4
A, EREMTEHNRE, XHMNEREEEE -
- PERE B E BT
1. [N FEHT, 5THER, WARFERE. AE—AIEEETEM
IR
2. IR . BRIAE, MRAEEMLAEITAES NG, MATHE, #&
REEEEE, &5
3. ZHTHENEE:. BREEZN, FEEM. WrRBERRBREIEIER
FH., PRt NS a41E .
4. ZWES: HEILARFELRESL, BPOASREEERER, XHEXEREER
HEREK-
5. ZWHIEE: WHEOKWE, #HEAMKE, FHITRAHE, WERE R
WA R, BRI TRES T
6. ZHANAMERZIE. ShiaflEARZIAEE ST REIEE, mMEA
WS E ISR A -
7. WEEREEAR:  BEEARAFT KRR
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- BIARRASEEAMEE . HAPE A AETFA, AR HETSMER, EKA
PR EHNET 2, AAENOEFLLAE AR . SE AR REE, BEEMTI
%@@%ﬁ%,ﬁﬁ%ﬁﬁﬁk%ﬂﬁ%%,Eﬁﬁ%@ﬂ%?ﬁ%,ﬁ@ﬂﬁ%
e

- WIMLUIE AE T, EMEE AN AE S E SHHETIE, AT RE RER
5 . KFRFRTFIHE B BATHE -

- WO UOE AR ES), 2% W ST R R 7 BN R« 752K B 1A
FRERE (B SR AN S o SATWIRIAA) FRIRHES, MRS -

- FRIESOE NA S —, NEHIIERFANBEARAT, 851 FERF AT EM
EE NI

- EFFARBEREENEE, ZPRINAHZSUHEA - BERFAAR—ELZGEHE
B, A —EHEEMSESTER . AT DEREAEFSERE —E A RS
TR . XMIER T, RReHA—PHEBERIESERE, S IEmEEE
NEBRSER SRR XFHESHETRZERNERANEERINES, thE
) F W AR FE AR

# (Z) ERBUNF 2 HE
- EFASRIEEEEICR, KA, HORIEEEEEZHKEK, AR
RN, NAIT IR, WRREITREIEER, WBARSREIN S -

- ERFASEISINET R, BEESESCRPERINFETIE - FEEAMZTI
ERGE I -

#t (=) FHEER

- BIARFINERFEASH, REEMER ARG AKERIN - FIRASREZR RGN,
EERWEIN, BRIV RBES PR .

- TARALA: OB ERITARES, NI RALAHTRIAGIE . DARIERIAE S
HEMEE AR, MM ZHBBRIESNE . FBREIANESE, FET TR -
- TREEUHRNER, EBEHNE, BELBIREINRIT T 5T
w, VIS BRI —AE BT . ERIERIA BB ES, 54 HEHERZE,
PRIESE N B R EE, NEAT, TRERETFTHT .

## 7N~ HAZESk

##t (—) IMNEEFE:
1. BIAFHTHIEENERRS o BRIERE S INEFE B 3, DL
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3. WT—EAEREEES, WRRE LN AN ST EZER N TR,
MZAIER N FRAEE TS, WA RINESE A 17, DOBRERLZIA 2
—NEIA . BRIESEEZFE T W SCEE, BN ERFE L AL
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1. EEH text ER AR S KEANBIT3000FFF, HABe0NAE, BN
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INPUT: {BRIEF}
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PIEANLRERFA, WIEARFERE - Wi AMBERERS - B4R A fEHE
5, ASMAE . ZIEFERNS .. ZIEEREKRS (.. L F5. 55 (8
fHOomw ) RIS, BUMRAER  FLERIES MEEEHIRE, ~2R
g%?ié\éﬁjizli, MAREFR, *HFEERFIR, BFUHET, LRI

B RIERFR I SMEMBFHHO L, DETHREGEERIRAEE . BRI
B, SOCERHE AR UREICRE, il aob i a to b, "adb’{UE"a for
b, IFRUEANE A B O RO, TR RIE LT, REEFREERHI .

OUTPUT :
\_ J

F Discussions

F.1 Phoneme vs. BPE for Text Representation

Traditional TTS systems tend to use phonemes as the text representation to enhance intelligibility,
but this pronunciation-based approach strips away semantic information needed for long-form, multi-
speaker scenarios, hindering natural speaker transitions, emotion, and prosody. In contrast, we opt for
BPE, which preserves semantic content and aligns with the text representation used in LLMs, thereby
enabling more straightforward future integration. Empirically, BPE maintains intelligibility while
improving prosody and spontaneously generating paralinguistic phenomena like laughter based on
context.

F.2 Hallucination Issues

We observe that hallucinations sometimes occur in the generated speech, that is, the synthesized
output may confuse the identity of speakers, leading to incorrect attributions of utterances. These
issues stem from the interplay of three main factors: First, the semantic tokens retain some timbre
information, enabling reconstructed speech to deviate from the prompt’s timbre. Second, the data
pipeline may introduce errors, such as speaker identification errors or diarization errors, especially in
distinguishing rapid transitions between speakers. Third, ambiguous text interpretations complicate
the generation fprocess. For example, the sentence ‘Today, we’re discussing climate change um and
its impact on global biodiversity.” can be interpreted in several ways. It might be understood as a
single speaker using ‘um’ as a filler, such as: ‘Host: Today, we’re discussing climate change, um,
and its impact on global biodiversity.” Alternatively, it could be interpreted as a dialogue between
two speakers, such as: ‘Host: Today, we’re discussing climate change. Guest: Um. Host: And its
impact on global biodiversity.” Therefore, the model struggles to determine whether the ‘um’ is a
filler word from the same speaker, or a response word from another speaker, even with adequate
semantic understanding. Additionally, we find that the trade-off between increasing sampling diversity
(i.e., increasing temperature, top-k and top-p values) to enhance spontaneity and the consequent
aggravation of hallucinations restricts the model’s ability to achieve higher levels of spontaneity.

G Limitations and Future Works

Despite our proposed system has achieved great progress, we still have the following limitations:

Language Coverage. The current system is limited to Chinese and English. Future work should focus
on expanding language coverage to support multiple languages to enhance the system’s applicability
in diverse linguistic contexts.

Multi-Speaker.: The system is currently designed for two-person interactions. Extending it to handle
multi-person conversations is an important direction for future development to accommodate more
complex and dynamic conversational scenarios.

Data Quality.: The data pipeline currently generates data that may contain errors in ASR and
diarization. In addition, current data preparation pipeline filters out the overlapped part. To address
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these challenges, future work should prioritize the use of high-quality, human-annotated spontaneous
speech for fine-tuning.

H Broader Impacts

Given our model’s ability to generate speech with high fidelity to the original speaker’s voice, there is
arisk of improper application, including deceptive voice recognition or mimicking an individual’s
speech. To mitigate potential abuse, it is crucial to devise a reliable method for detecting synthetic
speech and implement a mechanism for flagging suspected malicious use.
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