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ABSTRACT

Understanding the temporal evolution of sets of vectors is a fundamental chal-
lenge across various domains, including ecology, crime analysis, and linguistics.
For instance, ecosystem structures evolve due to interactions among plants, her-
bivores, and carnivores; the spatial distribution of crimes shifts in response to so-
cietal changes; and word embedding vectors reflect cultural and semantic trends
over time. However, analyzing such time-varying sets of vectors is challenging
due to their complicated structures, which also evolve over time. In this work, we
propose a novel method for modeling the distribution underlying each set of vec-
tors using infinite-dimensional Gaussian processes. By approximating the latent
function in the Gaussian process with Random Fourier Features, we obtain com-
pact and comparable vector representations over time. This enables us to track and
visualize temporal transitions of vector sets in a low-dimensional space. We ap-
ply our method to both sociological data (crime distributions) and linguistic data
(word embeddings), demonstrating its effectiveness in capturing temporal dynam-
ics. Our results show that the proposed approach provides interpretable and robust
representations, offering a powerful framework for analyzing structural changes
in temporally indexed vector sets across diverse domains.

1 INTRODUCTION

Analyzing dynamically evolving vector sets is a critical challenge across various domains. Here,
each vector typically represents a data point characterized by multiple attributes (e.g., spatial co-
ordinates, statistical properties, or semantic features), and the entire set encodes the distribution of
such points at a given time. For example, in ecology, the interaction among plants, herbivores, and
carnivores leads to temporal changes in habitats (Odum,|1971), and analyzing these temporal transi-
tions (Kass et al.,[2018) can help reveal ecosystem dynamics. In sociology, social phenomena such
as population movements and crime incidents can be studied over time across specific regions (Mu-
rakami & Yamagatal [2019; Murakami et al.,2020), enabling an understanding of changing patterns.
In linguistics, understanding how the meaning of a particular word changes over time (Kulkarni
et al., 2015; |Hamilton et al.|[2016;|A1da et al., 2021} can be aided by acquiring embeddings from us-
age examples and analyzing the resulting collections (Aida & Bollegala, [2023; Nagata et al.| [2023).
Thus, understanding the temporal transitions of spatially distributed sets of vectors is foundational
for revealing the underlying structures and interactions of such phenomena.

Previous studies have proposed various methods to estimate vector sets at particular time periods
(e.g., species distributions, crime locations, word usage embeddings) (Kass et al., 2018 Murakami
& Yamagatal [2019; Murakami et al., 2020; [Weisburd et al., [2006; Hachadoorian et al., 2011} |Aida
& Bollegalal |2023). However, while these approaches are effective at modeling states at specific
times, they are limited in their ability to reveal the mechanisms of temporal variation across the
entire vector set and the relationships between different sets of vectors.

To address these limitations, we propose a novel method that represents each vector set at a given
time as a single distribution using a compact approximation of Gaussian processes (GPs) via Ran-
dom Fourier Features (RFF) (Rahimi & Recht, 2007). RFF approximates a distribution using a
combination of K cosine functions, allowing complicated distributions to be represented as K-
dimensional real vectors in frequency space.
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Figure 1: Overview. (a) We randomly sample K cosine basis functions and estimate their corre-
sponding weights from the observed vector set R™V*? at each time step t € T. This allows us to
represent the temporal dynamics of the vector set as a K -dimensional vector w; € RX, for each
time step. (b) After that, we apply Principal Component Analysis (PCA) to the set of weight vectors

{wt}‘ti‘l to obtain two-dimensional projections v; € R2. This enables compact visualization and
analysis of temporal transitions of vector sets over time.

This compact representation is derived from GPs, which can be viewed as an infinite-dimensional
generalization of Gaussian distributions over function spaces. GPs are known for their flexibility
in capturing complicated, nonparametric structures, making them well-suited for modeling the tem-
poral changes of vector sets. However, traditional GPs retain information about all data points to
model complicated distributions, making it challenging to extract essential distributional character-
istics. By leveraging RFF, we retain the expressive power of GPs while enabling a tractable and
interpretable analysis of transitions of vector sets over time. We evaluate the effectiveness of the
proposed method by applying it to spatial crime data and analyzing semantic changes in words via
sets of word usage vectors.

2 TRACKING VECTOR SET TRANSITIONS VIA RFF

To analyze how sets of vectors evolve over time, we need a way to compactly and meaningfully
represent each set at a given time. Rather than treating vectors individually, we represent each set as
a probability density function over the vector space, capturing global structures. This enables us to
move beyond pointwise statistics or aggregate moments and to treat the entire set as a unified object
with rich geometric and statistical properties. To achieve this, we model the density of vectors on a
target space X using the Gaussian Process Density Sampler (GPDS) (Murray et al., 2008)):

o(f(x
p) = 22D 7 = [ o(r6ax m
X
Here, o(x) = 1/(1 + e~*) is the sigmoid function, f is a sample from a Gaussian process

GP(0, k(x,x’)), where k is a kernel function that defines similarity between vectors in space X.
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The function f serves as the main learnable component, defining the unnormalized log-density over
the space. However, the density equation [I]is intractable due to the normalization constant Z, which
involves integration over the entire space X. To circumvent this issue, we apply contrastive learn-
ing (Gutmann & Hyvirinen, 2012)), treating Z as a latent variable to be learned by maximizing the
following discriminative objective:

> logp(z=1]x)+ Y logp(z=0]x), 2)

xeD x'€D

where D is the set of positive, observed samples and D is a set of randomly sampled negative
examples and binary variable z indicates whether data is generated from the target distribution or
random distribution. Conventionally, the function f is represented non-parametrically as a vector
of function values at N data points f = (f(x1), -, f(xn))". To model the density function f
non-parametrically from the data, GP-based approach usually requires computing the kernel matrix
between N points, which incurs O(/N?) complexity and lacks explicit global information.

Instead of explicitly computing the kernel function k(x, x’), which corresponds to an inner prod-
uct in an infinite-dimensional feature space, we approximate it as a dot product in a randomized
K-dimensional space k(x,x’) ~ ¢(x)"¢(x'). Here, ¢(x) is a finite-dimensional random fea-
ture map constructed via Fourier transform and Monte Carlo integration, defined as: ¢(x) =
(¢1(x), ¢p2(x), ..., ¢r(x))T. For the Gaussian kernel, the feature function can be expressed as

or(x) = \/zcos(ng + bi),

wi ~ N(0,0%T), by ~ Unif[0,1].

This is known as Random Fourier Features (RFF) (Rahimi & Recht, [2007)). Each wy, is a frequency
vector and by, is a phase offset. Under this representation, a sample f from the GP can then be
expressed as a linear model f = ®&w:

f(x1) o(x1)" w
f(x2) $(x2)"
. = : : 3)
flxw) o(xn)T) \E
f L w
where ® is a design matrix composed of feature vectors [¢(x1)T; -+ ;¢(xn)T], and w € RE

is a weight vector. This formulation compactly represents a complicated vector distribution via a
single K -dimensional vector. Although[Equation 3|is written for the training instances x;, the same
relation can be used to approximate f(x) for any input x once w is obtained. Our focus is not on
generalization, but on modeling and comparing the weight vectors to analyze temporal dynamics.

In our framework, we fix the sampled feature functions ¢, (-) and estimate the optimal weights
w using a random-walk Metropolis-Hastings algorithm (Bishop & Nasrabadi, 2006). We apply
the same feature functions across all time steps to obtain comparable weight vectors w; for each
time ¢ € {1,2,...,|T|}. Finally, we analyze the set of weight vectors {wy,...,wp}. Since
they reside in a K -dimensional space and are not directly interpretable, we apply PCA to reduce the
dimensionality and visualize the temporal transitions of vector sets in a compact 2D space (Figure|T).

3 EXPERIMENTS

We evaluate our proposed method on both synthetic and real-world data. The real-world evaluations
are conducted on two domains: spatial distributions of crime incidents in Chicago, and semantic
changes in English words over two historical periods. Our goal is to demonstrate that the temporal
dynamics of diverse vector sets can be effectively captured and interpreted via our method.

3.1 PRELIMINARY INVESTIGATIONS ON SYNTHETIC DATA

Before evaluating our method on real-world data, we conducted experiments using synthetic 2-
dimensional vector sets to assess its ability to capture known distributional transitions over time.
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Figure 2: Synthetic datasets across 10 time steps, transitioning from blue (earliest) to red (latest).
Each row represents a movement type of point set movement: Shift, Converge, and Diverge. Each
column represents a different instance within that type (1 to 4). For example, the top-left panel
corresponds to the first instance of the Shift movement type (denoted as Shift_1).

These synthetic datasets were designed to simulate representative movement patterns of vector sets,
including linear shifts (Shift), merging (Converge), and splitting (Diverge).

3.1.1 SETTINGS

Dataset Generation We generated 12 synthetic datasets in total, each of which we refer to as
an instance. There are three movement types (Shift, Converge, Diverge) X four instances
per type. Each dataset (e.g. Shift_1) consists of 10 time steps, each containing 200 points. In
Converge and Diverge movement types, each vector set is composed of two subgroups of 100
points between merging or splitting components. illustrates these datasets, where vectors
transition from blue (earliest) to red (latest) across time.

Implementation Details We applied our method with X' = 30 cosine basis functions to each
vector set at each time step. This resulted in 120 inferred RFF weight vectors (3 movement types X
4 instances x 10 time steps). To visualize the temporal dynamics, we performed PCA jointly on all
120 weight vectors and plotted the trajectories in the principal component space.

3.1.2 RESULTS

We focus on two contrasting pairs of instances: Shift_1 vs. Shift_2, and Converge_4 vs.
Diverge_4, which are visualized in In the Shift instances, a single Gaussian cluster
move in opposite directions across time periods. The projected trajectories of the inferred RFF
weights in the PCA space exhibit clear and symmetric patterns: the trajectory for Shift_1 curves
to the left, while that of Shift_2 mirrors it to the right. This indicates that the temporal evolution
of vector set distributions is captured as directional movement in the embedding space. Moreover,
the ordering of the color-coded dots (from blue to red) aligns smoothly along the paths, indicating
that our representation maintains temporal consistency across time steps

In the Converge and Diverge instances, the clusters undergo non-linear transformations involv-
ing either merging into a single mode (Converge) or splitting into two modes (Diverge). Despite
these more complicated dynamics, our method successfully captures the divergence and convergence
of distributions. In Converge_4, the PCA trajectory starts with two distinct clusters that gradu-
ally converge into one, resulting in a smooth inward-curving path. Conversely, Diverge_4 begins
with a single cluster that bifurcates, producing an outward-diverging trajectory. Importantly, these

"While the heatmaps surrounding each point reflect the general distribution of the vector sets, we ob-
serve that some estimated densities exhibit high values in regions devoid of actual data. Addressing this
under/overestimation remains an open challenge for future work.
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(b) Converge_4 (left) and Diverge_4 (right)

Figure 3: Trajectories of synthetic datasets in the top two principal components (PC1 and PC2),
visualized for selected instances. We focus on two pairs of datasets with contrasting dynamics:
Shift_1vs. Shift_2,and Converge_4 vs. Diverge_4. The central plots show the projection
of inferred 30-dimensional weights onto the PC1-PC2 space. Surrounding heatmaps represent the
estimated distributions over the vector sets (represented by o) at each time step.

temporal transitions are visible not only in how the PCA trajectories move (e.g., curving inward
or outward), but also in the corresponding heatmaps: the number of high-density regions changes
over time. Similar trends were observed in other instances as well, supporting the robustness of our

method (see [Appendix A]for full results).

These results demonstrate that our approach provides a faithful and compact representation of tem-
poral dynamics for vector sets. It robustly encodes both simple translational shifts and more nuanced
topological changes such as the emergence or disappearance of density peaks. The trajectories in the
low-dimensional space offer a useful summary for downstream analysis, such as clustering, anomaly
detection, or change point identification.

3.2 CASE 1: CHICAGO CRIMES IN GEOGRAPHIC SPACE

Having confirmed in the previous section that our method accurately captures known distributional
shifts in synthetic vector sets, we now turn to real-world data to further validate its practical utility.
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Figure 4: Trajectories of Chicago Crimes datasets in the top two principal components (PC1 and
PC2). The central plots show the projection of inferred 30-dimensional weights onto the PC1-PC2
space. Surrounding heatmaps represent the estimated distributions over the vector sets (represented
by o) at each time period.

As a first case study, we focus on spatio-temporal data: specifically, the geographic distribution of
crime incidents in the city of Chicago. This dataset presents complicated real-world dynamics in
both spatial and temporal dimensions, making it a suitable testbed for evaluating the effectiveness
of our representation and tracking framework.

3.2.1 SETTINGS

We apply our method to the spatio-temporal distribution of crime incidents in Chicago. The dataset
consists of crime reports recorded between 2001 and 2024 and includes the time of occurrence,
location (latitude and longitude), and categorized crime typesE| For the purpose of this study, we
select four crime categories that exhibit distinct temporal trends: two with increasing incident counts
— Interference with Public Officers (Interference) and Weapons Violations (Weapons)-and
two with decreasing trends—Prostitution (Prostitution) and Narcotics (Narcotic s)ﬂ

Zhttps://data.cityofchicago.org
3See IFigure 8] inlAppendix BI for spatial and temporal distributions.
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For each crime type, we uniformly sample 200 incidents per year at seven time periods, spanning
from 2001 to 2019 at three-year intervals (i.e., 2001, 2004, ..., 2019), resulting in a total of 1,400
samples per category. Spatial coordinates are centered and normalized. To model temporal changes,
we estimate RFF weights w; € R for each time period using a cosine basis matrix ® with K = 30
components. These weights represent the underlying spatial distribution of events.

3.2.2 RESULTS

[Figure 4illustrates the projection of estimated weights onto the top two principal components, along
with the corresponding estimated heatmaps for each year. We focus on two representative pairs of
crime categories: Interference vs. Prostitution, and Weapons vs. Narcotics.

For the first pair, both trajectories shift leftward along PC1 as time progresses. Notably, the
Prostitution category moves farther to the left (ftoward —50), while the Interference cate-
gory exhibits a milder shift and stabilizes around 10. The direction of movement is consistent across
both trends but differs in magnitude. These changes align with the evolution of spatial distributions.
As weights move leftward, the corresponding heatmaps become more peaked and localized, indicat-
ing increasing concentration of crime incidents in specific regions. This suggests that PC1 captures
the degree of spatial concentration. A similar observation holds for the second pair. While both
categories evolve over time, Narcotics shows a stronger trajectory along PC1, consistent with its
sharper decline in incident frequency and localization. In contrast, the Weapons category remains
more spatially dispersed over the years.

In addition to PC1, we observe a common trend along PC2 across all crime categories. As the PC2
coordinate increases, the corresponding heatmaps become more spatially diffuse and widespread,
indicating a broadening of incident locations (Interference and Narcotics). Conversely,
movement toward negative PC2 is associated with a contraction of the density into a more centralized
region (Prostitution and Weapons). This suggests that PC2 captures the extent of spatial
spread or dispersion. Taken together, these results demonstrate that our method effectively captures
meaningful temporal dynamics in spatial vector patterns and generalizes from synthetic data to real-
world spatio-temporal event streams.

3.3 CASE 2: LEXICAL SEMANTIC CHANGE IN VECTOR SPACE

Having verified the effectiveness of our method in tracking spatial vector transitions, we next turn
to a more abstract domain: lexical semantics in natural language processing. Specifically, we apply
our framework to the task of tracking lexical semantic change based on temporal transitions of
contextual word embeddings.

3.3.1 SETTINGS

We use the English subtask of the SemEval-2020 Task 1 dataset (Schlechtweg et al., [2020), which
provides labeled words from two time periods—specifically, the early period (1810-1860) and the
late period (1960-2010). Each target word is associated with a set of usage examples for each
period. To analyze the types of semantic shifts through the transitions of vector sets, we restrict our
analysis to the words that are labeled as having undergone semantic change. We extract contextual
word embeddings using a fine-tuned XLM-R large model (Cassotti et al.,[2023)), the top-performing
system in the shared task. Each embedding is 1,024-dimensional.

To facilitate analysis, we reduce each embedding to a 2-dimensional vector using PCA. While our
framework supports higher-dimensional representations, we adopt a 2-dimensional projection for
interpretability, following prior work (Aida & Bollegalal 2025)). These vector sets are treated as
temporal instances, and we estimate RFF weights using K = 30 cosine basis functions. The inferred
weights for all words and both periods are then jointly projected onto a 2-dimensional PCA space
for visualization and comparison.
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Figure 5: Trajectories of the SemEval dataset in the PC3 and PC5. The central plots show the pro-
jection of inferred 30-dimensional weights onto the PC3-PC5 space. To aid interpretation, each
principal component axis is annotated with heatmaps that visualize the estimated distributions re-
constructed by inverse-mapping a set of evenly spaced points (every 50 units) back to the original
RFF space. Surrounding heatmaps represent the estimated distributions over the vector sets (repre-
sented by o) at each time period.

3.3.2 RESULTS

illustrates the projection results in the PCA space for representative WOI'dSE| We observe
that words like stab and graft move strongly in the negative direction of PC3, corresponding
to semantic broadening—from concrete meanings such as to pierce and to graft plants, to more
abstract or figurative senses like fo criticize, medical transplant, and bribery. In contrast, words
like plane and record show dispersion along PC5. This expansion reflects the emergence of
new technological senses (airplane and audio record), resulting in a broader and more dispersed
distribution of contextual embeddings in the late period.

Interestingly, words such as player and rag also exhibit significant semantic shifts, yet along
unexpected trajectories in the PCA space: Player shifts along PC3 instead of the expected PC5
(actor to media player), while rag moves along PCS5 rather than PC3 (old clothes to tabloid news-
paper). These different directions suggest that metaphorical extension and technological innovation
manifest differently in the latent RFF representation space. Overall, these findings demonstrate that
our method captures subtle variations in semantic change and offers an interpretable framework for
analyzing such transitions via spatial and density-based cues.

4 RELATED WORK

Our work relates to two key research areas: (1) time-varying vector set modeling, which concerns
tracking or representing dynamic distributions of unordered points, and (2) representation learning

“Note that PC1 and PC2 were excluded from the visualization, as they predominantly captured global trends
not directly relevant to the semantic transitions of interest (see [Figure 9)in{Appendix C|for details).
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for distributional shift, particularly approaches that capture how data distributions evolve in latent
space over time or across conditions.

4.1 TIME-VARYING VECTOR SET MODELING

This line of work deals with tracking and modeling entire sets of vectors as they evolve over time.
Across fields such as linguistics, ecology, and sociology, it is common to first estimate spatially
distributed vector sets (e.g., ecological distributions (Kass et al., 2018), crime locations (Murakami
et al.,2020), word embeddings (Aida & Bollegalal 2023))) and then study their temporal dynamics.
However, most of these methods focus on static snapshots or compare aggregate statistics between
time slices, lacking the ability to model continuous transitions or interaction mechanisms among
vector sets.

In point cloud research, related techniques have been developed to track time-varying point sets, par-
ticularly in 3D vision and physics simulations. For example, CloudLSTM (Zhang et al.| 2020) and
PSTNet (Fan et al., 2021) learn spatio-temporal dynamics in point sequences, while TPU-GAN (Li
et al.,|2022) captures motion-consistent upsampling of point clouds. Such methods emphasize spa-
tial structure and temporal coherence but are often computationally intensive or tailored to 3D tasks.
More broadly, Kalman filtering (Ding et al.| |2024) and partial Wasserstein matching (Wang et al.,
2022)) have also been used for registration or tracking of evolving point sets. However, these methods
assume stable point correspondences and are thus less suitable for analyzing unlabeled, distribution-
ally shifting point sets such as those in social data or vector sets of language.

4.2 REPRESENTATION LEARNING FOR DISTRIBUTIONAL SHIFT

Dimensionality reduction methods such as PCA and t-SNE (van der Maaten & Hinton| 2008) have
been widely used to embed vector sets into low-dimensional spaces for visualization. However, they
primarily focus on preserving geometric or local neighborhood structures in static data and do not
account for how distributions evolve. GP-LVM (Titsias & Lawrence, |2010) provides a probabilistic
framework for learning latent manifolds, and its dynamic extension allows for temporal modeling.
UMAP (Mclnnes et al., [2020) improves manifold learning with better preservation of global struc-
ture and density, but still lacks an explicit temporal component.

Recent advances have proposed explicit models for latent dynamics. For instance, DVBF (Karl
et al., 2017) combines variational inference with dynamic systems to learn latent state transitions
from high-dimensional observations. Time-lagged information bottleneck (Federici et al., [2024))
encodes features that preserve predictive information at coarse time scales, while InterLatent (Li
et al., 2025) models intermittent activation of latent factors over time. These methods excel at
modeling dynamics at the level of individual sequences or samples, but they do not directly address
how entire vector sets evolve as distributions over time. In contrast, we propose to model each vector
set as a unified distribution via Random Fourier Features (Rahimi & Recht,2007), enabling compact
and interpretable tracking of global distributional transitions across time.

5 CONCLUSION

In this work, we proposed a novel method for modeling temporal transitions of vector sets by repre-
senting each set as a distribution approximated with Random Fourier Features (RFF). This compact
representation enables interpretable analysis of set-level dynamics over time, going beyond existing
methods that rely on static snapshots or per-sample states. Through experiments on spatial crime
data and semantic change in vector space, we demonstrated that our method effectively captures
meaningful distributional transitions in diverse real-world scenarios.

LLM USAGE

We used a large language model solely for language editing and minor grammar improvements. All
experimental design, implementation, and writing decisions were made by the authors.
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ETHICS STATEMENT

This work does not involve human subjects, personally identifiable information, or sensitive data.
All experiments are conducted using either publicly available datasets or synthetically generated
data. We note the following considerations:

* The crime data used in our experiments captures aggregated statistics on when and where
incidents occurred. Our analysis is restricted to spatio-temporal trends and does not attempt
to infer attributes of individuals or communities.

* To the best of our knowledge, no ethical issues have been reported for the language data
we used in our experiments. However, pretrained models may implicitly reflect soci-
etal biases |Basta et al.| (2019). While our focus is on analyzing distributional dynamics
over time, we acknowledge the risk of amplifying or misinterpreting such biases through
representation-based methods.

As our approach aims to capture evolving patterns in vector representations, it is crucial to carefully
consider the possibility that statistical methods may unintentionally reinforce or obscure structural
biases. We encourage further investigation into the ethical implications of modeling temporal dy-
namics in social data.

REPRODUCIBILITY STATEMENT

We will release the complete implementation as anonymized supplementary materials. All experi-
ments were conducted using publicly available datasets and a publicly released embedding model.
Further details of the data preparation, embedding procedure, and experimental settings are provided
in

REFERENCES

Taichi Aida and Danushka Bollegala. Unsupervised semantic variation prediction using the dis-
tribution of sibling embeddings. In Findings of the Association for Computational Linguistics:
ACL 2023, pp. 6868—6882, Toronto, Canada, July 2023. Association for Computational Linguis-
tics. doi: 10.18653/v1/2023.findings-acl.429. URL https://aclanthology.org/2023.
findings—acl.429.

Taichi Aida and Danushka Bollegala. Investigating the contextualised word embedding dimen-
sions specified for contextual and temporal semantic changes. In Owen Rambow, Leo Wanner,
Marianna Apidianaki, Hend Al-Khalifa, Barbara Di Eugenio, and Steven Schockaert (eds.), Pro-
ceedings of the 31st International Conference on Computational Linguistics, pp. 1413-1437,
Abu Dhabi, UAE, January 2025. Association for Computational Linguistics. URL https:
//aclanthology.org/2025.coling—-main. 95/l

Taichi Aida, Mamoru Komachi, Toshinobu Ogiso, Hiroya Takamura, and Daichi Mochihashi. A
comprehensive analysis of PMI-based models for measuring semantic differences. In Pro-
ceedings of the 35th Pacific Asia Conference on Language, Information and Computation, pp.
21-31, Shanghai, China, 11 2021. Association for Computational Lingustics. URL https:
//aclanthology.orqg/2021.paclic—1.3.

Christine Basta, Marta R. Costa-jussa, and Noe Casas. Evaluating the underlying gender bias in
contextualized word embeddings. In Marta R. Costa-jussa, Christian Hardmeier, Will Radford,
and Kellie Webster (eds.), Proceedings of the First Workshop on Gender Bias in Natural Language
Processing, pp. 33-39, Florence, Italy, August 2019. Association for Computational Linguistics.
doi: 10.18653/v1/W19-3805. URL https://aclanthology.org/W19-3805/.

Christopher M Bishop and Nasser M Nasrabadi. Pattern recognition and machine learning, vol-
ume 4. Springer, 2006.

Pierluigi Cassotti, Lucia Siciliani, Marco DeGemmis, Giovanni Semeraro, and Pierpaolo Basile.
XL-LEXEME: WiC pretrained model for cross-lingual LEXical sEMantic changE. In Pro-
ceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume

10


https://aclanthology.org/2023.findings-acl.429
https://aclanthology.org/2023.findings-acl.429
https://aclanthology.org/2025.coling-main.95/
https://aclanthology.org/2025.coling-main.95/
https://aclanthology.org/2021.paclic-1.3
https://aclanthology.org/2021.paclic-1.3
https://aclanthology.org/W19-3805/

Under review as a conference paper at ICLR 2026

2: Short Papers), pp. 1577-1585, Toronto, Canada, July 2023. Association for Computational
Linguistics. doi: 10.18653/v1/2023.acl-short.135. URL https://aclanthology.org/
2023 .acl-short.135.

Junzhe Ding, Jin Zhang, Luqgin Ye, and Cheng Wu. Kalman-based scene flow estimation for point
cloud densification and 3d object detection in dynamic scenes. Sensors, 24(3), 2024. ISSN 1424-
8220. doi: 10.3390/s24030916. URL https://www.mdpi.com/1424-8220/24/3/916.

Hehe Fan, Xin Yu, Yuhang Ding, Yi Yang, and Mohan Kankanhalli. PSTNet: Point spatio-temporal
convolution on point cloud sequences. In International Conference on Learning Representations,
2021. URL https://openreview.net/forum?id=03bgkf_Puys.

Marco Federici, Patrick Forré, Ryota Tomioka, and Bastiaan S. Veeling. Latent representation and
simulation of markov processes via time-lagged information bottleneck. In The Twelfth Interna-
tional Conference on Learning Representations, 2024. URL https://openreview.net/
forum?id=bH6TO0JJjwby.

Michael U. Gutmann and Aapo Hyvirinen. Noise-Contrastive Estimation of Unnormalized Statisti-
cal Models, with Applications to Natural Image Statistics. Journal of Machine Learning Research,
13(11):307-361, 2012.

Lee Hachadoorian, Stuart R. Gaffin, and Robert Engelman. Projecting a Gridded Population of
the World Using Ratio Methods of Trend Extrapolation. Springer Berlin Heidelberg, Berlin,
Heidelberg, 2011. ISBN 978-3-642-16707-2. doi: 10.1007/978-3-642-16707-2.2. URL https:
//doi.org/10.1007/978-3-642-16707-2_2.

William L. Hamilton, Jure Leskovec, and Dan Jurafsky. Diachronic word embeddings reveal sta-
tistical laws of semantic change. In Katrin Erk and Noah A. Smith (eds.), Proceedings of the
54th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers),
pp. 1489-1501, Berlin, Germany, August 2016. Association for Computational Linguistics. doi:
10.18653/v1/P16-1141. URL https://aclanthology.org/P16-1141/.

Maximilian Karl, Maximilian Soelch, Justin Bayer, and Patrick van der Smagt. Deep variational
bayes filters: Unsupervised learning of state space models from raw data. In International Con-
ference on Learning Representations, 2017. URL https://openreview.net/forum?
1id=HyTgHL5xqg.

Jamie M Kass, Bruno Vilela, Matthew E Aiello-Lammens, Robert Muscarella, Cory Merow, and
Robert P Anderson. Wallace: A flexible platform for reproducible modeling of species niches
and distributions built for community expansion. Methods in Ecology and Evolution, 9(4):1151—
1156, 2018.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. Statistically significant detection
of linguistic change. In WWW 2015, pp. 625-635, 2015.

Yuke Li, Yujia Zheng, Guangyi Chen, Kun Zhang, and Heng Huang. Identification of intermittent
temporal latent process. In The Thirteenth International Conference on Learning Representations,
2025. URL https://openreview.net/forum?id=6Pz7afmsOp.

Zijie Li, Tianqin Li, and Amir Barati Farimani. TPU-GAN: Learning temporal coherence from
dynamic point cloud sequences. In International Conference on Learning Representations, 2022.
URL https://openreview.net/forum?id=FEBFJ98FKx.

Leland MclInnes, John Healy, and James Melville. Umap: Uniform manifold approximation and
projection for dimension reduction, 2020. URL https://arxiv.org/abs/1802.03426.

Daisuke Murakami and Yoshiki Yamagata. Estimation of gridded population and gdp scenarios
with spatially explicit statistical downscaling. Sustainability, 11(7), 2019. ISSN 2071-1050. doi:
10.3390/su11072106. URL https://www.mdpi.com/2071-1050/11/7/2106

Daisuke Murakami, Mami Kajita, and Seiji Kajita. Scalable model selection for spatial additive
mixed modeling: Application to crime analysis. ISPRS International Journal of Geo-Information,
9(10), 2020. ISSN 2220-9964. doi: 10.3390/ijgi9100577. URL https://www.mdpi.com/
2220-9964/9/10/577.

11


https://aclanthology.org/2023.acl-short.135
https://aclanthology.org/2023.acl-short.135
https://www.mdpi.com/1424-8220/24/3/916
https://openreview.net/forum?id=O3bqkf_Puys
https://openreview.net/forum?id=bH6T0Jjw5y
https://openreview.net/forum?id=bH6T0Jjw5y
https://doi.org/10.1007/978-3-642-16707-2_2
https://doi.org/10.1007/978-3-642-16707-2_2
https://aclanthology.org/P16-1141/
https://openreview.net/forum?id=HyTqHL5xg
https://openreview.net/forum?id=HyTqHL5xg
https://openreview.net/forum?id=6Pz7afmsOp
https://openreview.net/forum?id=FEBFJ98FKx
https://arxiv.org/abs/1802.03426
https://www.mdpi.com/2071-1050/11/7/2106
https://www.mdpi.com/2220-9964/9/10/577
https://www.mdpi.com/2220-9964/9/10/577

Under review as a conference paper at ICLR 2026

Iain Murray, David MacKay, and Ryan P. Adams. The Gaussian Process Density Sampler. In NIPS
2008, 2008.

Ryo Nagata, Hiroya Takamura, Naoki Otani, and Yoshifumi Kawasaki. Variance matters: Detecting
semantic differences without corpus/word alignment. In Proceedings of the 2023 Conference on
Empirical Methods in Natural Language Processing, pp. 15609—15622, Singapore, December
2023. Association for Computational Linguistics. doi: 10.18653/v1/2023.emnlp-main.965. URL
https://aclanthology.org/2023.emnlp—-main. 965,

Eugene P Odum. Fundamentals of ecology. Printing Company Ltd, 1971.

Ali Rahimi and Benjamin Recht. Random features for large-scale kernel machines.
In J. Platt, D. Koller, Y. Singer, and S. Roweis (eds.), Advances in Neural In-
formation Processing Systems, volume 20. Curran Associates, Inc., 2007. URL
https://proceedings.neurips.cc/paper_files/paper/2007/file/
013a006f03dbc5392effeb8f18fda755-Paper.pdf.

Dominik Schlechtweg, Barbara McGillivray, Simon Hengchen, Haim Dubossarsky, and Nina Tah-
masebi. SemEval-2020 task 1: Unsupervised lexical semantic change detection. In Proceedings
of the Fourteenth Workshop on Semantic Evaluation, pp. 1-23, Barcelona (online), December
2020. International Committee for Computational Linguistics. URL https://www.aclweb.
org/anthology/2020.semeval-1.1.

Michalis Titsias and Neil D. Lawrence. Bayesian gaussian process latent variable model. In
Yee Whye Teh and Mike Titterington (eds.), Proceedings of the Thirteenth International Con-
ference on Artificial Intelligence and Statistics, volume 9 of Proceedings of Machine Learning
Research, pp. 844-851, Chia Laguna Resort, Sardinia, Italy, 13—15 May 2010. PMLR. URL
https://proceedings.mlr.press/v9/titsiaslOa.htmll

Laurens van der Maaten and Geoffrey Hinton. Visualizing data using t-sne. Journal of Ma-
chine Learning Research, 9(86):2579-2605, 2008. URL http://Jmlr.org/papers/v9/
vandermaatenO08a.htmll

Ziming Wang, Nan Xue, Ling Lei, and Gui-Song Xia. Partial wasserstein adversarial network for
non-rigid point set registration. In International Conference on Learning Representations, 2022.
URLhttps://openreview.net/forum?id=2ggNjUisGyr.

David Weisburd, Laura A Wyckoff, Justin Ready, John E Eck, Joshua C Hinkle, and Frank Gajewski.
Does crime just move around the corner? a controlled study of spatial displacement and diffusion
of crime control benefits. Criminology, 44(3):549-592, 2006.

Chaoyun Zhang, Marco Fiore, [ain Murray, and Paul Patras. Cloud{lstm}: A recurrent neural model
for spatiotemporal point-cloud stream forecasting. In International Conference on Learning Rep-
resentations, 2020. URL https://openreview.net/forum?id=BJlowyHYPr.

A FULL RESULTS IN[SUBSECTION 3.1

B CHICAGO CRIME DATA IN[SUBSECTION 3.2|

C FULL RESULTS IN[SUBSECTION 3.3|

12


https://aclanthology.org/2023.emnlp-main.965
https://proceedings.neurips.cc/paper_files/paper/2007/file/013a006f03dbc5392effeb8f18fda755-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2007/file/013a006f03dbc5392effeb8f18fda755-Paper.pdf
https://www.aclweb.org/anthology/2020.semeval-1.1
https://www.aclweb.org/anthology/2020.semeval-1.1
https://proceedings.mlr.press/v9/titsias10a.html
http://jmlr.org/papers/v9/vandermaaten08a.html
http://jmlr.org/papers/v9/vandermaaten08a.html
https://openreview.net/forum?id=2ggNjUisGyr
https://openreview.net/forum?id=BJlowyHYPr

Under review as a conference paper at ICLR 2026

©ONOUAWNKFO

(b) Converge_1 (left) and Diverge_1 (right)

Figure 6: Trajectories of synthetic datasets in the top two principal components (PC1 and PC2),
visualized for selected instances. We focus on two pairs of datasets with contrasting dynamics:
Shift_3vs. Shift_4,and Converge_l vs. Diverge_1. The central plots show the projection
of inferred 30-dimensional weights (X = 30 Cosine waves) onto the PC1-PC2 space. Surrounding
heatmaps represent the estimated distributions over the vector sets (represented by o) at each time
step. These results illustrate that our method can effectively capture symmetric differences in the
learned transition patterns across time.
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(b) Converge_3 (left) and Diverge_3 (right)

Figure 7: Trajectories of synthetic datasets in the top two principal components (PC1 and PC2),
visualized for selected instances. We focus on two pairs of datasets with contrasting dynamics:
Converge_2 vs. Diverge_2, and Converge_3 vs. Diverge_3. The central plots show the
projection of inferred 30-dimensional weights (K = 30 Cosine waves) onto the PC1-PC2 space.
Surrounding heatmaps represent the estimated distributions over the vector sets (represented by o) at
each time step. These results illustrate that our method can effectively capture symmetric differences
in the learned transition patterns across time.
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Figure 8: Visualization of crime data in Chicago. (Left) Spatial distribution of incidents in the
selected years—early (2001), middle (2010), and late (2019) periods. (Right) Annual number of
incidents. The selected years for analysis are highlighted in orange.
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Figure 9: Trajectories of the SemEval dataset in the PC1 and PC2. The central plots show the
projection of inferred 30-dimensional weights (K = 30 Cosine waves) onto the PC1-PC2 space.
To aid interpretation, each principal component axis is annotated with heatmaps that visualize the
estimated distributions reconstructed by inverse-mapping a set of evenly spaced points (every 50
units) back to the original RFF space. Surrounding heatmaps represent the estimated distributions
over the vector sets (represented by o) at each time step.
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