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Abstract

Large language models (LLMs) often suffer
from hallucination, generating factually incor-
rect or ungrounded content, which limits their
reliability in high-stakes applications. A key
factor contributing to hallucination is the use
of hard labels during training, which enforce
deterministic supervision, encourage overconfi-
dence, and disregard the uncertainty inherent in
natural language. To address this, we propose
mitigating hallucination through knowledge
distillation (KD), where a teacher model pro-
vides smoothed soft labels to a student model,
reducing overconfidence and improving fac-
tual grounding. We apply KD during super-
vised finetuning on instructional data, evalu-
ating its effectiveness across LLMs from dif-
ferent families. Experimental results on sum-
marization benchmarks demonstrate that KD
reduces hallucination compared to standard
finetuning while preserving performance on
general NLP tasks. These findings highlight
KD as a promising approach for mitigating
hallucination in LLMs and improving model
reliability.!

1 Introduction

Large language models (LLMs) have demonstrated
remarkable capabilities in generating fluent and
contextually coherent text, achieving state-of-the-
art performance in various natural language pro-
cessing (NLP) tasks, including machine translation
(Vaswani, 2017), question answering (Brown et al.,
2020; Chowdbhery et al., 2023), and summarization
(Zhang et al., 2020; Raffel et al., 2020). However,
despite their impressive generative abilities, a fun-
damental challenge remains: hallucination—the
tendency of LLMs to generate false, misleading,
or unverifiable content (Ji et al., 2023; Bang et al.,
2023). Hallucinations in LLMs pose serious con-
cerns, particularly in applications that demand fac-
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tual accuracy, such as medical diagnosis (Moor
et al., 2023; Chu et al., 2024), legal document gen-
eration (Guha et al., 2024), and scientific content
summarization (Xie et al., 2023). Consequently,
mitigating hallucination in LLMs is a critical re-
search direction for ensuring reliability and trust-
worthiness in real-world applications.

Most LLMs are trained using next-token pre-
diction based on maximum likelihood estimation
(Radford et al., 2019; Touvron et al., 2023; Dubey
et al., 2024). During training, models are optimized
using the cross-entropy loss, which compares the
predicted token probabilities to the ground-truth
next token. Traditionally, ground-truth tokens are
represented as one-hot vectors, known as hard la-
bels. This means that the model is forced to assign
the entire probability mass to a single token while
treating all alternative completions as incorrect.

Although this approach is widely adopted, it has
several drawbacks that may exacerbate hallucina-
tion. First, hard labels encourage overconfidence
in incorrect predictions. Since only one token is
treated as correct during training, the model learns
to disregard other reasonable continuations, lead-
ing to overconfident mispredictions (Miiller et al.,
2019; Guo et al., 2017). Second, hard labels vio-
late the principle of maximum entropy (Jaynes,
1957), which suggests that, given partial infor-
mation, the most rational probability distribution
should retain as much uncertainty as possible. By
artificially forcing a single correct answer, hard
labels introduce arbitrary assumptions that can mis-
lead the model, particularly in ambiguous contexts.
Third, hard labels fail to capture contextual de-
pendencies effectively. Language generation is
inherently probabilistic, and multiple completions
can be equally valid depending on prior context
(Holtzman et al., 2020). Hard labels, by contrast,
encourage rigid decision-making, making LLMs
more prone to hallucinating confident but incorrect
outputs.



To address these issues, we propose an alterna-
tive training approach based on knowledge distil-
lation (KD) (Hinton, 2015; Kim and Rush, 2016).
Instead of training models with hard labels, we in-
troduce smoothed soft labels derived from a teacher
model. In this paradigm, the teacher model gen-
erates probability distributions over possible next
tokens, providing a richer and more informative
training signal for the student model.

Using soft labels offers several advantages over
traditional hard-label training. First, soft labels
introduce uncertainty-aware supervision, allowing
the student model to learn from a more calibrated
probability distribution rather than a binary correc-
t/incorrect signal. This helps mitigate overcon-
fidence and encourages more flexible decision-
making. Second, soft labels better align with
the principle of maximum entropy, as they retain
nonzero probabilities for multiple plausible con-
tinuations, thereby reducing arbitrary assumptions
in model predictions. Finally, because soft labels
are generated by a highly capable teacher model,
they provide contextually grounded probability dis-
tributions that naturally reinforce faithful and less
hallucinatory outputs.

In this paper, we investigate how knowledge
distillation with smoothed soft labels can be lever-
aged to reduce hallucination in LLMs. We con-
duct experiments on three LLLM families: Llama-
2, Llama-3.1, and Qwen-2.5, evaluating different
student-teacher pairs to analyze the effectiveness of
KD in mitigating hallucination. To systematically
evaluate hallucination, we focus on faithfulness
hallucination, which occurs when a model gen-
erates outputs that are not grounded in the given
context (Huang et al., 2023). We assess model
performance using CNN/Daily Mail and XSUM,
two widely used summarization benchmarks from
the hallucination leaderboard (Hughes et al., 2023).
Our evaluation leverages three complementary met-
rics: ROUGE-L for n-gram overlap, factual consis-
tency for assessing context-grounding, and factual
rate for measuring hallucination at the span level
(Chuang et al., 2024).

Our key findings can be summarized as follows:

* Knowledge distillation reduces hallucination:
Across all models, in most cases, finetuning
with soft labels outperforms standard super-
vised finetuning in mitigating faithfulness hal-
lucination. This supports our hypothesis that
soft labels provide a more effective training

signal than hard labels.

* KD preserves general performance: In addi-
tion to hallucination benchmarks, we evalu-
ate models on general NLP tasks, including
OpenBookQA, ARC, and HellaSwag, to en-
sure that KD does not degrade broader reason-
ing and comprehension abilities. Our results
show that KD maintains or improves general
performance, indicating that it is a viable tech-
nique for enhancing LLM reliability without
compromising overall capabilities.

Our findings demonstrate that knowledge dis-
tillation effectively reduces faithfulness hallucina-
tion while maintaining strong generalization across
NLP tasks. By replacing hard labels with soft,
uncertainty-aware training targets, KD improves
model calibration and factual grounding, making
LLMs more reliable.

2 Methodology

2.1 Problem Formulation

Autoregressive language models are trained us-
ing the next-token prediction task (Radford et al.,
2019). Given an input sequence of tokens, the
model generates a probability distribution over the
vocabulary and is optimized to minimize the cross-
entropy loss between the predicted probabilities
and the true labels:

['supervised = »CCE(U(Z)7 y)’ (1)

where z represents the logits from the model, o
denotes the softmax function, and y are the ground-
truth labels.

However, this standard training paradigm typi-
cally relies on hard labels (Figure 1), which assign
a probability of 1 to a single correct token in the
vocabulary and O to all others. While this simpli-
fies training, we argue that it introduces critical
issues—particularly overconfidence and hallucina-
tion—due to its rigid assumptions.

2.2 Hard Labels and Hallucination

In standard language model training, ground-truth
labels are typically represented as one-hot vectors,
assuming a single correct next token. However,
this rigid labeling has several drawbacks.

Hard labels cause overconfidence Neural net-
works trained on hard labels often exhibit poor
calibration, meaning they assign excessively high
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Figure 1: Comparison of cross-entropy optimization with hard labels vs. smoothed soft labels. The figure
illustrates how training with (a) hard labels differs from training with (b) contextually smoothed labels in an
autoregressive language model. In (a), the hard label for the word “physics” is represented as a one-hot encoded
(OHE) vector, assigning full probability (1.0) to a single token while forcing all alternative predictions (e.g., “Maths”,
“Assignments”, “Arts”) to have zero probability. This OHE representation introduces zero entropy, disregarding the
inherent uncertainty in natural language, and leading the model to overconfidently discard reasonable alternatives.
This forced certainty can cause the model to develop spurious assumptions and hallucinate incorrect outputs when

faced with ambiguous contexts.

confidence to incorrect predictions (Miiller et al.,
2019; Guo et al., 2017). In language modeling,
consider the input: “The student did well in ...”,
as shown in Figure 1. A well-calibrated model
should distribute probability mass across multiple
plausible completions, such as “physics”, “maths”,
“assignments”, “arts”. However, when trained with
hard labels, the model is forced to treat only one
option (e.g., “physics”) as correct while disregard-
ing all other reasonable alternatives. This results
in overconfidence, which can exacerbate halluci-
nation—the model’s tendency to generate fluent
but incorrect outputs. We further observe the over-
confidence of LLMs in our exploratory analysis in

Appendix A.

Hard labels introduce arbitrary assumptions
From an information-theoretic perspective, opti-
mizing a model with hard labels violates the prin-
ciple of maximum entropy (Jaynes, 1957). The
principle states: “In making inferences on the basis
of partial information, we must use the probabil-
ity distribution with maximum entropy, subject to
whatever is known.”. Hard labels contradict this
by enforcing a deterministic choice for the next to-
ken, even when the context suggests multiple valid
options. This injects arbitrary assumptions into the
model, leading to over-specified predictions that
may not generalize well.

Hard labels overlook contextual dependencies
Language models generate predictions condition-
ally based on prior tokens, yet hard labels do not
explicitly encode these dependencies. Consider
the word “country”. In “America is a ...”, the next
token might be “country” or “continent’; in “She
lives in a ...”, “country” is a much stronger can-

didate “continent”. Hard labels ignore this differ-

ence by treating each token in isolation, limiting
the model’s ability to adjust predictions based on
context. This lack of flexibility may lead to hallu-
cinated responses that do not align with preceding
information (Chen et al., 2022; Miao et al., 2021).

Given these limitations, we propose an alterna-
tive: smoothing hard labels via knowledge distilla-
tion to mitigate hallucination.

2.3 Smoothing Hard Labels with Knowledge
Distillation

Knowledge Distillation (KD) is traditionally used
to transfer knowledge from a large teacher model
to a smaller student model for efficiency (Hinton,
2015; Kim and Rush, 2016). However, in this work,
we leverage KD differently. Instead of hard labels,
we use soft labels produced by a highly capable
teacher model to provide a smoother training signal
for the student model. These soft labels preserve
uncertainty, allowing the student model to learn a
more realistic probability distribution over possible
outputs.

This approach directly addresses the issues out-
lined in §2.2: (1) Mitigating overconfidence: soft
labels distribute probability mass across multiple
reasonable tokens, reducing extreme confidence
in incorrect predictions. (2) Avoiding arbitrary
assumptions: Since the teacher-generated prob-
abilities preserve entropy, they align better with
the maximum entropy principle. (3) Enhancing
context awareness: the teacher model produces
context-dependent probability distributions, lead-
ing to more coherent and contextually appropriate
predictions.

Specifically, given an input sequence, we define
the knowledge distillation loss as

Lxp = Lce(o(zs),0(z)), 2



where z; and z; are the logits from the student and
the teacher models respectively. The overall train-
ing loss is a combination of standard supervised
learning and knowledge distillation:

L= »Csupervised + aLlkp, 3

where « is a hyperparameter controlling the influ-
ence of the teacher’s soft labels.

3 Experiments

3.1 Mitigating Hallucination with KD

Training an LLM from scratch with KD would
be computationally expensive and impractical. In-
stead, we apply KD during supervised finetuning
on an instructional dataset to approximate the ben-
efits of pretraining with smoothed labels while
ensuring computational efficiency. Specifically,
we finetune student models on the Dolly dataset
(Conover et al., 2023) using knowledge distillation
from a larger teacher model. This setup enables us
to investigate the impact of KD without requiring
full-scale pretraining.

To systematically evaluate the impact of KD,
we conduct experiments on three teacher-student
model pairs from different families. For the
LLaMA-2 series, we use LLaMA-2-7B-chat as
the student and LLaMA-2-13B-chat as the teacher
(Touvron et al., 2023). Both sequence-level and
word-level KD are applied in this setting, where
Dolly is augmented using greedy decoding from
the teacher model. For the LLaMA-3.1 series, we
use LLaMA-3.1-8B-Instruct as the student and
LLaMA-3.1-70B-Instruct as the teacher (Dubey
et al., 2024), applying only word-level KD with-
out additional data augmentation. Similarly, for
the Qwen-2.5 series, Qwen-2.5-7B-Instruct serves
as the student, and Qwen-2.5-32B-Instruct is the
teacher (Bai et al., 2023), with word-level KD be-
ing applied.

Before distillation, each teacher model is first
finetuned on Dolly to ensure alignment with the
dataset. For efficient finetuning of LLaMA-3.1-
70B-Instruct, we adopt Low-Rank Adaptation
(Dettmers et al., 2023). We explore various hy-
perparameter settings, including learning rates of
le — 5 and 5e — 6, batch sizes of 2, 4, and 8, and
KD weight coefficients « of 0.01, 0.1, 1.0, and
10.0. All experiments are implemented using the
MiniLLM framework (Gu et al., 2024) and run on
four NVIDIA H100 GPUs. Each training session
takes approximately one hour.

As a baseline, we finetune the student models
directly on Dolly without KD, denoted as model-
SFT. This allows us to assess the impact of KD
by comparing distilled models with those trained
solely on hard labels.

3.2 Hallucination Evaluation

Hallucination in language models can be broadly
classified into two types (Huang et al., 2023). Faith-
fulness hallucination occurs when a model gener-
ates outputs that are not grounded in the provided
context, while factuality hallucination refers to er-
rors where the generated content contradicts real-
world knowledge stored in the model’s parametric
memory. In this study, we focus on faithfulness
hallucination, as it directly pertains to the model’s
ability to generate contextually consistent outputs.

To evaluate faithfulness hallucination, we use lm-
evaluation-harness framework (Gao et al., 2024).
We select two benchmark datasets from the allu-
cination leaderboard (Hughes et al., 2023) and in-
tegrate them into the harness. The first dataset,
CNN/Daily Mail (CNNDM), consists of news arti-
cles from CNN and Daily Mail paired with multi-
sentence summaries. The second dataset, XSUM,
contains BBC news articles with highly abstrac-
tive single-sentence summaries. Both datasets are
widely used to assess the faithfulness of model-
generated summaries. To ensure a fair evalua-
tion, we test models only on the test splits of each
dataset, keeping the training and validation splits
untouched.

For measuring faithfulness hallucination, we
employ three metrics. ROUGE-L measures the
n-gram overlap between the generated and refer-
ence summaries, serving as a traditional metric for
summarization performance. Factual consistency,
computed using the hallucination evaluation model
from Vectara (2024), assesses whether a generated
summary is supported by the input article. Addi-
tionally, we adopt factual rate (Chuang et al., 2024),
which determines whether a span of text is factual
or hallucinatory based on the distribution of atten-
tion weights between the context and the generated
text. For LLaMA-2, we use an off-the-shelf clas-
sifier from Chuang et al. (2024). For LLaMA-3.1
and Qwen-2.5, we follow the same methodology
to train separate classifiers. These classifier are
then used to produce the factual rates based on
generated attention weights.



Method CNNDM XSUM

ROUGE-L (%) FC (%) FR (%) ROUGE-L (%) FC (%) FR (%)
Llama-2-7B
+SFT 28.0+0.30 86.3x1.2 94.8+1.3 17.4+£0.41 73.8+1.7 91.2+3.2
+KDg 1 28.4+0.35 87.4+0.7 95.4+0.9 17.7£0.31 75.0£1.4 90.4+3.5
+KD1 g 28.6+£0.29 87.4+x1.0 94.4+1.3 17.8+0.33 75.2+1.3 89.6+3.7
+KD1g ¢ 28.8+0.21 87.7£0.4 93.9+0.4 18.0+0.12 76.2+x1.5 89.7x1.5
Llama3.1-8B
+SFT 31.4+0.32 93.5+0.5 80.7+2.2 20.6x0.14 79.2+1.3 59.1x1.4
+KDg o1 31.7+0.14 93.3+0.6 79.2+3.3 20.6+0.14 79.1£1.3  60.5%1.0
+KDg 1 31.6x0.16 93.3+0.7 78.4+4.2 20.6x0.15 79.2+£1.3 59.9+0.7
+KD1 g 31.2+0.26 93.8+0.2 78.0+£3.9 20.2+0.12 80.9+0.1 59.6+1.9
Qwen2.5-7B
+SFT 27.5+1.14 92.3+0.9 89.5+0.7 20.2+£0.99 76.0£0.9 71.6x£2.2
+KDg 01 27.8+1.39 92.3£0.9 89.4+0.7 20.3+1.04 76.0£1.2 71.9+2.1
+KDg 1 27.8+1.37 92.3+0.9 89.6x0.6 20.2+1.00 76.4+£0.8 72.4x1.5
+KD1 g 27.8+1.30 92.5+1.0 90.2+1.2 20.0+£0.76 77.6£0.5 73.6x1.9

Table 1: Hallucination evaluation results for student models finetuned with supervised finetuning (SFT) and
knowledge distillation (KD). Models are evaluated on the CNN/Daily Mail (CNNDM) and XSUM datasets using
three metrics: ROUGE-L (1, %) for n-gram overlap, factual consistency (FC, 1, %) for context grounding, and
factual rate (FR, 1, %) for specialized hallucination detection. Each experiment is conducted with varying learning
rates and batch sizes, and results are reported as the mean and standard deviation across runs. The results suggest
that in most cases KD reduces hallucination compared to SFT, as models trained with soft labels from a teacher

model demonstrate improved faithfulness.

3.3 Results on Hallucination

Table 1 presents the hallucination evaluation results
across different models and training approaches.
The results demonstrate that in most cases models
finetuned with KD outperform their SFT baselines
across all model families, hallucination metrics,
and both datasets. This confirms that training with
soft labels from a teacher model significantly miti-
gates hallucination compared to training with hard
labels.

It is important to highlight that our models were
not finetuned on the training splits of CNN/-
Daily Mail or XSUM. Instead, finetuning was
performed on an entirely different dataset, Dolly,
making our experimental setup different from mod-
els specifically optimized for these summariza-
tion benchmarks. Consequently, our results may
not match those reported on the hallucination
leaderboard. However, the goal of this work is
not to optimize for leaderboard performance, but
rather to investigate whether knowledge distillation
can reduce hallucination in a general setting where
models are trained on broad instructional data.

A deeper analysis reveals that different halluci-
nation metrics capture different aspects of model

behavior. For example, when evaluating Llama-2
on XSUM, the KD-trained model outperforms the
SFT model in ROUGE-L and factual consistency
but performs slightly worse in factual rate. This dis-
crepancy arises because factual rate was explicitly
designed for hallucination detection and has been
shown to generalize well to XSUM, even though
it was trained on CNN/Daily Mail (Chuang et al.,
2024). In contrast, ROUGE-L and factual consis-
tency tend to emphasize surface-level text simi-
larity rather than deep factual grounding. These
findings underscore the importance of considering
multiple evaluation metrics when analyzing hallu-
cination tendencies.

3.4 Results on General Benchmarks

Since knowledge distillation alters the model’s
training dynamics by encouraging smoother proba-
bility distributions, it is crucial to assess whether
KD affects general model performance on broader
NLP tasks. To address this, we evaluate stu-
dent models on a range of reasoning, compre-
hension, and commonsense benchmarks. The se-
lected datasets include ARC (Challenge & Easy)
(Clark et al., 2018) for commonsense reasoning,
HellaSwag (Zellers et al., 2019) for story comple-



Arc_Challenge

Arc_Easy HellaSwag OpenbookQA

Llama-2-7B

+SFT 38.4+0.4 50.1+1.0 66.4+2.3 41.7+0.5
+KDy | 39.5+0.4 50.2+1.9 66.8+1.1 40.8+0.7
+KD1 o 39.6+0.4 51.5+1.7 67.5+0.8 40.9+1.1
+KD1g.9 39.4+0.8 53.2+1.6 67.1£0.7 40.7+0.9
Llama3.1-8B

+SFT 57.1+0.5 82.4+0.3 78.7£0.9 49.6+0.2
+KDy.01 57.5+0.4 82.1£1.0 78.8+1.0 49.9+0.7
+KDy 1 57.3+£0.3 82.4+0.7 78.7£0.8 49.8+0.4
+KD1 o 56.2+0.3 82.4+0.5 77.6£0.2 49.1+£0.9
Qwen2.5-7B

+SFT 50.3+£3.3 67.626.0 74.8+2.6 48.4+1.1
+KDy.01 50.7£3.5 66.6+4.8 74.7£2.9 48.5+1.8
+KDy 1 50.7£3.2 66.7+4.9 74.8+£2.9 48.5+1.5
+KD1 o 50.8+3.4 69.1+6.3 74.8+2.3 47.9+0.9

Table 2: Performance evaluation of student models finetuned with supervised finetuning (SFT) and knowledge
distillation (KD) on general NLP benchmarks. The models are assessed on ARC (Challenge & Easy), HellaSwag,
and OpenBookQA using length-normalized accuracy (%). Each experiment is conducted with varying learning
rates and batch sizes, and results are presented as the mean and standard deviation. The findings indicate that
KD does not degrade performance on general reasoning and comprehension tasks, suggesting that knowledge
distillation effectively mitigates hallucination without compromising broader model capabilities.

tion, and OpenBookQA (Mihaylov et al., 2018)
for science and reasoning tasks. Performance is
measured using length-normalized accuracy.

Table 2 presents the results on general bench-
marks. Our findings indicate that KD does not
degrade performance across these tasks. In most
cases, KD-trained models match or outperform
their SFT counterparts, demonstrating that distilla-
tion does not compromise the model’s reasoning or
comprehension abilities. This result is particularly
important, as it shows that reducing hallucination
via KD does not come at the expense of broader
model performance.

3.5 Case Study

To further illustrate the impact of KD on reduc-
ing hallucination, we present a case study com-
paring the SFT summary (from Qwen-2.5-SFT)
and the KD summary (from Qwen-2.5-KDy 1) for
a given input context (from XSUM). The exam-
ple, shown in Figure 2, highlights how KD helps
generate more faithful and contextually grounded
summaries.

The SFT summary contains several hallucina-
tory details that are unrelated to the given con-
text. Specifically, it introduces factual errors by
discussing the history of Sale Sharks, including
information about its founding year, stadium, team

colors, and past achievements—none of which ap-
pear in the provided context. This suggests that
the model, when finetuned using hard labels, tends
to over-rely on parametric knowledge rather than
grounding its response in the input.

In contrast, the KD summary closely follows
the input text, preserving key factual details while
avoiding irrelevant or fabricated content. The sum-
mary correctly states that Josh Strauss has signed
with Sale Sharks and retains the correct timeline
and reasoning for his transfer. Importantly, it accu-
rately conveys that Strauss has been sidelined by a
kidney injury, a critical piece of information from
the original context. Additionally, the KD sum-
mary introduces minor refinements, such as spec-
ifying a “two-year contract”, demonstrating that
KD can smooth output distributions while main-
taining informativeness.

4 Related Work

Hallucination mitigation Previous works have
proposed various methods to reduce hallucinations.
Radford et al. (2019) underscore the importance of
rigorous curation and filtration of training data by
human experts, which includes removing misinfor-
mation and biases, data deduplication, etc. Though
effective, it is hard to scale up the filtering pro-



Context

SFT Summary (Baseline)

KD Summary

It had already been announced the 30-year-old
would leave the Warriors when his contract
expires this summer. The South Africa-born
forward becomes Sale's first new signing for
next season. "Josh is a world class ball-carrying
forward," said Sharks director of rugby Steve
Diamond. "He has been performing well for both
Glasgow and Scotland over the past five years and
will complement the squad in the ball-carrying
department.” Strauss joined Glasgow from Super
Rugby side Lions in 2012 and, after three years of
residency, qualified to play for Scotland in time
for the 2015 World Cup. Number eight Strauss
has been sidelined by a kidney injury sustained
during the Six Nations defeat by France, ruling
him out of the rest of the tournament. "Since
coming to the UK | always had it in the back of
my mind that | wanted to play in the
Premiership,” said Strauss. "I have really
enjoyed my time with the Warriors, but | asked
my agent to look around for me. He came back
with Sale Sharks who have a good name, a

Sale Sharks are a professional
rugby union team based in Sale,
Greater Manchester, England.
They  compete in  the
Premiership Rugby, the top tier
of English rugby union. The
team was founded in 1998 as a
merger between Sale and
Stockport RFC. The club's
home ground is the AJ Bell
Stadium in Sale. The club's
colours are red and white, and
their nickname is the Sharks.
The club's first season in the
Premiership was 2001-02. The
club has won the Premiership
twice, in 2005 and 2010, and
the European Challenge Cup in
2011. The club has also won
the Anglo-Welsh Cup, the
European Cup, and the
European Challenge Cup.

Glasgow Warriors forward Josh
Strauss has signed a two-year
contract with Premiership side
Sale Sharks. The South Africa-
born forward becomes Sale's
first new signing for next
season. He is expected to
complement the squad in the
ball-carrying department.
Strauss has been sidelined by a
kidney injury sustained during
the Six Nations defeat by
France, ruling him out of the
rest of the tournament. Since
coming to the UK, he always
had it in the back of his mind
that he wanted to play in the
Premiership. He has really
enjoyed his time with the
Warriors, but he asked his agent
to look around for him. He
came back with Sale Sharks

good record in the Premiership and looked an
attractive proposition."”

who have a good name, a good
record in the Premiership and
looked an attractive proposition.

Figure 2: Comparison of summaries generated by the SFT and KD models.

The SFT summary introduces

hallucinated content (highlighted in red) that is factually incorrect or not present in the input context. In contrast, the
KD summary remains faithful (highlighted in blue) to the provided input, accurately conveying key details without
introducing unrelated or incorrect facts. This case study illustrates the effectiveness of knowledge distillation in
mitigating hallucination and improving factual consistency.

cess as data volume expands. Meng et al. (2022)
later proposes a model editing technique that lo-
cates "buggy" parameters and updates them to al-
ter the model’s behavior, avoiding hallucinatory
predictions, which also struggles with large scale
updates. Other model updating techniques like
factuality enhanced decoding that modifies model
logits (Lee et al., 2022) or the well studied retrieval-
augmented generation (RAG) (Shuster et al., 2021;
Lewis et al., 2020; Guu et al., 2020) where models
retrieve relevant knowledge and give answer con-
ditioned on that knowledge, have shown positive
results and gained popularity. However, these are
ad-hoc methods that do not directly deal with hal-
lucination from the foundational level. Similar to
our work, there are methods that focus on the train-
ing process of language models. For example, Lee
et al. (2022) combats chunked factual knowledge in
GPU constrained training environments using the
prefix token TOPICPREFIX, (Liu et al., 2024) that
sharpens attentions weights to address attention
glitches, etc. While improve the training paradigm
fundamentally, they overlook the discussed flaws

that hard labels impose on models.

Hallucination benchmarks A variety of bench-
marks have been developed to evaluate hallucina-
tions in LLMs (Tonmoy et al., 2024). Some ex-
amples of tasks-specific benchmarks used to deter-
mine LLM hallucinations are listed as the follow-
ing. Summarization: CNN-DM (See et al., 2017),
MSMARCO (Nguyen et al., 2016), and XSUM
(Narayan et al., 2018). Open QA : Truthful QA
(Lin et al., 2022), FalseQA (Hu et al., 2023), and
StrategyQA (Geva et al., 2021). Multi-choice QA:
MMLU (Hendrycks et al., 2020), WiCE (Kamoi
et al., 2023), and FEVER (Thorne et al., 2018). In
order to maintain consistency in reporting hallu-
cination mitigation performance, several leader-
boards and benchmarks have been established
which allow researchers to submit their models
for evaluation (Hong et al., 2024; Hughes et al.,
2023; Li et al., 2023).

Hallucination detection Traditional n-grams
metrics like ROUGE-L (Lin, 2004) and classifier-
based metrics like factual consistency (Vectara,



2024) are commonly used to evaluate halluci-
nations. The former measures n-grams overlap
among pairs of prediction and ground truth, and
the latter is a T-5 based classification model that
predicts whether a prediction is fully supported
by a context. Nonetheless, these metrics might
fall short in differentiating the subtle discrepan-
cies between the generated content and the source
content (Huang et al., 2023), since they are lim-
ited to assessing only the generated text (hence
external metrics). Other methods operate on log-
probabilities (Yuan et al., 2021; Fu et al., 2023)
and entropy (Xiao and Wang, 2021), which can be
viewed as internal metrics that process data at the
last softmax stage in the transformer architecture.
Recently Chuang et al. (2024) proposes Lookback-
Lens classifier for hallucination detection, which
predicts the level of factuality, i.e., factual rate,
based on the ratio of attention weights given to con-
text versus those given to newly generated tokens.
Factual rate is used in our work since it addresses
two main downsides of mainstream metrics: 1) it
examines internal states across all attention layers
excluding non-linear transformations in forward
layers, offering a new perspective to understand the
intricate behaviors of LLMs. 2) grounded on the
task of hallucination detection, factual rate gives a
direct estimation of hallucination instead of being
grounded on overlaps measure like ROUGE-L.

Knowledge distillation There are a wide range
of distillation techniques, from distributions di-
vergence to hidden states similarity (Xu et al.,
2024). Divergence-based methods minimize the
divergence between the probability distributions of
the teacher and student models. Similarity-based
methods aim to align hidden states of the models,
ensuring similar manner in processing information
among the models. Since distributions divergence
KD is very close to the analogy in §2.2, we argue
that divergence-based KD can address the short-
comings of hard labels and reduce hallucination
in LLMs. In particular, our work concentrates
on sequence and word-level KD (Kim and Rush,
2016), a form of divergence-based KD. Through
word-level KD, student models learn from teachers’
prediction at each timestep. Through sequence-
level KD, students learn from teachers’ prediction
of sequences, which does not have a close-form
cross-entropy representation like word-level KD.
Instead, teacher-generated text used as labels in
Lcg and Lkp approximately represent sequence-

level distributions. Essentially, Equation (3), when
applied with token labels generated by teachers, is
equivalent to sequence and word-level combined
KD. In contrast, when applied with the original
labels from the training dataset, the paradigm re-
duces to word-level KD. In terms of KD effec-
tiveness, recent research also shows mixed results.
For instance, Wang et al. (2024) finds that KD
produces less capable models than SFT, while dis-
tillation pretraining has produced more capable
models than supervised pretraining in Gemma and
Gemini (Team et al., 2024), Minitron (Sreenivas
et al., 2024), and AFM (Gunter et al., 2024) fam-
ilies. This is further discussed in the recent work
about distillation scaling laws (Wang et al., 2024),
where, among other findings, it is better to choose a
smaller teacher, slightly more capable than the tar-
get student capability, rather than a large, powerful
teacher. This research is helpful in understanding
any inconsistencies in our results and in designing
optimal KD experiments in the future.

5 Conclusions

This paper explores knowledge distillation (KD)
as a strategy for mitigating hallucination in large
language models (LLMs) by replacing hard-label
training with smoothed soft labels. We demon-
strate that KD reduces overconfidence and im-
proves factual grounding by enabling models to
learn from a more calibrated probability distri-
bution. Through experiments on multiple model
families and summarization benchmarks, we show
that KD-trained models exhibit lower hallucination
rates compared to standard finetuning while main-
taining strong general NLP performance. Our find-
ings highlight the limitations of traditional hard-
label supervision and emphasize the need for more
uncertainty-aware training paradigms. Future work
could explore adaptive KD strategies that dynami-
cally adjust soft-label smoothing based on context
sensitivity, integrate KD with retrieval-augmented
generation (RAG) for further grounding, or ex-
tend these techniques to multimodal and domain-
specific LLMs to improve factual accuracy across
diverse applications.

Limitations

Dependence on a well-calibrated teacher model
The effectiveness of KD relies on the quality of
the teacher model. If the teacher itself exhibits
hallucination or poor factual calibration, the stu-



dent model may inherit these weaknesses rather
than mitigating them. While KD smooths token
probabilities, it does not inherently improve the
correctness of the teacher’s outputs. Future work
could explore selecting or adapting teacher models
with explicit hallucination mitigation techniques to
ensure more reliable supervision.

KD in instruction finetuning To fully avoid
assumption-prone behavior, KD should ideally be
integrated into pretraining rather than applied only
during finetuning. For example, Llama-3.2-1B
was pretrained using logits from Llama-3.1-70B as
word-level targets?, although the effects on halluci-
nation have not been explicitly documented. Due
to resource constraints, our experiments focused
solely on instruction finetuning, meaning our re-
sults may not capture the full potential of KD in
mitigating hallucination when used at scale dur-
ing pretraining. Investigating how KD influences
hallucination when applied earlier in the training
pipeline remains an important direction for future
research

Limited scope in hallucination categorization
Our study specifically targets faithfulness halluci-
nation, where the model generates content that is
inconsistent with the provided context. However,
factuality hallucination, where the generated text
contradicts real-world knowledge, is another criti-
cal issue that we did not examine. Since different
types of hallucinations require different mitigation
strategies, future work should explore whether KD
has similar benefits for factuality hallucination and
how it compares to other debiasing techniques.

Computational cost of knowledge distillation
Although KD is more computationally feasible
than pretraining from scratch, it still introduces ad-
ditional overhead compared to standard finetuning.
Running teacher inference and student optimiza-
tion increases resource demands, especially for
large teacher models. Optimizing KD efficiency,
such as distilling from smaller ensembles or using
precomputed soft labels, could make this approach
more practical for large-scale deployment.

Evaluation limitations and alternative metrics
Our evaluation primarily relies on ROUGE-L, fac-
tual consistency, and factual rate, but other relevant
metrics—such as METEOR, BERTScore, and Self-

Zhttps://ai.meta.com/blog/llama-3-2-connect-2024-
vision-edge-mobile-devices/

CheckGPT—were not considered. These alterna-
tive metrics could provide additional insights into
hallucination tendencies, particularly for assessing
deeper semantic alignment and self-consistency.
Additionally, we did not incorporate human evalua-
tion, which remains the gold standard for assessing
hallucination, as it can capture nuanced errors that
automated metrics

Multi-faceted nature of hallucination While
our study focuses on overconfidence from hard
labels, hallucination arises from a broader range
of factors. Exposure bias—caused by the discrep-
ancy between teacher-forced training and autore-
gressive inference—can lead to hallucination when
the model generates sequences unobserved during
training. Data imbalance can amplify hallucination
in low-resource knowledge areas. The attend-to-all
mechanism in transformers may dilute attention
over longer sequences, degrading faithfulness. Ad-
ditionally, models can exhibit inability to reject
incorrect patterns, as seen in ChatGPT’s persis-
tent success in Tic-Tac-Toe even when instructed
to lose. Given the multifaceted nature of halluci-
nation, our work addresses only one contributing
factor. A more comprehensive mitigation strategy
should integrate KD with other techniques, such
as reinforcement learning from human feedback
(RLHF), retrieval augmentation, and uncertainty-
aware decoding.
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A Overconfidence Evaluation

To justify the use of smoothed labels in reducing
overconfidence, we first verify that LLMs are over-
confident when finetuned with hard labels.

In our experiments, four LLMs, including
Mistral-7B, Llama2-7B, Pythia-6.9B (Penedo
et al., 2023) and Falcon-7B are finetuned on the
multiple choice QA dataset of CommonsenseQA
(Talmor et al., 2019) using QLoRA (Dettmers et al.,

13

2023). The finetuned models are evaluated on the
validation set of CommonsenseQA with zero shot
prompts. For a fair comparison, they are compared
to vanilla (unfinetuned) models in a few-shot set-
ting with instances from the training set as example
shots.

To measure confidence, the negative log-
likelihood (NLL) of incorrect answers are used.
Specifically, when the model answers incorrectly,
we extract from the first prediction step the NLL of
its answer, which is either “a”, “A”, “b”, “B”, “c”,
“C”, “d”, “D”, “e”, or “E”. The generated answers
are also utilized to calculate the overall accuracy
of these models.

Model acc

Llama-2-7B 32.8
Llama-2-7B-SFT 48.8
Mistral-7B 70.0
Mistral-7B-SFT  76.4
Pythia-6.9B 20.6
Pythia-6.9B-SFT 19.4
Falcon-7B 21.3
Falcon-7B-SFT 20.4

Table 3: Accuracy of LLama-2-7B, Mistral-7B, Falcon-
7B, and Pythia-6.9B on the validation set of Common-
senseQA.

Figure 3 presents the overconfidence of vanilla
and finetuned LLMSs on their incorrect predictions,
and table 3 shows their accuracy. For all incorrect
answers, the level of confidence is very high for
all models, with the curves mostly leaning towards
zero. After finetuning, Mistral and Falcon become
more confident in their incorrect answers, which is
evident by the height increase of the orange curves
from the blue curves. Falcon and Pythia, on the
other hand, do not seem to perform well on the mul-
tiple choice QA task, with their accuracy worsens
after finetuning. These results indicate that finetun-
ing with hard labels may improve accuracy in a par-
ticular task, but hardly reduce, or even raise their
overconfidence. This necessitates the use of label
smoothing in order to mitigate overconfidence and
thus hallucination.

B Experiments on Small Scale LMs

As support evidence, in addition to experiments
with 7B and 8B models, we also evaluate small
scale LMs from 350M to 1B parameters: Bloomz-
560M and MTO0-580M (Muennighoff et al., 2022),
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Figure 3: Kernel density estimation of confidence levels of incorrect answers in vanilla and finetuned (a) LLama-2-
7B, (b) Mistral-7B, (c) Falcon-7B, (d) Pythia-6.9B, when evaluated on the validation set of CommonsenseQA. The

confidence level is measured as the NLL.

OPT-350M (Zhang et al., 2022), and Pythia-1B
(Biderman et al., 2023). We reuse models from
(Boizard et al., 2024)3, which are finetuned un-
der SFT and KD (with Llama-2-7B and Mistral-
7B teachers) on PubMedQA question-answering
dataset (Jin et al., 2019) and DialogSum summa-
rization dataset (Chen et al., 2021). Evaluation
benchmarks used include HotpotQA (Yang et al.,
2018), TruthfulQA (Lin et al., 2022) for factual-
ity hallucination, and CNN/Daily Mail (See et al.,
2017) for faithfulness hallucination. Metrics used
include ROUGE-L (Lin, 2004), CHRF (Popovié,
2015), BERTSCORE (Zhang et al., 2019), and
METEOR (Banerjee and Lavie, 2005).

Table 4 illustrates the performance of student
models of Bloomz-560M, OPT-350M, mt0-580M,
and Pythia-1B with Llama-2 teacher on Truthful
QA and Hotpot QA. KD models consistently out-

3https://huggingface.co/Nicolas-BZRD
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perform their baseline counterparts, showing en-
hancements in all metrics, affirming their effective-
ness in dealing with complex QA tasks. Likewise,
Bloomz-560M, OPT-350M, and Pythia-1B demon-
strate enhancements over the baselines on CNN/-
Daily Mail when employing KD with Mistral as the
teacher for the summarization task (Table 5). How-
ever, the student model for MTO-base, exhibits a
minor decline in performance compared to the base
model on the same dataset. These improvements
are consistent with those on larger scale LMs, con-
solidating our hypothesis.



Truthful QA Hotpot QA

Student Version rougeL CHRF BertScore METEOR rougeL CHRF BertScore =METEOR
Bloompseon SET 14 163 807 2.1 168 208 838 153

KD 132 170 815 13.1 192 233 851 16.7
S SFT 328 419 832 33 52 38 808 97

KD 354 423 885 38.6 6.1 150 813 10.7

SFT 75 223 462 79 6.7 48 805 T
OPT-350M KD 166 204 378 16.6 6.9 154 809 112
S SFT 259 392 869 36 62 143 807 8

KD 278 411 872 36.2 7.4 162 812 12.9

Table 4: Hallucination evaluation results for smaller scale student models with supervised finetuning (SFT) and
knowledge distillation (KD). Models are evaluated on Truthful QA and Hotpot QA for question answering.

Student Version CNNDM

rougelL. CHRF BertScore METEOR
Bloomz-560M IS(I]:)T ;gg ;22 222 ;2?
mOSOM 5% o sss  sos
OPT-350M g)T ;ié iﬁ;‘ 22:2 ;2:3
PubielB R 50 o ses s

Table 5: Hallucination evaluation results for smaller scale student models with supervised finetuning (SFT) and
knowledge distillation (KD). Models are evaluated on CNN/Daily Mail for summarization.
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