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Figure 1: JavisGPT supports multi-level synchronized audio-video content (i.e., sounding video)
comprehension (left), and simultaneously complex instruction-based audio-video generation, inter-
leaved in-context generation (middle), and multi-turn proactive conversations (right).

Abstract

This paper presents JavisGPT, the first unified multimodal large language model (MLLM)
for joint audio-video (JAV) comprehension and generation. JavisGPT has a concise encoder-
LLM-decoder architecture, which has a SyncFusion module for spatio-temporal audio-video
fusion and synchrony-aware learnable queries to bridge a pretrained JAV-DiT generator. This
design enables temporally coherent video-audio understanding and generation from multimodal
instructions. We design an effective three-stage training pipeline consisting of multimodal
pretraining, audio-video fine-tuning, and large-scale instruction-tuning, to progressively build
multimodal comprehension and generation from existing vision-language models. For instruc-
tion tuning, we construct JavisInst-0mni, a high-quality instruction dataset with over 200K
GPT-4o-curated audio-video-text dialogues that cover diverse and multi-level comprehension
and generation scenarios. On JAV comprehension and generation benchmarks, our experiments
show that JavisGPT outperforms existing MLLMs, particularly in complex and temporally
synchronized settings.
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Figure 2: Overall architecture of JavisGPT, which can perceive and produce videos and sounds
simultaneously. The input video and audio are encoded and fed into the SyncFusion module, and
the resulting synchronized audio-video representation, together with the text tokens and learnable
JavisQueries are then passed to the LLM backbone. During decoding, the yielded JavisCond em-
beddings are used to align the LLM intents to the semantic conditional space of downstream JAV-DiT,
enabling high-quality and synchronized sounding-video generation.

1 Introduction

Joint understanding and generation of multiple modalities has recently sparked increasing interest
[71,180L 1211172, 186L150]. Existing efforts generally focus on image-text frameworks [96 184,73} 51} [11]],
or treat video and audio understanding and generation as separate modalities [[90, 81} 142].

We introduce JavisGPT, a bespoke MLLM for high-quality, unified comprehension and generation in
joint audio-video (JAV) tasks, which has clear application potential in avatar chatbots, sounding movie
curation, and music-driven video analysis. JavisGPT is a holistic system that accepts as input separate
audio and videos, synchronized sounding videos, and user text prompts. After comprehending and
reasoning over these input signals, it produces either textual responses and/or synchronized sounding
videos. Our architecture supports a wide range of JAV scenarios, including question-answering in
comprehending sounding audios, generation of sounding audios following user instructions, upon
in-context reasoning, and interleaved text-audio-video generation in multi-turn user dialogues (ref.
Fig.[I). As a comprehensive and state-of-the-art system, we highlight the design of JavisGPT below
(with detailed discussions with related works provided in Sec. [2).

Model architecture. JavisGPT uses an encoder-LLM-decoder architecture (ref. Fig. E]), with
Qwen2.5 [87] as the LLM backbone. The visual encoder is inherited from Qwen2.5-VL [5], and
the audio encoder is based on BEATSs [10]. Audio and video features, along with user prompts
and learnable JavisQuery tokens, are passed to the LLM. To enable fine-grained spatiotemporal
alignment, we propose a dedicated SyncFusion module that fuses audio and video representations
into synchronized SyncAV tokens for unified comprehension. At the output stage, the LLM generates
textual responses along with JavisCond tokens, which encode contextual semantics and serve as
conditioning inputs for a pretrained JAV-DiT generator [39]. We choose JavisDiT for its generation
quality and flexibility, and incorporate hierarchical JavisQueries to provide spatiotemporal priors,
further enhancing synchronization in audio-video generation.

Training strategies. To effectively adapt the vision-language backbone to JAV tasks, we design a
three-stage training pipeline: (1) MM-PreTrain: introducing the audio input branch for comprehension
and preliminarily aligning the output embeddings of LLM with the condition space of JavisDiT; (2) AV-
FineTune: enhancing synchronized audio-video comprehension and generation via SyncFusion and
hierarchical JavisQueries, respectively; and (3) MM-InstTune: enables generalizable instruction
following and multimodal reasoning via large-scale instruction tuning across text, video, and audio.

Dataset collection. To facilitate instruction tuning, we construct JavisInst-Omni, a large-scale,
diverse, and high-quality instruction dataset covering both comprehension and generation. The dataset
contains 200K dialogue trajectories involving tightly interleaved text, audio, and video, simulating
complex single- and multi-turn interactions. All samples are annotated via GPT-40 and manually



verified for quality. The instructions span a wide range of task formats, including QA, captioning,
instruction-following generation, and in-context multimodal reasoning.

We compare JavisGPT with existing JAV-like LLMs on various JAV benchmarks, where JavisGPT
yields impressive performance across all scenarios. Moreover, for audio-video joint generation,
JavisGPT also significantly outperforms existing methods, producing high-quality and diversified
sounding videos. We reiterate our main points below:

* We present JavisGPT, the first unified MLLM for sounding-video comprehension and generation.

* We present its architecture design, including the audio-video synchronization mechanism, its
multi-stage tuning strategy, and a large-scale instruction dataset for JAV LLMs training.

 Evaluation indicates the effectiveness of JavisGPT in JAV comprehension and generation.

2 Related Work

Multimodal comprehension. Recently, MLLMs have significantly advanced many multimodal
fields, such as the modeling of image, video, and audio contents [, [12} 18} |60} 22} 20} 79, 155]].
Early approaches, such as Flamingo [4] and BLIP [33| 34], focused on combining text with static
visual inputs. Recent research extended these efforts to dynamic vision and audio modalities, such as
PandaGPT [67], Video-LLaMA [91}[14], UnifiedMLLM [36], and MiniOmni [85]], which incorporate
temporal and auditory perception and reasoning. While these MLLMs achieve promising performance,
they typically treat modalities (e.g., audio and video) as independent inputs from separate channels,
relying on concatenation or simple feature padding for integration. This strategy overlooks fine-
grained spatio-temporal interactions between modalities, compromising their effectiveness in complex
scenarios where multimodal synchronization is required, such as JAV.

Multimodal generation. Compared to research efforts for multimodal content comprehension,
relatively limited emphasis has been placed on generative capabilities for MLLMs, particularly
for scenarios involving multiple interdependent modalities, such as JAV [31}155]. For audio-video
generation, existing MLLMs like HuggingGPT [64], NExT-GPT [81], and UnifiedIO-2 [42] adopt a
pipeline-based framework, where individual audio and video generation components are sequentially
executed. Although such methods achieve reasonable results, they suffer from issues like error
propagation and desynchronized outputs due to the lack of joint modeling.

Unified comprehension and generation. Early approaches such as AV2AV [15] and MultiDia-
log [52] tackled talking-head generation and speech-driven dialogue, but were limited by simple
architectures or the absence of textual input/output. While recent MLLMs aim to unify multimodal
comprehension and generation, most still focus on single modalities, lacking effective modeling
of cross-modal interactions, particularly the audio-video synchronization. For instance, Video-
Salmonn [68}, [70] and Meerkat [16] use separate encoders for audio and video with little attention
to alignment. Similarly, NExT-GPT [81]] and AnyGPT [90] support multimodal generation but fail
to synchronize audio and video due to separate decoders. To address these limitations, we propose
JavisGPT, which integrates a spatio-temporal alignment mechanism and unified feature learning,
advancing the state of the art in joint audio-video (JAV) modeling.

3 Architecture

JavisGPT leverages Qwen2.5-VL-7B-Instruct [5] as backbone, incorporating with SyncFusion and
JavisQueries to perform joint comprehension and generation. Sec. [3.1] demonstrates how Javis-
GPT extends to audio perception and utilizes SyncFusion to explicitly capture spatio-temporal
synchrony in input sounding videos. Sec.[3.2]introduces how JavisGPT integrates with a pretrained
JAV generator [39] and enhance the generation synchrony through hierarchical JavisQueries.

3.1 Synchrony-aware Audio-Video Comprehension

Modality-specific encoding for video and audio. Following recent works [14, 68| [70], we first
adopt the vision encoder from Qwen2.5-VL [5] to encode the video inputs to yield dense video
representation V € RT» X (HXW)xC ‘\where T, denotes the number of video frames, (H, W) are the
spatial dimensions, and C' is the feature dimensionality. Meanwhile, we introduce a parallel audio
encoding branch built upon BEATs [[10] to extract dense audio representations A € RTa*xMxC
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Figure 3: Mechanism of SyncFusion. (1) Left: We align temporally-segmented audio tokens with
corresponding video frames by using cross-attention to merge audio clues into visual patches, SO as
to capture spatiotemporal synchrony explicitly. (2) Right: Each resulting SyncAV token e’ ij € R¢
represents a sounding event occurring within the ¢-th row, j-th column visual patch of ¢-th frame.

where Ty, is the temporal length of the audio features, M is the number of frequency bins, and C' is the
feature dimension. Specifically, the raw audio waveform is first converted into a 2D mel-spectrogram,
comprising T, time frames and M = 128 frequency bins. Each audio frame corresponds to a 25 ms
window with a 10 ms overlap, enabling high-resolution temporal encoding. Finally, a two-layer MLP
¢g is applied to project audio features into the LLM token embedding space, serving as a bridge for
JavisGPT to understand audio content.

Synchronized audio-video fusion. Unlike previous MLLMs that straightforwardly concatenate
video and audio features together [[14! [68]] or simply interleave audio-video frames [70) [86]], Jav-
isGPT introduces a SyncFusion module ¥*” to explicitly model the spatio-temporal synchrony in
sounding videos. As illustrated in Fig.[3] we first temporally align the audio and video streams by
evenly dividing the audio representations to match the number of video frames, transforming the audio
features from A € RTa*MxC g A/ ¢ RToX(xM)XC "where r = [T, /T, ], with zero-paddings
applied if needed. Then, a shared cross-attention module is employed to inject audio cues into the
frame-wise video representations, followed by a two-layer MLP to generate SyncAV representations.
The length of SyncAV representations matches that of the vanilla extracted video representations,
ensuring compatlblhty with the MRoPE positional encoding used in the Qwen2.5-VL [5]]. Each re-
sulting token e!*. € R® encodes a localized audio-visual event occurring at the i-th row, j-th column
visual patch of f;ame t,. By integrating audio semantics into visual features, the SyncFusion module
enhances representational expressiveness and achieves precise spatio-temporal synchronization. This
is crucial for downstream tasks requiring fine-grained audio-video understanding.

3.2 Spatio-Temporally Synchronized Audio-Video Generation

Equipping backbone MLLM with DiT generator. Drawing inspiration from Pan et al. [51], we
introduce N learnable query embeddings Q€ to bridge the hidden state space of the LLM with the
semantic condition space of the DiT generator. As demonstrated in Fig.[d] when JavisGPT encounters
the special token <|av_start|> during the NTP process, the IV learnable tokens are immediately
inserted into the input sequence. These tokens are processed through the causal attention layers of the
LLM, after which a two-layer MLP ¢ are applied to project the N hidden states h = RN *C into the
condition embedding space of the DiT, yielding ¢ = RV *P which serve as semantic conditions for
generating synchronized sounding videos. Unlike MetaQueries [51]], which completely replaces the
original conditions ¢ with ¢ and require full fine-tuning of the DiT, the proposed JavisGPT retains the
original DiT parameters by freezing the generator and instead aligns ¢ with the original T5-XXL [59]
text encoder with alignment loss L5, , =|| € — c [|2 [81]. This design greatly simplifies training
and reduces computational cost while maintaining effective conditioning for generation, and Sec.
provides further discussions with other generative MLLM:s.

Synchrony-enhanced audio-video generation. To further strengthen the spatio-temporal synchrony
of generated sounding videos, we follow Liu et al. [39] to additionally design N’ learnable query
tokens Q° to estimate spatio-temporal prior (ST-prior) embeddings § for auxiliary conditions. As
shown in Fig.[d] the semantic condition ¢ a coarse description of the overall audio-visual event (e.g.,
‘a car starts its engine and leaves the screen’), while the ST-prior condition § captures fine-grained
synchrony. Specifically, the spatial prior governs where events occur and disappear (e.g., ‘the car is
in the top-left corner of screen’), whereas the temporal prior determines when they begin and end
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Figure 4: Instruction-followed and synchronized audio-video generation. We use learnable
queries to gather useful information from all the audio, video, and text inputs, and use a two-layer
MLP to map the hidden states from LLM to the conditional space of DiT. The hierarchical semantic
and spatiotemporal prior conditions further enhance the synchrony in generated sounding videos.
Alignment loss and diffusion loss are integrated to reduce optimization difficulty and training cost.

(e.g., ‘sound starts at 2s, exits at 7s, fades at 9s’). To compute §, we employ a separate MLP projector
¢ to map the final-layer representations of the prior query tokens into the ST-prior condition space,
aligning them with the ST-prior encoder used in JavisDiT [39]. Finally, we combine the alignment
loss between the predicted ST-prior embeddings § and the ground-truth ST-priors s with the denoising
objective, jointly optimizing both to strengthen the audio-video synchrony:

»ccomp :” c—c ”2 + H S—s ”2 + H €— g(atvvtaévéat) H2 £ Czlign + ‘Czszlign + ‘CZ’@Sff 5 (1)

where €(x) is the DiT model that predicts the noise/velocity added to video v and audio a at timestamp
t with (estimated) text condition ¢ and st-prior condition 8, and € is the ground-truth. We follow Liu
et al. [39] to use rectified flow [40] as the scheduler.

4 Training and Datasets

This section presents the three-stage training pipeline designed to efficiently adapt the visual-language
backbone MLLM [5] into our proposed JavisGPT for joint comprehension and generation of sounding
videos. A brief summary of the training process is demonstrated in Tab. [T] with detailed training
configurations provided in Sec.[B.2}

Table 1: Summary of the training pipeline. ‘MM-PT’ denotes multimodal pre-training, ‘AV-FT’
refers to audio-video fine-tuning, and ‘MM-InstTune’ means multimodal instruction-tuning.

Stage Tasks Trainable Modules # Parameters  Training Objective
MM-PT A—T, T>AV ¢, Q%% p° 239.95M Lontp + Latign
AV-FT AV—T, T-AV P, QO ¢, UiEM 654.68M Lty + Latign + Laifs

MM-InstTune A/V/AVAT—T+AV  ¢% 0 Q%% ¢ WM 717.00M  Loup + Latign + Laifs

4.1 Pre-training for Basic Video-Audio Comprehension and Generation

The first stage equips JavisGPT with basic AV comprehension and generation skills by extending
Qwen2.5-VL to audio and aligning it with the JavisDiT generator.

Audio input alignment learning. As described in Sec. we optimize the only parameters of the
two-layer MLPs ¢®, which are applied to project the audio features (encoded by BEAT [10]) to the
input token embedding space of LLM. Specifically, following the setup of VideoLLaMA?2 [14], we
train ¢ on approximately 600K audio-text pairs using audio captioning and audio-based question-
answering tasks by minimizing the next-token prediction loss Ly, on the generated text responses.

Preliminary audio-video generation alignment learning. In this part, we learn N learnable query
embeddings Q¢ along with the projection network ¢ to map the LLM’s hidden states into the
condition space of the DiT generator, which is originally modeled by a T5-XXL encoder [59].
Specifically, The learnable query embeddings (¢ aggregated contextual information from the LLM
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Figure 5: (1) Left: We curate a large-scale, diverse, and balanced cross-modal instruction-
tuning dataset (JavisInst-Omni) from multiple sources. (2) Right: Within JavisInst-Omni,
JavisInst-Und and JavisInst-Gen are specifically developed for multi-level audio-video com-
prehension and generation with synchrony-awareness. Details are presented in Sec. E}

is Specifically, we use 1.5M sounding video captions from TAVGBench [46] as input prompts,
each concatenated with the N queries, which serve to aggregate contextual information from the
LLM. Then, the resulting hidden states Q¢ corresponding to these queries are projected by ¢¢ to
obtain the estimated condition embeddings ¢. To accelerate and stabilize the semantic alignment
between the LLM and DiT, we minimize an alignment loss L., between the predicted conditions
¢ and the reference conditions ¢ encoded by the frozen T5-XXL from the same captions. This
pre-alignment phase is crucial for providing semantically meaningful initialization, which in turn
facilitates subsequent training of fine-grained audio-video synchronization.

4.2 Fine-tuning for Synchronized Audio-Video Comprehension and Generation

Further, the model is fine-tuned to enhance its ability to capture fine-grained audio-video synchrony.
LoRA [27] (r = 128, o = 256) is integrated with the LLM backbone to strengthen the adaptation.

Synchrony-aware audio-video comprehension. This part focuses on optimizing the SyncFu-
sion module " to strengthen spatio-temporal alignment of the audio-video representations. The
module is trained on the sounding-video caption task, where sounding videos are provided as in-
put, and the LLM is required to generate visual and acoustic descriptions. We use around 360K
audio-video-text triplets from TAVGBench [46], with supervision provided by the NTP loss.

Synchrony-aware audio-video generation. In this stage, we further fine-tune the semantic and
st-prior queries (¢, ° along with the output projectors ¢¢, ¢®, aiming to improve the synchrony of
generated sounding videos. Training is conducted by minimizing the loss defined in Equation (1)),
allowing the model to better align semantic intent with fine-grained spatio-temporal dynamics during
generation. We reuse the collected 360K audio-video-text triplets from TAVGBench for this stage.

4.3 Instruction-tuning for Interleaved Comprehension and Generation

As an interactive chatbot, JavisGPT is expected to not only be equipped with instruction-following ca-
pabilities but also improve its ability to reason over user intent for more generalized and user-friendly
interaction. To this end, we first construct a large-scale, diverse instruction tuning dataset, named
JavisInst-Omni, to enable flexible and interleaved audio-video comprehension and generation.
The overall dataset statistics are depicted in Fig.[3]

JavisInst-Omni dataset. First, to maintain model capacity of comprehending single video and audio
modalities, we sample diverse QA instances from existing resources: 55K audio QA samples from
VideoLLaMA2 [14], 60K video QA samples from LLaVA-Video-178K [95], and 20K image QA
instances from LLaVA-OneVision [32]]. Then, to enhance joint audio-video comprehension, except
for 95K audio-video QA instances from VideoLLaMA?2 [14] and 20K audio-video caption samples
from TAVGBench [46]], we additionally construct JavisInst-Und for multi-level synchrony-aware
comprehension. Finally, to strengthen synchronized sounding video generation, except for 150K
text-to-audio-video instances from TAVGBench [40] to maintain JAVG capability, we further curate
JavisInst-Gen to handle various conversation scenarios. Sec.[C]provides more details.



Table 2: Comparison on audio, video, and audio-video comprehension. We use the ActivityNet [6]],
Perception [53], and MVbench [35] test sets for video comprehension, the ClothoAQA [38]] and
TUT2017 [49] test sets for audio comprehension, and the AVQA [89], MU-AVQA [41], and AVSD [2]]
test sets for synchronized audio-video understanding. JavisGPT exhibits competitive performance
across all benchmarks. We also report the data (#Samples) used to adapt a backbone VLM for joint
audio-video comprehension. Best and secondary results are marked bold and underline respectively.

Video Audio Audio-Video

Model (7-8B) #Samples . K

ActivityNet Perception MVbench ClothoAQA TUT2017 AVQA MU-AVQA AVSD
Video-LLM
Video-LLaVA [37] - 56.5 67.9 58.6 - - - - -
LLaVA-NeXT [93] - 53.5 48.8 46.5 - - - - -
LLaVA-OV [32] - 55.6 57.1 56.7 - - - - -
Qwen2-VL [76] - 574 62.3 67.0 - - - - -
Qwen2.5-VL [3] - - 70.5 69.6 - - - - -
InternVL2.5 [12] - 58.9 68.9 72.0 - - - - -
Audio-LLM
Qwen-Audio [17] - - - - 57.9 64.9 - - -
Qwen2-Audio [18] - - - - 60.9 73.7 - - -
Audio-Video-LLM
NEXT-GPT [81] 1.9M 21.5 33.7 27.9 30.9 6.4 253 19.3 30.8
UnifiedIO-2 [42] 9.2B 232 34.7 30.4 31.4 9.1 61.2 34.1 16.5
Macaw-LLM [44] - - - - - - 78.7 31.8 343
AV-LLM [65] - 472 - - - - 78.7 452 52.6
VideoLLaMA [91] - 12.4 - - - - 80.9 36.6 36.7
VideoLLaMA?2 [14] 1.9M 50.2 514 54.6 65.1 78.4 - 79.2 57.2
VideoLLaMAZ2.1 [14] 1.9M 53.0 54.9 57.3 66.3 77.3 - 80.9 57.2
Qwen2.5-Omni [86] - 572 70.4 66.9 68.0 78.3 91.5 79.9 62.8
JavisGPT (Ours) 1.5M 58.1 70.2 68.4 67.3 82.1 93.8 82.1 622

Joint instruction-tuning across modalities. To enable JavisGPT supports diverse tasks shown
in Fig. [T} we jointly fine-tune all newly introduced modules, including input/output projectors
¢,1", ¢°, ¢, learnable queries Q°, Q*, and the LoRA adapter WM on diversified cross-modal
instruction-tuning instances from our proposed JavisInst-Omni dataset.

5 Contribution Statement

This work is the result of a large and comprehensive project that aims to provide the community
with an open-source tool and platform for joint understanding and generation of sounding video,
which is the first of its kind. While most of the individual network components are known in the
literature, it takes significant trials and errors to find a feasible plan, and connect and align them
to form a state-of-the-art and yet concise system. In particular, the proposed three-stage training
pipeline has proven useful for gradually improving model performance. In addition, the proposed
JavisInst-Omni dataset represents a very rich mixture of single- and multi-modality data, with
the majority being single-turn and the rest multi-turn. We believe the architecture, training methods,
and datasets offer a very competitive baseline and have significant value for future data-centric and
model-centric studies.

6 Experiments

This section presents the experimental results to evaluate the effectiveness of our proposed JavisGPT.
For a fair comparison, we train JavisGPT following the three-stage pipeline described in Sec.
with each stage running for one epoch. We use zero-shot evaluation for downstream tasks including
audio-video comprehension and generation using their official evaluation protocols. Additional
implementation and training details can be found in Sec. [B]

6.1 Comparison with the State of the Art

Multimodal comprehension. As shown in Tab. 2] our method achieves performance on par with
advanced models on video/audio understanding, demonstrating strong unimodal capabilities. It main-
tains visual comprehension strength of Qwen2.5-VL [3]] backbone (70.2 vs. 70.5 on Perception [53[])



Table 3: Comparison on audio-video generation. Results are reported on JavisBench-mini [39]].
We achieve stronger generation performance than standalone DiT models and unified MLLMs.

AV-Quality Text-Consistency AV-Consistency AV-Synchrony
Method
etho FVD] KVD| FAD| TV-IBT TA-IBt CLIPt CLAP{ AV-IBT CAVP1T AVHScoref JavisScoret

DiT

MM-Diff [60] 23119 122 27.5 0.080 0.014  0.181  0.079 0.119 0.783 0.109 0.070
JavisDiT [39] 248.9 19 7.6 0.273 0.145  0.307  0.382 0.203 0.799 0.181 0.153
MLLM

NEXT-GPT [81] 1463.2 6.1 7.0 0.215 0.132 0.182 0.371 0.067 0.732 0.061 0.038
UnifiedIO-2 [42] 15974 64 6.7 0.231 0.118 0.292 0357 0.106 0.747 0.094 0.053
JavisGPT (Ours) 243.6 1.8 7.6 0.274 0.146 0309 0.380 0.202 0.797 0.185 0.157

and even slightly outperforms Qwen2.5-Omni [86] on MVBench [35]] (video) and TUT2017 [49]
(audio). For audio-video synchronized understanding, JavisGPT surpasses both Qwen2.5-Omni and
VideoLLaMAZ2.1 [14] on AVQA [89] and MU-AVQA [41], achieving top results on both benchmarks.
We attribute this to the spatio-temporal alignment capability of the proposed SyncFusion and our
synchrony-aware training strategy. Notably, those results are obtained with fewer training samples
(1.5M in total), highlighting its strong data efficiency.

Multi-modal generation. Tab. [3] compares the text-to-audio-video generation performance of
JavisGPT with existing methods. JavisGPT significantly outperforms NExT-GPT [81] and UnifiedIO-
2 [42] in AV quality, semantic consistency, and AV synchrony. These gains largely stem from the
explicit synchrony modeling through the spatio-temporal prior projector, coupled with a carefully
designed training strategy. In addition, JavisGPT slightly outperforms the base generator of Javis-
DiT [39], which we attribute to the stronger semantic understanding and encoding capacity of the
LLM backbone [5], leading to more precise condition representations, ultimately improving the
quality of generated sounding videos.

Interleaved comprehension and generation. As Instruction —
no existing benchmark directly measures joint under- Follovine NEXT-GPT
standing and generation of sounding videos, we fill farT
this gap by carefully curating a new evaluation set

comprising 100 multi-turn QA dialogues covering

four types of interleaved understanding-generation 2o N\ Tt
tasks. We employ five unbiased volunteers to con-

duct human evaluation over several dimensions, cov-

ering both textual and audio-video outputs. Full setup

and detailed analysis are provided in Sec. [E.T| The

average results are reported in Fig. [f] where our

method consistently outperforms the two compet-

ing methods with joint comprehension-generation S Y
capabilities by a large margin. Notably, we observe Quality Reasoning

(1) NExT-GPT [81] frequently refuses to respond or
generates noisy audio-video outputs, severely impact- . . .
ing instruction-following and generation quality; (2) conversat.mH. JavisGPT significantly outper-
UnifiedIO-2 [42] is inferior to context reasoning and forms UnifiedlO-2 and NExT-GPT.
proactive thinking, failing to connect user history (e.g., preferences) with current instructions.

Figure 6: Human evaluation on interleaved

6.2 Further Analysis

Effectiveness of SyncFusion on audio-video comprehension. To assess the impact of synchro-
nization strategies, we train models solely on the AV understanding subset of JavisInst-Omni and
evaluate their performance across three AV comprehension benchmarks. In Tab. ] we report the
accuracy, the number of encoded AV tokens and per-sample inference latency. Results show that
the interleaving strategy used in Video-Salmonn2 [69] and Qwen2.5-Omni [86] fails to outperform
simple concatenation [37] and introduces additional latency (over 2x slowdown) due to memory-
discontinuous tensor operations. The Q-former [34, (62, 81]], despite offering faster inference, suffers
from optimization instability [[12} 5] and yields substantially lower performance. In contrast, our



Table 4: Comparing SyncFusion with other
options for AV-synchronization. The SyncFu-
sion module can effectively and efficiently cap-
ture the audio-video synchrony.

AVSync AVQA MU-AVQA AVSD #Tokens] Latencyl
Concat 93.3 80.7 61.3 35K 246ms
Interleave 933 80.6 61.6 3.5K 555ms
BiCrossAttn ~ 93.2 80.6 61.1 3.5K 263ms
Q-Former 71.4 54.7 56.3 0.2K 182ms
SyncFusion 93.4 81.4 62.0 2.0K 224ms
Separate-Und Separate-Gen  [Z71 Joint-U&G
79.0 79.4
G 714723 Ve

. 663 ’ s
ﬁé ’ & 1535
s ’ 25

V-Und1  A-Und?  AV-Und1  AV-Gen-Q| AV-Gen-C1 AV-Gen-S 1

Figure 7: Comparison on joint and separate
training of understanding and generation.
Joint training generally leads to better perfor-
mance, especially on the generation side.

Table 5: Ablation on training stages. We com-
pare training without audio-video fine-tuning
(w/o AV-FT), without multimodal pretraining
(w/o MM-PT), and with all stages (w/ All).

Quality Consistency Synchrony
Stage
8 FVDJ FADJ TV-IBT TA-IBT AV-IB1 JavisScoret
w/o AV-FT 4732 9.6 0252 0.089 0.152 0.069
w/o MM-PT 306.7 84 0267 0.132 0.178 0.135
w/ All 243.6 7.6 0.274 0.146 0.202 0.157
AV-Quality | Text-Consistency 1 AV-Synchrony 1
0.16
8|1 Joint 017 ="
; ‘| == Separate | o ,,/""' 0.14 7
| . / 012 /
1 0.15 V4 .12 /7
6 p; ’
\ 014 [, 10|
5 ‘\ 013/ ,'
4 \\ 0.12(y 0.08 ‘lll
NET 0.1 “,' Joint 0.06 " Joint
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202000 4000 6000 0 2000 4000 600C 0 2000 4000 600
#lteration #Iteration #Iteration

Figure 8: Generation performance vs. training
iterations. We observe that joint training con-
sistently improves generation quality, instruction
following (text consistency) and synchronization.

proposed SyncFusion achieves strong AV understanding performance while reducing both token
count and inference latency, showing a more balanced trade-off between performance and efficiency.

Impact of the three training stages on high-quality AV generation. Tab.[5|analyzes the contribution
of each training stages to AV generation performance. We first evaluate the model after MM-Pretrain
(Sec.[&.I] without AV-FineTune) and find that merely aligning with DiT’s original text encoder [59)]
alone is insufficient to effectively bridge the LLLM and DiT, resulting in poor generation quality
(e.g., a low JavisScore [39] of 0.069). Next, we skip pretraining and only apply diffusion loss for
AV-Finetune (Sec. without MM-Pretrain). While this significantly improves generation quality,
consistency, and synchrony, training exhibits instability in early stages. To ensure convergence, we
had to reduce the learning rate from le-4 to le-5, which ultimately compromises final performance.
The best results are obtained by combining MM-Pretrain and AV-Finetune in our progressive training
paradigm, confirming the necessity of staged adaptation for effective audio-video generation.

Joint training improves both understanding and generation. Fig.[7|compares the performance of
comprehension and generation tasks under separate vs. joint training, with each score averaged over
the corresponding test sets (e.g., ‘V-Und’ is the average accuracy over ActivityNet [6]], Perception [53]],
and MVBench [35]]). Results show that joint training consistently outperforms separate training in
both understanding and generation tasks, indicating a mutual enhancement effect. The improvement
is more substantial on the generation side.

To better understand this effect, Fig. [§] presents the evolution of generation metrics across three
dimensions. As the number of generation training samples increases, the inclusion of comprehension
data leads to steady gains in both AV-Quality and Text-Consistency. It suggests that semantic
understanding of AV content enhances the quality of condition embeddings used for generation. This
trend also aligns with findings in MetaQueries [51]] for image tasks. However, AV synchrony shows
only marginal improvement (+0.04), possibly indicating the need for a more unified mechanism
bridging comprehension and generation. We further discuss this in Sec. [A]

Case study: instruction-followed and synchrony-aware comprehension and generation. Fig.[9]
presents a qualitative comparison with Unified[O-2 [42] and NExT-GPT [81] in a two-round dialogue
setting. In the first round, the models are asked to identify the source of a gunfire sound. UnifiedIO-2
gives a general response (‘a semi-automatic weapon’), while NExT-GPT hallucinates an explosion
of a flower. In contrast, our model accurately grounds the sound in a video game scene, showing
better spatio-temporal grounding and scene understanding. In the second round, the models are asked



User: Watch the sounding video and answer the question:
What causes the gunfire sounds in the video?

UnifiedIO-2: NExT-GPT: JavisGPT:
The gunfire sound in the video The gunfire sounds in the video are The gunfire sounds are produced by a
is probably caused caused by the explosive physical
impact of the flowers, which being played by the man.
creates a loud explosion. @
Show me a video of the explosive physical impact of flowers with loud and intensive gunfire sounds. E
Unified10-2: NExT-GPT: JavisGPT:
Ok, let me suggest a video.. Certainly! I have the perfect video No doubt, I will create a video presence
that showcases this concept. It that reflects the flower gunfire.

N
F_q - N captures the flowers ...
@ Failed to generate @

Figure 9: Case study on joint audio-video understanding and generation. (1) Round-I evaluates
the instruction-based AV understanding; (2) Round-II validates on context-based AV generation.
JavisGPT can faithfully understand and generate high-quality synchronous audio-video content.

to generate a gunfire-related video. UnifiedIO-2 produces irrelevant key frames, NExT-GPT fails
to generate, while our JavisGPT successfully synthesizes coherent and synchronized audio-visual
content. More examples are presented in Sec. [F|

7 Conclusion and Discussion

We propose JavisGPT, a unified MLLM for synchronized audio—video comprehension and gen-
eration. JavisGPT adopts an encoder—-LLM—decoder architecture with a SyncFusion module for
spatiotemporal alignment and integrates a pretrained JavisDiT generator via hierarchical condition
embedding. A three-stage training pipeline and the large-scale JavisInst-0mni dataset enable com-
plex audio—video—text interactions. Extensive experiments demonstrate state-of-the-art performance
on both unimodal and synchronized AV tasks, with interesting observations on mutual enhancement
on both understanding and generation capabilities. We believe JavisGPT offers a strong foundation
for future research in synchronized media generation.

Discussion 1: extended capabilities for sounding video comprehension and generation. Our Javis-
GPT can be further enhanced by: (1) Enabling speech input/output by replacing BEAT's with advanced
models like Whisper or WavTokenizer [10, [57, 28 [86]]; (2) Achieving fine-grained, controllable
audio—video generation/editing via additional conditioning in JAV-DiT [29]; (3) Supporting complex
instruction-based generation through improved LLM reasoning and contextual conditioning [78]].

Discussion 2: ultimate framework for joint audio-video comprehension and generation. While
encoder—-LL.M—decoder architectures with continuous inputs and diffusion decoders are well estab-
lished [90} [81} 142], unified end-to-end autoregressive models using both discrete and continuous
tokens show strong synergy in understanding and generation [[77, 182} (73 [75]]. Extending these from
text—image to text—audio—video modeling holds great promise.
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In the appendix, we present discussion in limitation and societal impact (Sec.[A]) details in model
implementation and evaluation (Sec. , construction details of JavisInst-Omni (Sec. @ discussion
on architecture designs (Sec. [D)), supplementary investigations on JavisGPT (Sec. [E), and more
quantitative case studies on JavisGPT (Sec. [F).

A Potential Limitation and Societal Impact

A.1 Limitation and Future Work

While our JavisGPT represents a pioneering effort in synchronized audio-video understanding and
generation, the field itself is still in its early stages. In this section, we discuss the current limitations
of our method within the context of its time and outline several directions for future work.

Architecture. JavisGPT adopts a straightforward encoder—-LLLM—decoder architecture. While
effective, as briefly mentioned in Sec. [/} this design presents two core inconsistencies: (1) Misaligned
training objectives. The comprehension tasks rely on next-token prediction (NTP) loss [3]] for
textual outputs, whereas the generation tasks use diffusion loss [39]] (with alignment loss) for audio-
visual outputs. These distinct objectives lead to inconsistent optimization signals for the shared
LLM backbone. (2) Asymmetric input—output modeling. For multimodal content (in this case,
audio and video), the input relies on VAE-based continuous embeddings [5], while the output is
conditioned through a query-based interface [S1]]. The connection between the two is indirect: the
generation queries can “see’” the embeddings from the comprehension stage, allowing understanding
to enhance generation; however, the reverse is not true, as the generation queries are not part of
the comprehension input. To achieve a truly unified MLLM for audio-video understanding and
generation, it may be beneficial to draw inspiration from recent advances in unified modeling for
image-based multimodal tasks [[77, 182} [75] and adapt them to the audio-video domain. Sec. further
elaborates on possible architectural directions for unifying comprehension and generation, as well as
improving spatiotemporal synchronization, which we hope can provide valuable insights for future
research in the community.

Scalability. For the sake of rapid development and verification, our current implementation is
built upon a 7B-scale backbone LLM [5]] and trained on a limited collection of publicly available
datasets. As such, the scalability of our approach has not been fully explored. With access to larger
computational resources, scaling the backbone LLM to 70B-size or beyond, along with training on
trillions of multimodal tokens, may lead to significant performance improvements and unlock further
potential in joint audio-video modeling.

Alignment. In the current post-training stage, JavisGPT is only instruction-tuned to acquire basic
instruction-following and simple reasoning capabilities. To further enhance the model’s generalization
ability, reinforcement learning (RL) presents a promising direction for post-training. Specifically: (1)
On the comprehension side, RL can transform the base JavisGPT into a thinking model [25} 74} 88]]
capable of handling complex reasoning tasks in real-world scenarios. (2) On the generation side, RL
can substantially improve the quality, textual consistency, and audio-video synchrony of the generated
content [58,163]]. We leave this direction as an important avenue for future exploration.

A.2 Societal Impact

JavisGPT enables synchronized audio-video comprehension and generation with language, supporting
applications in education, accessibility, and interactive media. However, the same capabilities also
raise important societal concerns. The model could be misused to synthesize misleading or harmful
audio-visual content, contributing to the spread of misinformation or impersonation (e.g., deepfakes).
If trained on sensitive or unfiltered data, it may also reproduce biased or private content, leading to
fairness and privacy risks. Moreover, as generation models become more accessible, the barrier to
misuse may decrease.

To mitigate these risks, responsible deployment practices are essential, including controlled access
(e.g., through APIs), content watermarking, dataset auditing, and development of detection tools.
While JavisGPT is released as a research prototype, we highlight the need for continuous evaluation
of its broader impact as the field progresses.
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B JavisGPT Model Details

B.1 Model Architecture

We propose JavisGPT, a general framework that transforms a vision-language MLLM backbone into a
unified model capable of joint comprehension and generation of sounding videos. The backbone LLM
is flexible and model-agnostic, allowing for various architectures and scales. In the manuscript, we
adopt Qwen2.5-VL-7B-Instruct [5] as our primary backbone, and this section details the architecture
configuration. Investigation on alternative base LLMs is also provided in Sec.[E.2]

Backbone MLLM. Qwen2.5-VL-7B follows a decoder-only architecture, consisting of 28 Trans-
former blocks with a hidden size of 3584. During training, the original model parameters are kept
frozen. We inject trainable LoRA [27]] modules into each linear layer, with hyperparameters set to
r = 128 and a@ = 256. After training, the LoORA weights can be merged back into the LLM via
reparameterization, incurring no additional overhead during inference.

Visual Encoder and Projector. We adopt the ViT and Merger modules from Qwen2.5-VL [5]] as the
visual encoder and projector, respectively, and keep their parameters frozen during training. The ViT
has a hidden size of 1280 and a patch size of 14. After feature extraction, the Merger applies a 2x2
patch grouping and projects it into the LLM token embedding space with a dimension of 3584.

Audio Encoder and Projector. We adopt BEATS [[10] as the audio encoder and keep it frozen during
training. A learnable 2-layer MLP is used as the projector to map the 768-dimensional features
produced by BEATS to the 3584-dimensional token embedding space of the LLM. For all newly
introduced MLPs in this work, the intermediate size is set as 4 x of the output embedding size, and
we omit this detail in the subsequent descriptions.

Audio-Video Synchronizer (SyncFusion). It consists of an MHSA layer with a hidden size of 3584
and 8 attention heads, with the FFN also implemented as a simple 2-layer MLP.

Audio-Video Generator and Projector. We use JavisDiT-v0.1 [39] as the DiT backbone, which
consists of 28 layers of dual-stream DiT blocks with a hidden size of 1152. The text encoder is T5-
XXL [59], with an embedding size of 4096 and a context length (e.g., number of learnable semantic
queries) of 300. The spatiotemporal prior encoder is ImageBind [24], with an embedding size of 1024
and a context length (e.g., number of learnable spatiotemporal prior queries) of 77. Both the semantic
projector and the spatiotemporal prior projector are 2-layer MLPs, mapping the 3584-dimensional
LLM hidden states to 4096- and 1024-dimensional condition embeddings, respectively.

B.2 Training Configuration

Building upon the strong visual understanding and basic instruction-following capabilities of the
Qwen2.5-VL [5] backbone, we adopt the three-stage training strategy described in Sec.[d]to develop
JavisGPT for joint understanding and generation of synchronized sounding videos. Table[AT|sum-
marizes the key configurations, and the training and data details are provided below. All models are
trained on 8 NVIDIA A100-80GB GPUs.

Stage I: Multimodal Pretraining. This stage aims to equip the model with basic audio-video
understanding and generation capabilities. (1) Understanding: We use 600K audio-text pairs to
enhance the audio understanding ability. Tasks include audio captioning and question answering,
with data sourced from AudioSet [23]], AudioCaps [30], VGGSound [8]], WavCaps [48]], Clotho [19]],
ESC50 [54], GTZAN [66], MACS [47], and UrbanSound8K [61]]. Training is conducted using
next-token prediction loss. (2) Generation: We use 1.5M audio-video-caption triples from TAVG-
Bench [46] to pretrain the generation component, using caption alignment loss L4y, only. During
this stage, the trainable components include the audio projector, query embeddings, and condition
projector. We set the learning rate to le-3 and train for one epoch.

Stage II: Audio-Video FineTuning. This stage aims to enhance the model’s ability to capture
and maintain synchronization between audio and video in both understanding and generation tasks.
(1) Understanding: We use 450K audio-video-text triplets from TAVGBench [46] and train on the
sounding video captioning task using next-token prediction loss. (2) Generation: The same 450K
triplets are reused for text-to-sounding-video generation, with a combination of caption loss and
diffusion loss. In this stage, we additionally fine-tune the LoRA modules of the LLM, along with
previously trainable components. The learning rate is set to le-4, and training runs for one epoch.
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Table Al: Detailed settings for progressive audio-video-synchronized training.

Setting Stage-1 Stage-11 Stage-111
Purpose MM-PreTrain AV-FineTune MM-InstTune
Tasks A-Und + AV-Gen-Pre AV-Und + AV-Gen A/V/AV-Und + AV-Gen
Trainable Module Pr+QYT, 7T QYT 6O+ T+ QO 0T + W,
Trainable Params 239.95M 654.68M 717.09M
Training Objective Lntp + Latign Lntp + Latign + Laigs Lntp + Latign + Laiss
Training Samples 600K + 1.5M 450K + 450K 600K
Training Epochs 1 1 1

Warm-up Epochs 0.03 0.03 0.03

Batch Size 256 64 64

Learning Rate le-3 le-4 le-4

Weight Decay 0.0 0.0 0.0

GPU Days (A100) 6.5 14.2 9.3

Stage III: Multimodal Instruction Tuning. This stage is designed to equip the model with
instruction-following and basic reasoning capabilities. (1) Understanding: We first construct the
JavisInst-Und subset, a synchrony-aware audio-video QA dataset spanning three levels: entity,
relation, and global comprehension. It consists of 110K samples derived and processed from TAVG-
Bench [46]). Details can be found in Sec.[C] To further enhance performance, we also incorporate
95K audio-video understanding samples from VideoLLaMA?2 [14], including training splits from
AVQA [89], MusicAVQA [41]], and AVSD [3]. To prevent catastrophic forgetting, we additionally
include 20K image understanding samples from LLaVA-OneVision [32]], 60K video understanding
samples from LLaVA-Video-178K [95]], 550K audio comprehension samples from Stage I’s dataset,
and 20K audio-video caption samples from TAVGBench [46]. (2) Generation: Since no existing
AV-instruction dataset is available for generation tasks, we construct the JavisInst-Gen subset based
on repurposed data from TAVGBench. It covers a diverse set of tasks, including text-to-audio-video
generation, in-context generation, and interleaved multi-turn conversation. More details are provided
in Sec. Q Besides, 150K audio-video generation instances are also included to maintain JAVG
capability learned from the previous stage.

B.3 Evaluation Setup

In Sec.[] we comprehensively evaluate the multimodal understanding and generation performance of
JavisGPT, and here we introduce the detailed evaluation setups.

Multimodal comprehension. We follow the evaluation protocol of VideoLLaMA?2 [14]], and conduct
unified benchmarking across visual understanding, audio understanding, and synchronized audio-
video understanding for various multimodal large language models. The evaluation covers open-ended
and multiple-choice formats, with single- or multi-turn dialogues. (1) vi deo understanding tasks
are evaluated on three subsets: ActivityNet-QA [6], Perception Test [53]], and MVBench [35]; (2)
audio understanding is evaluated on Clotho-AQA [38] and TUT2017 [49]; and (3) audio-video
understanding includes AVQA [89], MusicAVQA [41], and AVSD [3]]. All models are evaluated in
the zero-shot setting using greedy decoding to ensure reproducibility. Following VideoLLaMA?2 [14],
we report the average accuracy as the primary evaluation metric. For multiple-choice datasets,
accuracy is calculated via lexical match, while open-ended responses are evaluated with the assistance
of GPT-3.5 [[1]. To ensure fair comparison, input videos are uniformly sampled to 16 frames, and
audio is preserved at 16 kHz across all models.

Multimodal generation. For audio-video generation evaluation, we follow the protocol of Javis-
DiT [39], using 1,000 text-to-audio-video samples from JavisBench-mini [39]] for a comprehensive
assessment. All models are evaluated with 4-second videos at 240P resolution and 24fps, and audio
sampled at 16kHz.

A comprehensive evaluation of quality, consistency, and synchrony for audio-video generation results
is provided. Here, we briefly introduce the mechanisms of each evaluation dimension:
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Table A2: Comparison on sounding video datasets for instruction tuning.

Dataset Quantity  Diversity  AV-Synchrony  Multi-Turn  Reasoning
Comprehension

MusicAVQA [41] 32K X X X X
AVQA [89] 40K X X X
AVSD [3] 8K X X
JavisInst-Und (Ours) 110K X
Generation

MosIT [81] 5K X X

JavisInst-Gen (Ours) 90K

* Audio / Video Quality: measuring the perceptual quality of the generated audio and video,
including (1) Fréchet Video Distance (FVD): FVD = |1, — |3 + Tr(Z, + £, — 2(2,%,)1/2),
where (p,, 2,) and (pg, X,4) are the mean and covariance of ground-truth and generated video
features extracted by a pretrained I3D encoder [[7]. Lower is better, indicating the generated
video distribution is closer to the real one; (2) Kernel Video Distance (KVD): similar to FVD, but
estimates distribution differences via a kernel-based method (Kernel Inception Distance style),
which is more stable on smaller datasets; lower is better; and (3) Fréchet Audio Distance (FAD):
same concept as FVD, but computed on audio features extracted by a pretrained AudioClip
model [26], measuring distribution distance between generated and real audio; lower is better.

» Text Consistency: evaluating how well the generated audio and video semantically match the
input text description, including (1) ImageBind [24)] text-video cosine similarity: sim(t,v) =

ftext(t)'fvideu(v) . . _ . . . . . .
Frem O Foacc oy (2) ImageBind text-audio cosine similarity: same process but with the audio

encoder faudio; (3) CLIP-Score: using CLIP [56] to compute semantic similarity between text and
video (video frames are sampled, encoded, and averaged); and (4) CLAP-Score: using CLAP [83]
to compute semantic similarity between text and audio.

* Audio-Video Semantic Consistency: measuring the semantic alignment between generated
audio and generated video, including (1) ImageBind audio-video cosine similarity, encoding
both modalities into the same space and computing cosine similarity between video and audio
features; and (2) Audio-Visual Harmony Score (AVHScore): introduced in TAVGBench [46] as a
way to quantify how well the generated audio and video align semantically in a shared embedding
space. It is defined by computing the cosine similarity between each video frame and the entire
audio, then averaging across all frames: AVHScore = % Zf\il cos ( ferame(vi), faudio(a)). A
higher AVHScore indicates stronger audio—video semantic consistency. Note that we remove the
CAVP-Score [43]] used in JavisDiT [39] because this metric keeps a range from 0.798 to 0.801
and cannot capture the difference when evaluating semantic consistency.

¢ Audio—-Video Spatio-Temporal Synchrony: evaluating spatiotemporal alignment in generated
audio-video pairs, focusing on JavisScore: a new metric proposed in JavisDiT [39]. The core
idea is to use a sliding window along the temporal axis to split the audio-video pair into short
segments. For each segment, compute cross-modal similarity with ImageBind and take the mean
score: JavisScore = Zf\il o(a;,v;), olvi,a;) =1 Z?zl top-k{cos (Ey,(vi ), Eq(a;))}.

min

C JavisInst-Omni Dataset Details

C.1 Motivation

To advance instruction tuning for multimodal large language models in sounding video scenarios, we
introduce two new datasets: JavisInst-Und and JavisInst-Gen, which support open-ended QA for a
wide range of understanding and generation tasks, respectively. This is motivated by our observation
that existing datasets suffer from significant limitations in terms of scale, capability coverage, and
task diversity. Tab.[AZ]summarizes the comparison with existing mainstream datasets. Below, we
highlight the key differences and contributions of our proposed datasets.
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Audio-video comprehension. While AVQA [89], MusicAVQA [41], and AVSD [3] provide some
diversity or dialogue support, they mainly fall short in modeling and evaluating audio-video synchrony
(AV-Synchrony). Specifically, MusicAVQA [41] is limited to musical scenarios and lacks content
diversity. AVQA [89] covers a wide range of everyday scenes, but the majority of its questions are
simple existential queries such as “what” or “where”, with little emphasis on event-level synchrony
between audio and video, and it does not support multi-turn interactions. AVSD [89] partially
addresses the multi-turn dialogue limitation, but still does not emphasize AV-synchrony, and its
relatively small scale (8K samples) makes it unsuitable for large-scale training. To address these
limitations, we introduce JavisInst-Und, which not only inherits the strengths of prior datasets but also
emphasizes on synchrony-aware comprehension and expands the scale to 110K samples, providing a
solid foundation for large-scale synchronized audio-video understanding.

Audio-video generation. In fact, there currently exists no instruction dataset specifically designed
for synchronized audio-video generation. Although the MosIT dataset (see Tab.[A2) includes multi-
turn dialogues and reasoning capabilities, it does not contain direct training samples for generating
audio-video content. To fill this gap, we introduce JavisInst-Gen, a dataset of 90K samples covering
a wide range of everyday conversational scenarios. It supports synchronized AV generation with
multi-turn interaction and reasoning capabilities, addressing the current limitations in the field.

JavisInst-Und and JavisInst-Gen are primarily constructed from TAVGBench[46] and InstV2V[13].
We leverage GPT-4o [1]] and video-to-audio tools [94] for QA generation and data processing, and
Fig.[A3|showcases some representative examples for multi-turn comprehension and generation.

C.2 JavisInst-Und

Taxonomy. As detailed in Tab. we construct a hierarchical taxonomy that captures information
from local to global levels, covering 3 major categories and 10 subcategories: (1) Entity-level,
including existence, alignment, grounding, and counting tasks, aiming to capture fine-grained auditory
and visual characteristics of each individual sounding event. (2) Relation-level, includes spatial,
temporal, and causal relationships in modeling the spatiotemporal and causal interactions between
different sounding events. and (3) Global-level, including theme, emotion, and atmosphere analysis,
aiming to capture the overall emotion and thematic expression of audio-video content.

Construction. We propose an efficient method for constructing JavisInst-Und by reusing audio-
video samples from AudioSet [23] and leveraging the corresponding text captions provided in
TAVGBench [46]. With the powerful language capabilities of GPT-40 [1], we generate diverse QA
pairs for audio-video understanding.

* Single-turn audio-video understanding: For each of the 10 predefined dimensions, we design prompt
templates (as exemplified in Fig.[AT) and adopt a few-shot prompting strategy to guide GPT-40 in
generating category-specific QA pairs based on the given audio-video caption. We randomly generate
QA exercises from 3-4 categories for each sounding video caption.

* Multi-turn audio-video understanding: For videos from the same source in TAVGBench, we
construct multi-turn dialogues in two ways: (1) randomly compositing multiple single-turn QA
samples into a multi-turn session (“Composite”); and (2) first curating a single-turn instruction-based
audio-video generation dialogue (see Sec. [C.3), and then augmenting it with the corresponding
single-turn QA samples above to create 2-3 turn “Gen2Und” conversations, further improving scene
diversity.

In total, we construct a dataset of 110K QA samples in JavisInst-Und (see Fig. [5|for distribution),
supporting a broad range of audio-video understanding tasks and applications.

C.3 JavisInst-Gen

Taxonomy. Table[A4|provides a detailed overview of the three types of audio-video generation tasks
included in our dataset, along with representative examples: (1) Instruction-based Generation. This
is the core text-to-audio-video generation task. We distinguish between formal-style (more written
and detailed) and colloquial-style (more casual and concise) instructions to better reflect real-world
dialogue scenarios. (2) Conditional Generation. This task aims to generate new audio-video content
based on modalities beyond text (e.g., images, videos, audio, or any combination thereof) as a context
condition. It broadens application potential and includes tasks such as audio-video extension for long-
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Table A3: Clarification of the category taxonomy of JavisInst-Und.

Aspect Category Description Example (explanation omitted)
Existence Whether an object with a specific audio : Is the cat meowing? : No.
characteristic appears in the video.
Alignment Whether the object making a certain : Does the lion in the video make the
sound and the object in the video are  roaring sound in the audio? : Yes.
Entit the same one.
y Grounding The position of the object with a certain : Where is the dog that is barking?
audio characteristic in the video. : Near a red car.
Counting The number of some objects in the audio : How many people can be identi-
and video. fied in the video and audio? : Two.
Spatial The relative position of the different ob- : Where is the barking dog in rela-
jects that make the sounds. tion to the cat that is meowing? :
Over the cat.
Temporal The temporal relationship between the : Does the honking sound appear
Relation audio and video. before the pedestrian crosses the street?
: Yes.
Causal The activity relationships between dif- : What causes the loud crash sound?
ferent objects. : The child dropping a glass.
Emotion The emotions expressed by the charac- : What emotion is the woman ex-
ters appearing in the video. pressing? Happy.
Atmosphere  The common atmosphere in the video : How about the atmosphere shown
Global and audio. in the video and audio? : Chaotic.
Theme Whether an object with a specific audio : What is the overall theme of the
characteristic appears in the video. video? : Family picnic.
Composite 2-3 rounds of conversations about the : Where is the source of the ma-
same sounding video. chine gun firing sound? : From the
helicopter. : When does the sound
of the machine gun firing occur?
MultiTurn While the helicopter is flying.
Gen2Und Model first generates a sounding video, : Generate a video that follows these

then answers a corresponding question.  guidelines: as the boat tow truck pulls
: Sure! : Does the boat being
lifted out of the water produce any sound

in the audio? : No.

form video generation and coarse-grained AV editing. (3) Multi-turn Conversation. This includes
more complex task setups involving proactive reasoning and understand-then-generate (Und2Gen)
scenarios, where the model must first comprehend prior context before generating. These tasks further
enrich the diversity and complexity of the dataset.

Construction. JavisInst-Gen is also efficiently constructed by organizing data around the three
defined types of audio-video generation tasks:

e Instruction-based Generation: This is the core task, where the model is required to generate
synchronized audio-video content conditioned on a given text caption. To support this, we leverage
GPT-4o [] to construct 3,000 diversified prompt templates, and randomly sample 45K audio-video
captions from TAVGBench [46] to combine with these templates, forming a wide range of instruction-
based generation instances. To enhance linguistic diversity, approximately 20% of the instructions
are further paraphrased by GPT-40-mini (for cost efficiency), making them more aligned with natural,
conversational instructions typically found in real-world applications.

* Conditional Generation: This task follows a similar construction strategy to instruction-based gen-
eration, where we synthesize a large number of conditional generation cases by randomly combining
prompt templates with existing audio-video captions, followed by modality-specific input processing.
For example, in A2V tasks, the audio is extracted as input; and in I2AV, the first frame of the video
is used as input. For AV-Extension, we sample two overlapping clips (e.g., 1-2s overlap) from a
10s video in TAVGBench, using the first as input and the second as the generation target. As for
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Prompt for Spatial Relationship Question-Answering Data Synthesis

# Instruction

Given a detailed auido-video joint description that summarizes the content of a audio and
video, generate multi-choice question-answer exercises based on the description to help
humans better understand the audio and video.

# Category: Spatial Relationship

In this dimension, you need to focus on the relative position of the different objects that
make the sounds. The question can be formatted as: (1) "Where is the <objectl> that
produced <sound1> in related to the <object2> that made <sound2>?", (2) "Is the <object1>
behind <object2> that makes <sound1>?", (3) "Which <object> is the nearest to <object2>
that makes <sound2>", etc. If there is NO exact description of the relative position of the
sounding objects in the caption, output NO.

# Examples

## Caption: A lion roars while standing on a rock in the middle of a savanna.

{"Question": "Does the lion in the video make the roaring sound in the audio?", "Options":
{"A": "Yes", "B": "No"}, "Answer": "A", "Explanation": "The audio aligns with the visual of
the lion roaring in the savanna."}

## Caption: The mountains are covered with lush forests and a variety of flowers, with the
faint sound of flowing water in the distance.

{"Question": "Does the object producing the water flowing sound appear in the video?",
"Options": {"A": "Yes", "B": "No"}, "Answer": "B", "Explanation": "The video only shows
a mountain with forests and flowers, not the source of the water flowing sound."}

## Caption: The man is shown fishing in a river, holding a fishing rod in his hand while a fish
can be seen swimming in the water.

{"Question": "NO", "Answer": "NO"}

# Target
Now generate a question-answer sample according to the given caption:
## Caption: {caption}

Figure Al: Prompt for spatial relationship question-answering data synthesis. Here {caption}
is the placeholder for a given audio-video caption.

Prompt for Proactive Audio-Video Generation Data Synthesis

Please extract an unimportant entity or concept (such as an object, place, or activity) from the
given text and perform the following tasks:

1. Remove the extracted concept from the text while keeping the original meaning intact.

2. Generate a sentence expressing human preference

3. Generate a natural response to the preference statement.

Output Format: Please output the result in JSON format with the following keys:

- “modified_text’: The text after removing the extracted concept.

- “generated_preference’: The sentence expressing human preference.

- ‘response’: The response to that sentence.

The given text is: {caption}. Directly output the rewritten content without any additional
text.

Figure A2: Prompt for proactive audio-video generation data synthesis.

AV-Edit, since TAVGBench (and other related datasets) lack suitable editing instructions, we adopt
an alternative approach: we randomly sample 5K video editing pairs from InstV2V[13], and apply
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Table A4: Clarification of the category taxonomy of JavisInst-Gen.

Task Category  Description Example (response omitted)
Formal Sounding video generation with formal : Compose a thorough video piece
instruction. featuring narration and imagery. The
Imstruct sound of a motorcycle engine ..
Colloquial ~ Sounding video generation with collo- : Make this into a video right away.
quial instruction. A female vocalist is performing ...
V2A Generate an audio for input video. : Mount an audio track to the visu-
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, als. The intense and fast-paced ..
A2V Generate a video for input audio. Produce a video narrative: a
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, robotic vacuum cleaner is parked ...
AI2V Animate an image with input audio. : Make a video with the picture and
o soundtrack. A motorcycle revving ...
Condition - - -- - oo T2
12AV Animate an image and make an audio. : Compose a video from this image,
with sound. As the toy police car sits ...
AV-Ext Temporally extend the sounding video. : Continue from the stopping point.
A man wearing a pink t-shirt ...
AV-Edit Edit the sounding video as supposed. : Make the concept art look like an-
cient Egyptian hieroglyphs.
Proactive Model first extracts user preference, : What do you think about oranges
then generates a corresponding sound- as a fruit? : They’re really invigo-
ing video. rating and full of flavor! : Create a
video where a car driving ... with a fruit
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, balancedon top ofit.
. Rethink Model first supplements a detailed re- : Create a video where a person
MultiTurn quest, then generates a corresponding  crumples paper and ... : Do you
sounding video. want the sound of paper being crumpled
up can be heard as ...? : Yes!
Und2Gen  Model first answers an audio-video- : What emotion is the crowd ex-

related question, and the generate/extend
a corresponding sounding video.

pressing? : Surprise and a mixture
of applause. : Show me a video of a
crowd with silence and sacredness.

FoleyCrafter[94] to generate corresponding audios for both the pre-edit and post-edit video clips,
thus enriching training scenarios for AV-based editing tasks.

* Multi-turn Conversation: We carefully design three representative and practical forms of multi-turn
generation: proactive generation, rethink generation, and understanding-to-generation (Und2Gen).
In proactive generation, the model is expected to identify user preferences from prior dialogue and
incorporate them into the generated sounding video. In rethink, the model receives an ambiguous
initial instruction and proactively suggests a more complete and specific generation prompt.

To construct such data, we reuse sounding videos from TAVGBench as generation targets and employ
GPT-4o0 to synthesize dialogues based on their corresponding captions. Specifically: (1) for proactive
scenarios, we remove one key entity or concept from the caption and create a preceding dialogue
turn that embeds a user preference, simulating preference-aware generation (see prompt template
in Fig.[A2). (2) for rethink, we generate a highly abstract version of the caption as the user’s vague
instruction. Then, the original detailed caption is reformatted using instruction generation templates
to serve as the model’s suggested clarification.

As for Und2Gen, the model first receives a sounding video and engages in one round of understanding
dialogue (from Sec.[C.2)), followed by a generation task such as producing a new audio-video clip
or performing AV-extension based on prior understanding. Inspired by NExT-GPT [81], we use
BERTScore [92] to identify semantically similar caption pairs in TAVGBench, and instruct GPT-40
to construct conditional generation prompts accordingly.

In total, JavisInst-Gen contains 90K high-quality QA samples (see detailed statistics in Fig. [5),
supporting a wide range of real-world generation scenarios.
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Generate then Understand Understand then Generate

black shirt holding a stick in his hand, accompanied by
another man standing next to him. In the background, a
woman is singing along to the music playing.

Sure! I will incorporate the visuals with an audio track
featuring the man in the black shirt with a stick, alongside [~ -
o

the other man, while the woman sings in the background.

g Present the visuals with an audio track. A man wearing a g What is the overall theme of the video?

Geographical education. The video shows an aerial
view of the Earth with music, suggesting a focus on S
R

geographical education.

g Keep the visual style intact and extend its timeline.

Yup, I will maintain the visual style while extending the
Is the woman singing in the audio also visible in the video? timeline, incorporating the beautiful aerial view of Earth 3 A
with the music enhancing the atmosphere. prse .o

No. The womon is singing in the background. @
a (o]}

ST

g How many people can be identified in the video and audio?

Three. Two in the video and one in the audio. Q
b (o]
e

Proactive Generation Rethinking Generation
Hi, JavisGPT. What do you think about the sound of drums? Hi, JavisGPT. Create a video of a man riding a horse down
a gravel path, followed by jingling goats
I think they produce an amazing and dynamic sound! @ Do you want to turn this into a video? The sound of
Bt footsteps can be heard on a gravel path as birds chirp in
the background. A man is seen riding a horse down a dirt (o]

road, with a herd of goats following behind him. The
landscape appears rugged and rural, with the man leading
the animals in a seemingly calm and leisurely manner.
The goats move steadily along, their bells jingling as
they trot along the path.

man is energetically performing on a stage, positioned in
front of a microphone, indicating that he may also be
singing during the performance. The stage lights are
shining on him, highlighting his movements as he
passionately performs, creating an engaging atmosphere.

!
Roger that, I will create a video that captures the energetic g Yes!
a (o]

g Develop a video to accurately represent these points. A

performance of the man playing the drums on stage,
showcasing his passion and the vibrant atmosphere with
ge lights highlighting his movements.

Great idea! I will transform this into a video with sound,
capturing the serene atmosphere of the scene.

Figure A3: Examples of multi-turn comprehension and generation from JavisInst-Omni.

D Architecture of Joint Comprehension and Generation of Sounding Videos

D.1 Design Choices of Generative MLLM

Designing a unified architecture for both comprehension and generation tasks remains a central
challenge. As there are no previous exploration in JAV domain (we are the first one), we mainly
summarize and compare three representative paradigms in Fig. [A4]under the text-image context:

LLM+DiT. Our JavisGPT adopts a modular yet effective LLM + DiT architecture, which has been
widely verified in recent multimodal works [81, for its balance between efficiency and generation
quality. This architecture separates semantic understanding (handled by the LLM) from generative
decoding (handled by a diffusion transformer), allowing task specialization and easier optimization.
Moreover, the use of learnable queries and a conditioned DiT enables flexible generation from various
modalities with strong temporal coherence.

MonoLLLMs. Recent works 84, attempt to unify textual autoregression and multimodal
diffusion within a single large language model. However, these MonoLLMs suffer from severe
optimization difficulties due to conflicting training objectives and heterogeneous output formats [9].
The lack of architectural decoupling often leads to poor convergence and unstable generation,
especially for high-dimensional outputs like audio or video.
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(A) LLM+DiT (B) MonoLLM (C) LLM+AR+Decoder

Figure A4: Choices of unified architecture for joint understanding and generation. (A) Our
JavisGPT adopts the widely verified LLM+DiT architecture [81, 51] for efficiency and efficacy. (B)
MonoLLMs [96, |84]] that integrate textual auto-regression and multimodal diffusion into a single
LLM, causing severe optimization difficulty. (C) The LLM+AR+Decoder paradigm [77,[82] brings
extra training efforts on encoder-decoder modules for JAVG and high inference cost to predict
numerous multimodal tokens in the auto-regression behavior.

[s] 1 2 [VIDI] [VID2] [VIDn] [s] 1 [/AVG] [s] 1 [/AVG]
LLM LLM LLM
1 2 [vID1] [VID2] [VIDn] [/s] 1  [avg) [/s] 1 [avg) [/s]
4 +
DiT DiT DiT
Noise Noise Noise
(A) NExT-GPT (B) MetaQuery (C) JavisGPT

Figure AS5: Choices for MLLLM + DiT combination. (A) NExT-GPT [81]] suffers from degraded
generation quality and diversity due to its forced regression of all generation instructions to a fixed set
of special tokens (i.e., <VID1>, <VID2>, - - -, <VIDn>). (B) MetaQuery [51]] removes the support
of a text encoder, which leads to training instability. (C) Our JavisGPT combines learnable query
embeddings with a supportive text encoder, enabling stable training and the generation of high-quality
and diverse audio-video content.

LLM+AR+Decoder. The autoregressive encoder-decoder paradigm [77, 82, [75]] introduces addi-
tional training complexity, which requires maintaining a heavy encoder-decoder pipeline to bridge
multimodal embeddings with autoregressive prediction on discrete [82] or continuous [75] token
embeddings and trying to avoid information loss. Besides, this design also incurs significant inference
costs, as it must sequentially predict large volumes of multimodal tokens. For instance, when using
512 tokens per frame, generating a one-minute video clip (even without audio) at 24 fps would require
generating 512 x 24 x 60 = 737,280 tokens, making it less practical for real-time or high-resolution
generation.

In conclusion, the LLM+DiT paradigm is the best option for current JAVG field, which has also
been verified by our comprehensive experiments in Sec. [6} However, the LLM+AR+Decoder
architecture may show potentials to further bridge the unified task of comprehension and generation.
The key insight is simple and straightforward: after unifying understanding and generation AV
representations into the same space, the generation embeddings can be also “seen” by comprehension
tasks. As discussed in Sec.[A] this feature can mutually strengthen both comprehension and generation
capabilities after scaling up model capacity and data quantity. We hope this can bring more inspiration
in the community.

D.2 Design Choices of LLM-DiT Combination

In Fig.[A5] we also compare several designs of LLM+DIiT combination, which further highlights the
advance of our JavisGPT’s architecture in performance, diversity, and training stability.
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NExT-GPT. NExT-GPT [81] formulates generation as a classification task over a fixed vocabulary
of video IDs (e.g., <VID1>, <VID2>, - - -, <VIDn>), forcing all instruction prompts to regress to this
small set of special tokens. This rigid formulation limits the expressiveness of conditional instructions
and severely constrains the diversity and fidelity of generated audio-video outputs, which is consistent
to NEXT-GPT’s poor generation performance in Sec.[6.1} Additionally, it restricts generalization to
novel or fine-grained instructions outside the pre-defined token set.

MetaQuery. MetaQuery [51] introduces a learnable query mechanism but removes the auxiliary sup-
port of the text encoder of DiT, relying solely on query tokens to interface with the generation model.
This approach often leads to training instability, especially when scaling to complex multimodal data
like audio-video. The absence of semantically grounded text features weakens the model’s ability to
align instructions with generated content.

JavisGPT. Our JavisGPT integrates the advantages of both sides by combining learnable query
embeddings with the semantic guidance of a pretrained text encoder. The text encoder offers strong
grounding for conditional semantics, while the queries serve as adaptive, trainable intermediaries to
control the generative diffusion model. This hybrid design results in stable training dynamics and
supports the generation of high-quality, diverse, and instruction-aligned sounding videos. Moreover,
it enables better generalization to a wide range of instructions, including free-form, multi-turn, or
mm-conditional prompts.

E Supplementary Investigation on JavisGPT

E.1 Details for Human Evaluation on Interleaved Conversation

In Sec. we present a comparative evaluation with UnifiedlO-2 [42] and NExT-GPT [81] in
interleaved comprehension and generation scenarios. Since no existing benchmark is available for
this setting, we conduct a human evaluation, as detailed below:

Data Collection. We use GPT-40 to construct 100 multi-turn dialogue samples based on the four
scenarios illustrated in Fig.[A3] including Gen2Und, Und2Gen, Proactive, and Rethink (25 samples
each).

Evaluation Criteria. Three unbiased human annotators independently rated the model outputs on a
scale of 0-5 across five dimensions:

1. Instruction Following: whether the model follows the user instruction to generate a coherent
textual response and a matching audio-video output;

2. Question Answering: whether the model accurately understands the input audio-video content and
provides correct answers;

3. Generation Quality: the overall quality, coherence, and synchrony of the generated audio-video
content;

4. Context Reasoning: whether the model can integrate user preferences implied in the dialogue
history into its response or generation;

5. Proactive Thinking: whether the model can recognize vague or under-specified instructions and
proactively ask clarifying questions or complete the intent.

Result Analysis. The evaluation results are shown in Fig. [6] from which we draw several key
conclusions:

* NExT-GPT shows poor instruction-following ability and often fails to generate audio-video
outputs—only 33 out of 100 cases succeeded. This can be attributed to insufficient fine-tuning
(only 5K samples used).

* Both NExT-GPT and UnifiedIO-2 suffer from low generation quality. As discussed in Sec.
NExT-GPT’s reliance on fixed special tokens for all instructions limits both generation diversity
and fidelity. UnifiedIO-2, lacking a dedicated DiT-based generator, resorts to generating keyframes
and stitching them into video, resulting in subpar temporal coherence and realism.

» JavisGPT significantly outperforms both baselines in question-answering, benefiting from the
scale and diversity of the JavisInst-Omni dataset.

* Due to the lack of training on preference reasoning and proactive dialogue, both NExT-GPT and
UnifiedIO-2 exhibit weak context reasoning and proactive generation, whereas JavisGPT con-
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sistently shows stronger contextual understanding and responsiveness, underscoring its practical
utility and superior alignment with real-world conversational needs.

The results further highlight the strong capability of our JavisGPT.

E.2 Investigation on Backbone LLM

In the manuscript, we mainly take the Qwen?2.5-
VL [5]] as the backbone LLM to build our Jav-
isGPT. Here we provide a further investigation
on the base LLM with a slightly weaker Qwen2-
VL [76] model. After the same training data
and procedure, we compare the performance
variation in Fig.[A6|for further analysis. Accord-
ingly, upgrading the language backbone from
Qwen2-VL to Qwen2.5-VL consistently im-
proves performance across all evaluation tracks,
including unimodal understanding (V-Und, A-
Und), audio-visual comprehension (AV-Und),
and audio-visual generation (AV-Gen). Notably,
the gain is most pronounced in the generation

V-Und l

A-Und l

AV-Und l

AV-Gen ‘ Qwen2-VL

[ Qwen2.5-VL

Evaluation Performance

Figure A6: Ablation on Backbone LLMs.

task (AV-Gen), where Qwen2.5-VL outperforms Qwen2-VL by a substantial margin. These results
highlight that a more capable language foundation model can significantly benefit not only text-based
reasoning but also cross-modal alignment and response generation. The consistent improvements
across both understanding and generation tasks validate the critical role of the LLM backbone in

scaling multimodal capabilities of our JavisGPT.

F Qualitative Case Studies of JavisGPT

More understanding and generation cases can be found in Fig.
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Audio Comprehension

g Is the sound caused by pressure from/against wood?

[ Yes. It is caused by pressure against wood. [k Qﬂ

TS

Video Comprehension

A. Ate the medicine. B. Tidied up the blanket.

g What happened after the person took the food?
C. Put down the cup/glass/bottle. D. Took the box.

Audio-Video Comprehension

How many instruments in the video did not sound
from beginning to end?
Answer the question using a single word.

Audio-Video Generation

Make a sounding-video out of this: An aerial view of a
beach with white sand and green umbrellas lining the
shore. Turquoise waters with waves crashing onto the
shore can be seen, and four birds are flying overhead.
Several people are on the beach. The sound of wind
blowing and water splashing can be heard throughout.

Great idea! I will create a sounding-video with the beautiful
aerial view of the beach with all the described elements.
o]

Generate then Understand

Make a quick clip with a soundtrack. The machine can be
heard running steadily in the background as a close-up
shot of a car's engine with a light shining on it, showing
detailed components and mechanical parts.

Sure! I'll put together a short clip that captures the
steady hum of the machine, paired with a close-up of B
the car’s engine to showcase its intricate components. ANESA

Does the machine producing the steady sound appear in
the video?

Yes. The engine that produces the steady sound appears
in the video. 2 (o)

‘When is the machine heard running steadily?
A. Before the close-up shot of the car's engine
B. During the close-up shot of the car's engine
C. After the close-up shot of the car's engine
D. Only when the light is turned off

o

B. During the close-up shot of the car's engine.

®

Proactive Generation

I like dark settings.

Wow, dark settings really have such a strong vibe! @
2 (c]

b ¥Vrd

Combine narration and images to form a complete video
rendition of this text. A large crowd of concert-goers
gathered in a setting, raising their hands in the air. The
audience appears engaged and excited, with various
individuals visible within the crowd. The scene suggests a
lively and energetic atmosphere. In the audio, a woman
can be heard singing and whooping along with music
playing in the background

Sure! I'll blend the narration with visuals to bring the
concert scene to life and capture its vibrant energy in b -

a dark setting. W

Figure A7: More qualitative results for joint understanding and generation.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract and introduction accurately reflect the contributions
and scope of the paper. We ensure that the stated contributions are directly supported by our
method, experiments, and analysis presented in the main text.

Guidelines:

» The answer NA means that the abstract and introduction do not include the claims made in
the paper.

 The abstract and/or introduction should clearly state the claims made, including the contribu-
tions made in the paper and important assumptions and limitations. A No or NA answer to
this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much
the results can be expected to generalize to other settings.

« It is fine to include aspirational goals as motivation as long as it is clear that these goals are
not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of the work are comprehensively discussed in Sec. [A]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to vi-
olations of these assumptions (e.g., independence assumptions, noiseless settings, model
well-specification, asymptotic approximations only holding locally). The authors should
reflect on how these assumptions might be violated in practice and what the implications
would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

« If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by review-
ers as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms
that preserve the integrity of the community. Reviewers will be specifically instructed to not
penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?

Answer: [NA]
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Justification: This paper does not introduce new assumptions or proofs.

Guidelines:

The answer NA means that the paper does not include theoretical results.
All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if they
appear in the supplemental material, the authors are encouraged to provide a short proof
sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experi-
mental results of the paper to the extent that it affects the main claims and/or conclusions of the
paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides all necessary implementation details required to reproduce the
main experimental results, including dataset descriptions, model architectures, training configura-
tions, and evaluation protocols in Sec. [f|and Sec.[B] Additionally, we include an anonymous code
repository for reproducibility: https://anonymous.4open.science/r/JavisGPT.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived well by
the reviewers: Making the paper reproducible is important, regardless of whether the code
and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken to
make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the
results, access to a hosted model (e.g., in the case of a large language model), releasing of a
model checkpoint, or other means that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of
the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either
be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?
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https://anonymous.4open.science/r/JavisGPT

Answer: [Yes]

Justification: We provide open access to both the code and data via an anonymous repository at
https://anonymous.4open.science/r/JavisGPT.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not including
code, unless this is central to the contribution (e.g., for a new open-source benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https://nips!
cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state
which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions
(if applicable).
* Providing as much information as possible in supplemental material (appended to the paper)
is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: The paper provides all necessary implementation details required to reproduce the
main experimental results, including dataset descriptions, model architectures, training configura-
tions, and evaluation protocols in Sec. [f|and Sec.[B] Additionally, we include an anonymous code
repository for reproducibility: https://anonymous.4open.science/r/JavisGPT.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail that
is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We follow previous works to fix the random seed as 42 for fair comparison and repro-
ducibility. The results in Sec. [6]show a large improvement against baseline models, emphasizing
the statistical significance.

Guidelines:

* The answer NA means that the paper does not include experiments.

¢ The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)
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* The assumptions made should be given (e.g., Normally distributed errors).

It should be clear whether the error bar is the standard deviation or the standard error of the

mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% ClI, if the hypothesis of Normality
of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?

Answer: [Yes]

Justification: We report the type of compute resources used for all experiments in Sec. [6] and
Sec. [BJto facilitate reproducibility and resource estimation.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or
cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experi-
mental runs as well as estimate the total compute.

 The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines|?

Answer: [Yes]
Justification: We have carefully study the NeurIPS Code of Ethics and conforms to it.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration
due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the positive and negative societal impact of the proposed work in

Sec.[Al
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal impact
or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.
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* The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point out
that an improvement in the quality of generative models could be used to generate deepfakes
for disinformation. On the other hand, it is not needed to point out that a generic algorithm
for optimizing neural networks could enable people to train models that generate Deepfakes
faster.

* The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional or
unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mechanisms
for monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators,
or scraped datasets)?

Answer: [Yes]

Justification: We recognize the potential risks associated with releasing model and data and discuss
in Sec.[Al

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users
adhere to usage guidelines or restrictions to access the model or implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith effort.
12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?

Answer: [Yes]

Justification: We conforms to the terms of service and license policy of existing datasets in their
official websites.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of service
of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.

13. New assets
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Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We introduces new assets, including a benchmark, pretrained models, evaluation
metrics, which are accompanied by comprehensive documentation at https://anonymous .
4open.science/r/JavisGPT.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.

* At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects. We
only perform human evaluation on three volunteers.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human subjects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects. We
only perform human evaluation on three volunteers.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may
be required for any human subjects research. If you obtained IRB approval, you should
clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines
for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing,
editing, or formatting purposes and does not impact the core methodology, scientific rigorousness,
or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMs were used only for language editing and formatting assistance.
Guidelines:

* The answer NA means that the core method development in this research does not involve
LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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