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ABSTRACT

Recent progress in deep reinforcement learning (DRL) can be largely attributed to the use of neural networks. However, this black-box approach fails to explain the learned policy in a human understandable way. To address this challenge and improve the transparency, we introduce symbolic logic into DRL and propose a Neural Symbolic Reinforcement Learning framework, in which states and actions are represented in an interpretable way using first-order logic. This framework features a relational reasoning module, which performs on task-level in Hierarchical Reinforcement Learning, enabling end-to-end learning with prior symbolic knowledge. Moreover, interpretability is enabled by extracting the logical rules learned by the reasoning module in a symbolic rule space, providing explainability on task level. Experimental results demonstrate better interpretability of subtasks, along with competing performance compared with existing approaches.

1 INTRODUCTION

In recent years, deep reinforcement learning (DRL) has achieved great success in sequential decision-making problems like playing Atari Games (Mnih & et al., 2015) or the game of Go (Silver et al., 2017). However, it is hard to apply DRL to practical problems due notably to its lack of interpretability. The ability to explain decisions is important in earning people’s trust and developing a robust and responsible system, especially in the area like autonomous driving. Moreover, an interpretable system makes problems traceable and debugging of systems easier. Therefore, interpretability has attracted increasingly attention in the DRL community recently. Interpretability can be either intrinsic or post-hoc, depending on how it is obtained. In the latter case, the black-box model is explained after training by visualizing for instance t-SNE and saliency maps (Zahavy et al.) or attention masks (Shi et al.). In the former case, interpretability is entailed by the inherent transparent property of the model. Our current work falls in that category.

To improve the interpretability of DRL policies, we investigate an approach that represents states and actions using first-order logic (FOL) and makes decision via neural-logic reasoning. In this setting, interpretability is enabled by inspecting the FOL rules used in the action selection, which can easily be understood and examined by a human. A number of algorithms (Jiang & Luo, 2019; Dong et al., 2019; Payani & Fekri, 2020) involving FOL take advantage of neural networks to induce a policy that performs the action selection via approximate reasoning on existing symbolic states and possibly additional prior knowledge. In this context, an action is selected if after performing some reasoning steps, an action predicate becomes true. The rules used in a policy can be learned using a differentiable version of inductive logic programming (ILP) whose goal is to learn FOL rules to explain observed data. When a neural network implements the policy, it can be trained to learn the rules and perform reasoning over those rules by having forward chaining implemented in the neural network architecture. The main issues with those approaches are their potential high-memory requirements and their computational costs, which limit their applicability. Alternatively, Lyu et al. (2019) propose a hierarchical reinforcement learning (HRL) approach where a high-level (task level) policy selects tasks to be solved by low-level (action level) policies. The latter policies interacts directly with the environment through potential high-dimensional inputs, while the high-level policy makes decisions via classical planning. While this approach can scale to larger problems, it requires the specification by an expert of the planning problem of the high-level policy.
To alleviate the problems discussed above, in this paper, we propose a novel framework named Neural Symbolic Reinforcement Learning (NSRL). Similarly to (Lyu et al., 2019), it is an HRL framework. However, in NSRL, the high-level policy makes decisions via neuro-logic reasoning. Thus, in contrast to (Lyu et al., 2019), NSRL does not need the definition of any oracle rules or transition model in advance. In contrast to differentiable ILP methods, NSRL performs reasoning by selecting relational paths over the knowledge graph induced by the known predicates. To the best of our knowledge, this is the first work introducing reasoning into RL that can succeed in complex domains while remaining interpretable. More specifically, this framework features a reasoning module based on neural attention network, which performs relational reasoning on symbolic states and induces the RL policy. We further embed this module on the task level in HRL and evaluate the framework on Montezuma’s Revenge. Leveraging the power of symbolic representation, the results demonstrate competing performance with existing RL approaches while providing improved interpretability by extracting the most relevant relational paths.

2 RELATED WORK

2.1 INDUCTIVE LOGIC PROGRAMMING

Traditional inductive logic programming (ILP) approaches require the search in a discrete space of rules and are not robust to noise (Evans & Grefenstette, 2018). To address those issues, many recent works have proposed various differentiable versions of ILP (Evans & Grefenstette, 2018; Dong et al., 2019; Payani & Fekri, 2020). They are all based on simulating forward chaining and suffer from some form of scalability issues (Yang & Song, 2020). In contrast, multi-hop reasoning methods (Gardner & Mitchell, 2015; Das et al., 2017; Lao & Cohen, 2010; Yang & Song, 2020) allow answering queries involving two entities over a knowledge graph (KG) by searching a relational path between them. In the ILP context, such paths can be interpreted as grounded first order rules. Interestingly, they can be computed via matrix multiplication (Yang et al., 2017). Compared to differentiable ILP, multi-hop reasoning methods have demonstrated better scalability. Our work can be seen as the extension of the work by Yang & Song (2020) to the RL setting.

2.2 INTERPRETABLE REINFORCEMENT LEARNING

Recent work on interpretable DRL can be classified into two types of approaches, focusing either on (i) intrinsic interpretability or (ii) post-hoc explanation. Intrinsic interpretability requires the learned model to be self-understandable by nature, which is achieved by using a transparent class of models, whereas post-hoc explanation entails learning a second model to explain an already-trained black-box model. In approach (i), a (more) interpretable policy can be learned directly online by considering a specific class of interpretable policies (e.g., (Lyu et al., 2019)), or by enforcing interpretability via architectural inductive bias (e.g., (Zambaldi et al., 2018), (Jiang & Luo, 2019), (Dong et al., 2019)). Alternatively, an interpretable policy can be obtained from a trained one via imitation learning (e.g., (Bastani et al., 2018), (Vasic et al., 2019), or (Verma et al., 2018) Verma et al.). In approach (ii), various techniques have been proposed to explain the decision-making of DRL agents (e.g., (Zahavy et al., Greydanus et al., 2018), (Gupta et al., 2020), (Shi et al.), (Sequeira & Gervasio), (Juozapaitis et al.), (Madumal et al., 2020), or (Topin & Veloso, 2019)). More related to interpretable policies, some work in approach (ii) also tries to obtain a more understandable policy (e.g., (Coppens et al.), in order to explain a trained RL agent.

Both our framework and that of (Lyu et al., 2019) are formulated in a hierarchical reinforcement learning (HRL) setting. However, in their work, the meta-controller (i.e., high-level policy) is a symbolic planner, while in ours, its action selection is realized by neural logic reasoning. Thus, their proposition requires an expert to describe a task as a symbolic planning problem, whereas our work only needs the definition of a high-level reward function, which is arguably easier to provide. In contrast to the extensions of differentiable ILP to RL (Jiang & Luo, 2019), our framework is formulated in an HRL setting and only the meta-controller is based on neural-logic reasoning, which is moreover realized via multi-hop reasoning. We believe that our architectural choices explain why our method can scale to a complex problem such as Montezuma’s revenge, while preserving some level of interpretability.
3 Preliminary

In this section, we give a brief introduction to the background knowledge necessary for the proposed framework. Interpretable rules described by First-Order Logic are first introduced, then the basics about Hierarchical Reinforcement Learning are briefly described.

3.1 First Order Logic

A typical First-Order Logic (FOL) system consists of three components: Entity, Predicate, Formula. Entities are constants (e.g., objects) while a predicate can be seen as a relation between entities. An atom \( \alpha \) is composed with a \( n \)-ary predicate \( p \) and \( n \) terms \( \{t_1,t_2,...,t_n\} \), where a term can be a constant or variable. An atom is grounded if all terms in this atom are constants. A formula is an expression formed with atoms, logical connectives, and possibly existential and universal quantifiers. In the context of ILP, one is interested to learn formulas of restricted forms called rules. A rule is called a clause in the form of \( \alpha \leftarrow \alpha_1 \land \alpha_2 \land \ldots \land \alpha_n \) where \( \alpha \) is called head atom and \( \alpha_1, \alpha_2, \ldots, \alpha_n \) are called body atoms. A clause is grounded with all the associated atoms grounded. The head atom is believed to be true only if all the body atoms are true. For example, \( \text{Connected}(X,Z) \leftarrow \text{Edge}(X,Y) \land \text{Edge}(Y,Z) \) is a clause where \( X, Y, Z \) are variables and \( \text{Connected}, \text{Edge} \) are predicates. If we substitute \( X, Y, Z \) with constants \( a, b, c \), then \( a \) and \( c \) are considered connected if \( \text{Edge}(a,b) \) and \( \text{Edge}(b,c) \) hold. Embedded with prior knowledge, clauses described by FOL is highly understandable and interpretable.

3.2 Hierarchical Reinforcement Learning

Consider a Markov Decision Process defined by a tuple \((S,A,P_{ss'},r,s,\gamma)\) where \( S \) and \( A \) denote the state space and action space respectively. \( P_{ss'} \) provides the transition probability of moving from state \( s \in S \) to state \( s' \in S \) after taking action \( a \in A \). \( r^a_s \) is the immediate reward obtained after performing action \( a \) in state \( s \) and \( \gamma \in [0,1] \) is a discount factor. The objective of an RL algorithm is to find a policy \( \pi : S \rightarrow A \) that maximizes the expected return \( V^\pi(s) = E_{\pi}[\sum_{t=0}^{\infty} \gamma^t r_{1+t}|s_0 = s] \) where \( r_t \) is the reward at time step \( t \) received by following \( \pi \) from state \( s_0 \). In Hierarchical Reinforcement Learning (HRL), the agent learns the high-level policy (meta-controller) and low-level policy (controller) jointly when interacting with the environment. Sutton et al. (1999) formalize the idea of option as temporally extended actions. In a two-level structure, an option chosen by the high-level policy is achieved by the lower-level policy. Markov property exists at different levels. Thus, we can utilize standard RL algorithms to learn policy separately for each level.

4 Proposed Method

In this section, we firstly illustrate the whole structure of Neural Symbolic Reinforcement Learning (NSRL) and how it performs on the task level in Hierarchical Reinforcement Learning and demonstrate the cross-fertilization of three components of NSRL. Then, we separately introduce these three components: reasoning module, attention module and the policy module. In the end of this section, we present the training process of NSRL.

4.1 Neural Symbolic Reinforcement Learning

Hierarchical Reinforcement Learning (HRL) is an effective method to solve sparse and delayed reward by integrating temporal abstraction and intrinsic motivation. However, it still suffers from the lack of interpretability of each abstracted level. In this section, we abstract the Markov Decision Making Process into two levels: task-level and action level. Then, we put forward the framework of Neural Symbolic Logic based HRL, providing a high level insight on the decision-making process. For convenience, we reuse the notation of standard RL. We use \((\hat{S},\hat{A},P_{\hat{s}\hat{s}'},\hat{r}_{\hat{s}},\hat{\gamma})\) to denote the higher level where \( \hat{S} \) represents the symbolic state. \((S,A,P_{ss'},r^a_s,\gamma)\) denotes the lower level where \( S \) represents the high dimensional state.

As shown in Figure[1] the left part illustrates the whole training procedure of the algorithms. Firstly, a detector of objects and relations extracts objects from high-dimensional state \( s \) and outputs a symbolic state \( \hat{s} \) to the meta controller, which allocates tasks and provides intrinsic rewards to the
controller. Then, the controller interacts with the environment iteratively until achieving the task or reaching maximum steps. At the same time, the controller collects extrinsic reward to the meta controller for training. Instead, intrinsic reward is used to train the controller.

The right part depicts the architecture of the meta controller or NSRL. There are three major components: reasoning module, attention module and the policy module, which are detailedly described in Section 4.2, Section 4.3, Section 4.4 separately. The symbolic state $\hat{s}$ would be firstly transformed to relational matrix, which is sent to two attention modules to generate the attention weights on predicate and length of relational paths. Afterwards, the relational matrix, as well as the attention weights would be sent into reasoning module, performing reasoning on existing symbolic knowledge. The reasoning module can take consideration of all predicates at one reasoning step and possible relational paths of varying length. After that, the policy module would receive the reasoning output and compute the Q value of action atoms, thus induce the DRL policy.

4.2 Reasoning Module

Consider a knowledge graph, where objects are represented as nodes and relations are edges. Multi-hop reasoning on such a graph mainly focuses on searching chain-like logical rules of the following form,

$$\text{query}(x', x) \leftarrow R_1(x', z_1) \land \cdots \land R_n(z_n, x)$$

The task of multi-hop reasoning for a given query corresponds to finding a relational path from $x$ to $x'$ with multi-steps $x \xrightarrow{R_1} \cdots \xrightarrow{R_n} x'$ with given query. Based on Yang et al. (2017), the inference of this logical path could be seen as a process of matrix multiplication. Every predicate or relation $P_k$ is represented as a binary matrix $M_k$ in $\{0, 1\}^{|X| \times |X|}$, whose entry $(i, j)$ of $M_k$ is 1 if $P_k(x_i, x_j)$ is in the knowledge graph with entity $x_i$ and $x_j$ are connected by edge $P_k$. $X$ is the total numbers of objects. Let $v_x$ be the one-hot encoding of object $x$. Then, the $t$-th hop of the reasoning along the path can be computed as

$$v^{(0)} = v_x$$

$$v^{(t)} = M^{(t)} v^{(t-1)}$$

where $M^{(t)}$ is the matrix used in $t$-th hop and $v^{(t-1)}$ is the path features vector. After $T$ steps reasoning, the score of the query is computed as
score(x, x') = v_x^T \prod_{t=1}^{T} M^{(t)} \cdot v_{x'} \tag{4}

Considering all the predicate matrices at each step and relational paths of different lengths, the final score could be rewritten with soft attention as below:

\[ \kappa(s_\psi, S_\phi) = \sum_{t'=1}^{T} s_{t'}(\psi) \sum_{t=1}^{K} s_{t, k}(\phi) M_k \tag{5} \]

\[ \text{score}(x, x') = v_x^T \kappa(s_\psi, S_\phi) v_{x'} \tag{6} \]

where \( T \) is the maximum reasoning steps, \( s_{t'}(\psi) \) corresponds to attention weights on all the relational paths of length \( t' \) and \( s_{t, k}(\phi) \) to another attention weights on predicate matrix \( M_k \) used in the \( t \)-th step, and \( K \) denotes the total number of predefined predicates.

4.3 Attention Module

In this section, we introduce the architecture of attention network, a hierarchical stack of transformers, to generate the dynamic attention weights. Consider a basic multi-head dot-product attention module (MHDPA) in transformer (Vaswani et al., 2017), the input of MHDPA is the query, key and value representations: \( Q, K, V \). MHDPA firstly computes the similarity or attention weights \( S \) between the query and the key, and then calculates the weighted value as output \( V' \):

\[ S = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) \text{ and } V' = SV \tag{7} \]

where \( d \) is the dimension of \( K \). We utilize this module to generate the attention weights \( s_\psi \) and \( s_{\phi, k} \).

In fact, the symbolic states can be represented as a 3-dimensional tensor \( M \in [0, 1]^{|x| \times |x| \times N} \), where \( x \) denotes the numbers of extracted objects and \( N \) represents the numbers of predefined predicates.

We transform tensor \( M \) into a matrix \( M_f \in [0, 1]^{N \times 2|X|} \) at each time step. Each row of matrix \( M_f \) represents a part of the symbolic state, which can be seen as an embedding of predicate varying with time. In this way, the attention module can generate weights on predicates at different time steps, taking consideration of the symbolic information of current RL state. We firstly generate the query, key and value representation by multi-perception layers with \( M_f \) as input initially. For convenience, we introduce \( V_\phi = M_f \). Then, we repeatedly use the output value from last step to generate the attention weights. For predicate attention module:

\[ Q^{(t-1)}_{\phi}, K^{(t-1)}_{\phi}, V^{(t-1)}_{\phi} = \text{FeedForward}(V_\phi) \tag{8} \]

\[ S^{(t)}_{\phi}, V^{(t)}_{\phi} = \text{MHDPA}(Q^{(t-1)}_{\phi}, K^{(t-1)}_{\phi}, V^{(t-1)}_{\phi}), \quad V_\phi = V^{(t)}_{\phi} \tag{9} \]

Here, \( S^{(t)}_{\phi} \) represents the attention weights on predicates in the \( t \)-th hop reasoning.

For path attention module, we reuse the output value of each time step in predicate attention module. During the iterative processing, the output value at each step embeds the information of paths of different lengths. We simply use another transformer to generate the path attention weights \( S_\psi \). Let \( V_{\phi} = [V^{(0)}_{\phi}, V^{(1)}_{\phi}, \ldots, V^{(t)}_{\phi}]^T \).

\[ Q_{\phi}, K_{\phi}, V_{\phi} = \text{FeedForward}(V_{\phi}) \tag{10} \]

\[ S_{\psi}, V_{\phi} = \text{MHDPA}(Q_{\phi}, V_{\phi}) \tag{11} \]
4.4 Policy Module

In this section, we put forward the policy module to induce DRL policy. Suppose there exists an entity set $S_e$ and a predicate set $S_p$ consisting of predefined predicates $P_b$ and auxiliary predicates $P_a$ similar to [Evans & Grefenstette, 2018]. With the predicate and entity set, we can obtain symbolic state at each time step. The symbolic state can be represented by a 3-dimensional tensor $M$ as discussed in Section 4.3. Since a policy is a mapping from states to actions, the predicate at the last hop needs to be constrained to be an action predicate. Instead of introducing a predicate matrix, we can instead introduce multi-perceptron layers to the output of reasoning to induce a policy.

$$Q_a(x, x') = (v_x^\top MLP_a(\kappa(s_{\psi}, S_{\psi})))v_{x'}$$

(12)

Algorithm 1: Neural Symbolic Reinforcement Learning

1. Initialize Replay Buffer $D_m, D_{s1}, ..., D_{sj}$;
2. Initialize Attention Network $L_m$ and Controller $L_{s1}, L_{s2}, ..., L_{sj}$ respectively;
3. for $i = 1, ..., \text{num\_episodes}$ do
   4. extract objects and obtain symbolic state $\hat{s}$;
   5. while $\hat{s}$ is not Terminal and maximal step is not reached do
      6. perform reasoning on symbolic state $\hat{s}$ based on (12);
      7. choose task $g \leftarrow \text{EPSGreedy}(Q_m, \hat{s})$;
      8. obtain current state $s$;
      9. while $s$ is not Terminal and maximal step is not reached do
         10. $a \leftarrow \text{EPSGreedy}(Q_g, s)$ where $Q_g$ is the output of Controller $L_g$;
         11. obtain current state $s'$ and reward $r$;
         12. store $(s, a, s', r)$ in $D_g$;
         13. $s \leftarrow s'$;
         14. if $g$ is reached then
            15. break
         16. obtain current symbolic state $\hat{s}'$ and reward $\hat{r}$;
         17. store $(\hat{s}, g, \hat{s}', \hat{r})$ in $D_m$;
         18. $\hat{s} \leftarrow \hat{s}'$;
     19. Update $Q_j$, for $j = 1, 2, ..., \text{num\_tasks}$;
20. Update Meta Controller $Q_m$

5 Experiments

We conduct experiments on Montezuma’s Revenge, an ATARI Game with sparse and delayed reward. The player is required to navigate through several rooms while collecting treasures. Our experiments are based on the first room. In this room, the player needs to first fetch the key, receiving a reward(+100) after taking a long sequence of actions without any reward information. Then, the player needs to navigate to the door (left or right) and pass through it, resulting in another reward(+300).

5.1 Symbolic Representation

Similar to HDQN, every task is associated with an extracted object. Logical representation is based on 8 predefined locations: middle ladder, top-right door, top-left door, bottom-left ladder, bottom-right ladder, conveyor, rope and the key and 2 mobile objects: man and skull. We introduce predicates like OnSpot, WithObject, SmallerX, SameX, SmallerY, SameY, Near, PathExist, Conditional. The atom Conditional($x, y$) means we need to fetch object $x$ firstly and then reach object $y$. Firstly, we use logic primitive statements not on these predicates to generate other predicates like LargerX, LargerY, Away. Since some logical rules may combine the negation of relation of entities. It’s easy to accomplish negation operation by fuzzy logic, which enables to extend the rule search space as described in [Yang & Song, 2020]. We introduce one auxiliary and binary action predicate MoveTo(agent, $x$), which means the agent needs to reach the object $x$. 
5.2 Experimental Results

In this section, we analyze the experimental results. Fig 2 illustrates a sample gameplay by our agent on Montezuma’s Revenge. Fig 3 depicts the performance of algorithms as training proceeds. Finally, several relational paths learned by the agent are visualized to validate the interpretability embedded in NSRL.

![Sample Gameplay](image1.png)

**Figure 2:** Sample gameplay on Montezuma’s Revenge: (a) illustrates the optimal policy learned by the agent. It firstly chooses the key as a task, then turn to reach the bottom-right ladder after obtaining the key. Finally, the agent chooses top-right door and takes a set of low-level actions to reach the door. (b-d) presents the process of navigating through the first room. It is easy to see the key, bottom-right ladder and the top-right door are the key tasks to choose.

![Training Performance](image2.png)

**Figure 3:** Training performance on Montezuma’s Revenge: (a) illustrates the training phase of NSRL and HDQN, of which the results are collected and averaged by 8 runs. (b) depicts the distribution of tasks chosen by the meta controller at different time steps. (c) presents the success ratio of tasks over time.

We compare our approach with HDQN ([Kulkarni et al., 2016a](#)), SDRL ([Lyu et al., 2019](#)) as baselines. Both HDQN and NSRL coverage to achieve +400 reward but SDRL fails. To learn the optimal policy, it nearly takes NSRL and HDQN another 4M steps. Different from HDQN, at the beginning of first 3M steps, NSRL fails to learn the way back to the door (+300 reward). Besides of this, the performance of NSRL is still competing compared to HDQN since they nearly start to coverage almost at the same time and the variance of NSRL is smaller than that of HDQN. Moreover, with embedded reasoning module, NSRL can provide more interpretability as discussed below. As shown in Fig 3b, all tasks are nearly preferred at the beginning of training expect the key. As training proceeds, the agent gradually learns to select the key tasks, the probabilities of which gradually increase. Specially, at 8M steps, the agent only chooses the key, bottom-right ladder and top-right door. We also visualize the relational paths to explain the important relations when choosing pivotal tasks as below. At each reasoning step, we consider the predicates with highest attention weights at each reasoning step and the connective constraints to formalize a specific path since we use softmax operation to consider all paths of different lengths. For convenience, we use RightDoor to represent top-right door, LeftDoor to represent top-left door, RightLadder to represent bottom-right ladder, LeftLadder to represent bottom-left ladder and Man to agent.
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### Relational Paths

1. \( \text{MoveTo(Man, Key)} \leftarrow \text{WithOutObject(Man, Key)} \)

2. \( \text{MoveTo(Man, Key)} \leftarrow \text{WithOutObject(Man, Key)} \land \text{SmallerY(Key, Man)} \land \text{LargerY(Man, Key)} \)

3. \( \text{MoveTo(Man, Key)} \leftarrow \text{WithOutObject(Man, Key)} \land \text{SmallerY(Key, LeftDoor)} \land \text{LargerY(LeftDoor, Key)} \)

4. \( \text{MoveTo(Man, Key)} \leftarrow \text{WithOutObject(Man, Key)} \land \text{SmallerY(Key, RightDoor)} \land \text{LargerY(RightDoor, Key)} \)

5. \( \text{MoveTo(Man, Key)} \leftarrow \text{WithOutObject(Man, Key)} \land \text{SmallerY(Key, RightDoor)} \land \text{LargerY(RightDoor, Man)} \land \text{LargerY(Man, Key)} \)

**Table 1: Choose Key**

### Relational Paths

1. \( \text{MoveTo(Man, RightLadder)} \leftarrow \text{WithObject(Man, Key)} \land \text{Conditional(Key, LeftDoor)} \land \text{LargerY(LeftDoor, Man)} \land \text{LargerY(Man, Conveyer)} \land \text{SmallerX(Conveyer, RightLadder)} \)

2. \( \text{MoveTo(Man, RightLadder)} \leftarrow \text{WithObject(Man, Key)} \land \text{Conditional(Key, LeftDoor)} \land \text{LargerY(LeftDoor, Man)} \land \text{LargerY(Man, LeftLadder)} \land \text{SmallerX(LeftLadder, RightLadder)} \)

3. \( \text{MoveTo(Man, RightLadder)} \leftarrow \text{WithObject(Man, Key)} \land \text{Conditional(Key, RightDoor)} \land \text{LargerY(RightDoor, Man)} \land \text{LargerY(Man, Conveyer)} \land \text{SmallerX(Conveyer, RightLadder)} \)

**Table 2: Choose RightLadder**

### Relational Paths

1. \( \text{MoveTo(Man, RightDoor)} \leftarrow \text{Near(Man, RightLadder)} \land \text{Away(RightLadder, RightDoor)} \)

2. \( \text{MoveTo(Man, RightDoor)} \leftarrow \text{Near(Man, RightLadder)} \land \text{Away(RightLadder, RightDoor)} \land \text{SameX(RightDoor, RightLadder)} \land \text{LargerX(RightLadder, Man)} \land \text{LargerX(Man, MiddleLadder)} \land \text{Near(MiddleLadder, Conveyer)} \land \text{Away(Conveyer, RightDoor)} \)

3. \( \text{MoveTo(Man, RightDoor)} \leftarrow \text{Near(Man, RightLadder)} \land \text{Away(RightLadder, RightDoor)} \land \text{SameX(RightDoor, RightLadder)} \land \text{LargerX(RightLadder, Rope)} \land \text{LargerX(Rope, Conveyer)} \land \text{Near(Conveyer, MiddleLadder)} \land \text{Away(MiddleLadder, RightDoor)} \)

**Table 3: Choose RightDoor**

Tables 1-3 present the relational paths the agent puts most attention on when choosing different tasks. NSRL realizes the fact that the agent does not possess the key by putting highest attention on predicate \text{WithOutObject}. As shown in Table 2, we can see that NSRL pays close attention on predicate \text{WithObject} and \text{Conditional} at consecutive steps when choosing bottom-right ladder as a task, indicating that NSRL gradually learns the importance of possessing the key to the door. After that, the agent considers the relevant location information to choose bottom-right ladder. In Table 3, the agent considers more distance information when choosing RightDoor. It first recognizes the current location by atom \text{Near(Man, RightLadder)} and then considers the reachability from RightLadder to RightDoor. All of these relational paths are a form of logical rules, providing interpretability on choosing tasks.

### 6 Conclusion

In this paper, we propose a novel framework performing neural-logic reasoning to enable interpretability by visualizing the relational paths to tasks. Exploiting multi-hop reasoning and hierarchical reinforcement learning, our approach can solve large-sized complex problem like Montezuma’s Revenge, in contrast to other recent neuro-symbolic approaches. Compared to other black-box style methods, the learning process of our approach naturally integrates with symbolic knowledge while achieving comparable performance and preserving interpretability. The introduced symbolic predicates could easily be reused in other domains.
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A REWARD ENGINEERING

To facilitate the learning process in HRL, we use the reward engineering as below. For action level,

\[
r_i(s_t, a_t) = \begin{cases} 
\phi & \text{achieve tasks} \\
\psi & \text{terminal} \\
c & \text{step cost}
\end{cases}
\]

The controller of lower level receives cost \(c\) at every time step and achieves a large reward \(\phi\) when finishing tasks or negative reward \(\psi\) when failing to complete the tasks within maximum number of steps. For task level, we further modify the extrinsic reward based on Hierarchical Deep Q-Learning Framework

\[
r(s_h, g_h) = \begin{cases} 
-\phi & \beta = 0 \\
f(s_h, g_h) & \beta = 1
\end{cases}
\]

where \(\beta\) is a flag indicating whether the agent achieved the assigned task \((\beta = 1)\) or not \((\beta = 0)\). \(\phi\) is a large number for punishing the agent for not finishing the tasks and \(f(s_h, g_h)\) is the cumulative reward from the environment by following the task \(g_h\) under state \(s_h\). To this end, the agent is encouraged to learn and select the right order of these tasks.

B EXPERIMENTAL SETUP

For the controller architecture, we follow the one used in Kulkarni et al. (2016b). There are 8 controllers in total, each associated with a predefined location. In terms of the meta controller, the maximum length of relational path and the numbers of head of transformer are set to 8 and 4 respectively. The length of one episode is set to be 500 and the agent is restricted to finish the game with one life. Learning rates are all set to be 1e-4. The sizes of replay buffers for meta controller and low level controller are set to be 5e4 and 6e4 respectively. For reward engineering, following (14) the agent receives reward \(\phi = 10\) when achieving tasks and reward \(\psi = -5\) when losing life. Cost at each step is set to be \(r = 0\). Step cost \(r\) is set to be 0. Following (15) \(\phi = 150\). The training procedure is divided into two phases. (1) In the first phase, the epsilon rate of meta controller is set to 1 so that all the controllers are pretrained sufficiently to solve a subset of tasks. (2) In the second phase, the meta controller is trained from scratch with epsilon rate annealing from 1 to 0.05 in 1e6 steps and the lower level controllers are fixed with epsilon rate set to be 0.05. Since we only perform reasoning on task-level, it’s fair to compare the performance of algorithms with low level controllers fixed.